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Abstract—Neural fields have increasingly been utilised as signal
representations. Using neural networks, they can be applied as
solutions to problems such as creating continuous representations
and solving inverse problems.

In some use cases, the signals represented are not only spatial
but also temporal. In practice, when such a signal has to be
represented, it can be beneficial to incorporate measurements into
an existing neural field as soon as they are available. However,
this presents a problem, as neural networks, which neural fields
are based on, can forget knowledge learnt when being presented
with new knowledge.

Considerable research has been conducted on remedying
this problem in general neural networks. However, differences
in model input and architecture compared to general neural
networks mean that the results from this research may not be
directly applicable to neural fields.

In this work, we investigate how continual learning affects neu-
ral fields of different architectures. Additionally, we demonstrate
two methods that can be used to remedy the problems caused by
continual learning in neural fields. First, we demonstrate how
the model trained on earlier tasks can be reused to prevent
performance degradation through knowledge distillation when
learning a subsequent task. Second, we demonstrate how, for
models using a DINER architecture, a part of the model can be
frozen, thereby lowering performance loss while still allowing the
model to learn to represent new measurements.

In summary, we show that the continual learning of neural
fields of various architectures is, to a reasonable extent, feasible.

I. INTRODUCTION

In recent years, neural fields, also known as implicit neural
representations, have emerged as a novel method for continu-
ously representing signals on low-dimensional domains [|1]].
In neural fields, a signal is modelled with the help of a
multi-layer perceptron (MLP). Given a function on a spatial
or spatiotemporal domain, a neural field takes coordinates
in space and/or time as input and is trained to output the
signal or signals at that coordinate. This training is often
done using reference outputs for some coordinates. During
inference, the value can be queried for any coordinate in the
coordinate space. This means the training creates a continuous
representation based on the training data.

A neural field can be trained directly, but training of
neural fields can also be achieved indirectly through a dif-
ferentiable transformation of the output. Differentiability is
necessary so the gradients can be backpropagated through
the transformation to the parameters of the neural field.
The ability to create an interpolatable representation from
measurements from inverse problems makes neural fields an
attractive solution for signal representation. Because of this,
neural fields have seen use in diverse applications like 3D

shape representation [2], medical image reconstruction [3]]—[5]]
and novel view synthesis [6], [7]].

These applications utilise spatial coordinates, but neural
fields can also be used to represent spatio-temporal signals.
This has been used for areas like video representation [8]] and
disease monitoring [9]. Most neural field methods assume that
all datapoints used for fitting are available simultaneously,
allowing for a single fitting stage. In practice, this might
not always be the case. For instance, if the time between
measurements is long, a trained neural field might already
be needed between measurements. In this case, it would be
advantageous to process the available signals as they become
available. However, if the neural field has to be changed
when additional measurements become available, it would be
inefficient to retrain it completely. Additionally, the measure-
ments used to train the model initially may no longer be
available. Instead, fine-tuning the existing parameters to fit
the new measurements would be more efficient. This could
present a problem, as MLPs suffer from a problem called
catastrophic forgetting [10]], meaning that when training data
is incrementally introduced to an MLP, data learnt first tends
to be forgotten.

A large amount of research has been done into remedying
the effects of catastrophic forgetting, i.e. ’continual learn-
ing’ [11]. Most of the previously done research has been on
more general machine learning applications, such as image
classification. Some differences between these applications
and neural fields mean that some of the research might not
fully transfer.

First, there is a significant difference in the input. Instead of
the high-dimensional and complex input used in many general
machine learning tasks, neural fields have a very structured
and low-dimensional input. Theoretical research on continual
learning through the Neural Tangent Kernel shows that the
similarity of the data contributes to forgetting [[12]]. Due to
the high similarity of the input for neural fields, they may be
especially prone to catastrophic forgetting.

Additionally, neural fields often have a distinct architecture
compared to other neural network applications. This is because
the signals learnt by neural fields often have a high frequency.
This is a problem for neural networks, as they are slower
at learning higher-frequency signals, known as the spectral
bias of neural networks [13]]. To solve this problem, changes
are made to the models to make them more resistant to this,
often by changing the activation function of the network [14]-
[16]]. The chosen activation functions also affect how a neural
network behaves in a continual learning scenario [17].

In this work, we analyse how commonly used models for
neural fields and their hyperparameters affect continual learn-
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Fig. 1: The stability-plasticity tradeoff visualised. A model
should have the plasticity to move away from 6, but the
stability not to move too far to 6.

ing behaviour. Next, we show two methods that can be used to
remedy catastrophic forgetting. First, the structure of the input
can be used to allow an old version of the model to teach a new
version on old tasks through knowledge distillation. Second,
the architecture employed by hashmap-based models enables
the separation of the output representation from the input
coordinate structure. This means we can reduce forgetting by
learning only one of these parts while preventing the other part
from learning. Through experiments with representations of
natural and medical images, we show how these can contribute
towards continual learning in neural fields.

II. BACKGROUND

The big challenge for continual learning is catastrophic
forgetting [10], [[17]]. Catastrophic forgetting is the problem
where, when a machine learning model is incrementally
trained on tasks, it loses performance on early tasks [[18]], [19].
If a model or method can overcome forgetting, it is described
as stable.

However, this is only one aspect of continual learning. Not
only can the model forget old knowledge, but it can also lose
the ability to learn new knowledge. This aspect is known as
plasticity, where a model that can learn new knowledge is
described as plastic. In the field of continual learning, most
research has focused on overcoming catastrophic forgetting;
however, some studies indicate that models are also unable to
acquire new knowledge infinitely [20].

Together, this problem is called the stability-plasticity trade-
off. Machine learning models should remain plastic enough to
learn new knowledge, but stable enough to remember what
is learnt from earlier samples. This principle is visualised
in Here, 6; denotes the model’s parameters after
training on task 1. Plasticity means the ability to move the
parameters away from 61, ideally to .5, the parameters with
the best performance on tasks 1 and 2. Stability is the ability
to resist continuing this movement to 6, the ideal parameters
for just task 2.

Several techniques have been developed for continual learn-
ing. In general, these can be divided into five categories.

a) Weight Regularisation: The first group of methods
restrict the weight changes between tasks. Starting from the
second task, these methods add a regularisation term to the loss
function of the task learnt. This regularisation term consists of
the difference between the model parameters after training a
previous task and the current parameters. However, as some
parameters are more important to the model’s output on a
task than others, this difference is weighted by an importance
metric for each parameter. Examples of this include the Fisher
information for Elastic Weight Consolidation (EWC) [18]] or
the history of gradients during training for Synaptic Intelli-
gence [21].

b) Experience Replay: Another method used is selec-
tively saving samples from previous tasks. Then, during the
training of the next task, these samples are replayed to the
model, so it does not forget them. Research surrounding this
method focuses on two key questions: Which samples are the
most effective to save (e.g., [22]), and which sample is the
most suitable to use during training for the new task (e.g.,
[230).

c) Knowledge Distillation: A downside of saving pre-
vious samples is that it requires storage, as well as prior
knowledge that continual learning will occur. To solve this
problem, a previous version of the model can be used. After
training on a task, the model should perform well on that task.
So, when trying to maintain performance, a previous version
of the model can be used instead of saving the solution to these
inputs. Then, for some input, the currently training model is
also trained to maintain the output of the previous model.
This method is known as knowledge distillation. However,
determining the input to use for distillation is a challenge,
for which previous works have proposed using training data
from previous tasks [24], unlabeled data [25]], or new training
data [26].

d) Optimisation Strategies: Fourth, the optimisation
strategy can also be adapted to prevent forgetting. An example
of this is Orthogonal Gradient Descent [27]. In this method, the
derivative of the loss on a task with respect to the parameters
is stored after training each task. Then, during the training of
subsequent tasks, the calculated weight updates are changed
such that they are orthogonal to the stored derivative.

e) Architecture Changes: Lastly, the model itself can
also be adapted to prevent forgetting. This means designating
certain parts of the model to different tasks. One possibility
is to use parameters that are important for a specific task
selectively through a learnt binary mask (e.g. [28]). Another
option is creating specific parts of the model for different tasks
(e.g. [29]).

III. RELATED WORK

Some works exist that explore continual learning in neural
fields. Most of these methods employ a version of knowledge
distillation to achieve their goal.

Continual Neural Mapping [30]] continuously learns a signed
distance function (SDF). This is done by incrementally using
measurements from different depth camera views. To prevent
forgetting, a combination of knowledge distillation and replay



TABLE I: NeRF continual learning methods and their distil-
lation data generation method

Paper Ray generation method

Po et al. [31] Saving previous rays

CLNeRF [32] Saving centre rays and camera parameters
MEIL-NeRF [33]  Generator neural network

UNIKD [34] Uncertainty-filtered randomly generated rays

is used. For zero level-set samples, a fixed-size buffer of
samples from previous tasks is kept. The previous network
is only used for off-surface samples.

A large number of methods [31]-[34]] are defined on Neural
Radiance Fields (NeRF), a famous use case of neural fields. In
NeRF [6], a 3D representation of a scene is constructed using
images of that scene. For each pixel of these images, a ray is
marched through the neural field, which regularly evaluates the
neural field using the position and viewing angle. The neural
field returns the colour and density at these positions, which
are combined to give an output colour. The loss is calculated
on the output colour and the actual pixel value.

In these NeRF continual learning methods, previous rays are
either saved or used to generate new ones, depending on the
technique. The exact methods used to generate rays per method
are shown in [Table I} These rays are then marched through the
old neural field. The output is then used to supervise the new
model.

These methods do not cover all cases for multiple reasons.
First, instead of expanding the input domain, these methods
focus on specifying information in previously trained regions.
Often, the scene represented using these methods remains
in the same region of space, but views are incorporated
from different angles to correct any mistakes. However, new
measurements can also be incorporated in different regions of
the input space for which no measurements are available yet.
As this is a different approach, findings from these methods
do not necessarily generalise to new input regions or outputs
that are trained.

Second, these works propose methods that rely on their
specific use case to function. For the NeRF models, infor-
mation about the rays marched through the model in previous
tasks is used to prevent forgetting. Similarly, Continual Neural
Mapping utilises the structure of SDF to determine whether
distillation or replay should be employed and which samples to
use. However, when not using these use cases, these methods
are not defined.

Lastly, these works each only investigate how to solve the
problem for one model architecture, most commonly a posi-
tionally encoded ReLU model. This model is often used for the
NeRF use case. However, as explained in the introduction, the
choice of model architecture likely influences the forgetting
behaviour of neural networks. Additionally, as more models
are commonly used in neural fields, understanding how these
influence forgetting behaviour is important.

IV. PROBLEM SETTING

In neural fields, we are interested in approximating a signal
consisting of values for every coordinate in a coordinate space.
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Fig. 2: Examples of the signal expansion types. Each image

shows an example of the first task. shows the top
quarter of the image. Subsequent tasks would consist of the

other parts of the image. shows only the red band
of an RGB image. The following tasks could be the green and
blue bands of the image.

This coordinate space can be spatial or spatiotemporal. The
representation is done by training a neural network, with
parameters 6. Typically, this network is trained using a single
training set, where the loss, called Ly;;, is minimised. This
training set typically consists of coordinates for which the
corresponding values are known. However, it can also consist
of transformations, for which coordinates can be calculated,
whose values can be combined to train the neural network.
An example of this is images and their associated camera
parameters, as seen in novel view synthesis.

In continual learning of neural fields, the training set is split
into tasks. Each task has its own associated training set of
samples.

A. Signal Expansion Types

We identify two ways in which newly acquired measure-
ments can be integrated into a trained neural field.
visualizes an examples of each type for a 2D image.

First, data can be acquired from new regions in the spatial
or spatio-temporal coordinate space. This means that a model
could be trained on measured data from one region and
expanded with data from another area, while preserving the
information from the previous region. Each task would then
consist of measurements from distinct regions in the input
space. For instance, measurements can be made at different
points in time, which are added to a spatiotemporal neural field
when they become available. Alternatively, separate measure-
ments can be made in different areas of space and combined
into a unifying representation.

Second, new information may become available for pre-
existing regions in the input space. So, for every point in
the spatiotemporal coordinate space, the number of outputs
increases. The coordinates from each task would then be from
the same region. However, during each task, only a subset
of output values is available. For example, measurements of
different properties in the same domain can be combined into
a unifying representation.

V. METHODS
A. Neural Field Architectures

Several models have been proposed for neural fields. The
primary difference between the models is how they deal with
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Fig. 3: Comparison of how well each neural network architecture used fits a sample image. The ReLU model does not fit the

sample well due to the spectral bias.
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Fig. 4: Comparison of the activation functions used.

spectral bias [I3]. This is the problem that neural networks
are slower to learn high-frequency signals compared to low-
frequency ones. An example of this is shown in
where the model fails to accurately fit a sample image. As
neural fields often need to represent high-frequency signals,
such as images, they frequently suffer from spectral bias.
Various techniques have been proposed to address this issue.
The different approaches we use are introduced in this section.
Examples of how each model fits an image are shown in

1) Postional Encodings: A commonly used method to
address the spectral bias problem is to utilise positional
encodings. These transform the coordinates into a higher-
dimensional space. The encoded coordinates are used as input
for a regular ReLU model. We refer to the combined system
as a PE. ReLU model.

The positional encodings are similar to and inspired by
the positional encodings used by transformers [35]. We use
the positional encodings used by Neural Radiance Fields
(NeRF) [6]. This encoding consists of L increasingly high-
frequency sine and cosine functions to encode each input
variable z, according to the following formula:

v(z) = [sin(2%7x), cos(2%7x),
sin(2'7x), cos(2'wx), . . .,
2L=202), cos(2F 1)
gL—1

2L—1

sin( ), cos( )]

The positional encodings for each input variable are concate-
nated to form the model input.

2) SIREN: Sinusoidal representation networks
(SIREN) [14] replace the activation function of the neural
network with a sine function and scale the input to this
activation function by a factor called wg. This makes the
activation function used «(z) sin(wpz). The activation

function is shown in The scaling factor allows the
activation function to be tuned to suit the frequency of the
signal it attempts to fit, with a higher wy enabling the model
to fit higher-frequency features.

In the body of the original SIREN paper [14], the authors
state that wy should be applied in the first layer of the neural
network. However, in the appendix, they state that performance
increases if a scaling factor is included in all layers. To
differentiate the scaling factor used in the initial layers from
the factor in the later layers, we refer to the former as wy and
the latter as w;

3) FINER: While SIREN and positional encodings enable
the fitting of high-frequency features, the (co)sine functions
mean the model is only well-suited to a subset of frequencies.
To combat this, Flexible spectral-bias tuning in Implicit Neu-
ral Representation (FINER) further adjusts the SIREN
activation function, creating «(z) = sin(w;(|z| + 1)z). This
means that as |z| increases, the frequency of «(z) increases.
This is also made visible in

To further utilise the frequency range, the initialisation
scheme is modified, such that the biases are drawn from
U(—k, k), where k is relatively large. The broader range of
biases this initialisation scheme creates means that z will also
be in a larger range. And as the magnitude of z affects how
high-frequency «(z) is, a(z) will have a broader range of
frequencies at initialisation.

4) DINER: Instead of a handcrafted function to reduce
the relative frequency of the output, like in positional
encoding, Disorder-Invariant Implicit Neural Representation
(DINER) [36] learns this transformation. This is achieved
using a hashmap that maps the input coordinates to an L-
dimensional point in a latent space. These new L-dimensional
points are then used as input to an MLP. The output values of
the hashmap are optimised together with the parameters of the
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Fig. 5: Architecture used by the DINER models.
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Fig. 6: Schematic representation of our version of knowledge
distillation. 6;.s denotes the currently training model. 6;.5_1
is used for the saved model.

MLP. This way, the signal the MLP needs to learn can be low
frequency, with the mapping being arbitrarily high frequency.
As the mapping is learnt instead of designed, it becomes
very well suited to the specific signal to be learnt. However,
because the encoding has to be learnt, the mappings for points
which have not been trained on are unknown, making DINER
unsuitable for interpolation.

B. Knowledge Distillation for Neural Fields

As mentioned in the related work, what input to use for
knowledge distillation is complicated, as the input to the model
is often complex and large to store. However, as the input
for neural fields is more structured, we use this structure to
generate the data used for distillation.

After training a task, the model parameters are stored. These
parameters are replaced whenever a task finishes training, so
only one set of previous parameters is stored. Additionally,
if the input is expanded, after training a task, we store the
domain of the coordinates of that task. This is done by storing,
for each axis of the coordinate space, the highest and lowest
coordinate value.

When training a subsequent task, points are sampled uni-
formly at random from the domains of the previous tasks. This
input is called xg;54;;. The number of points sampled is equal
to a percentage pg;s+;; of the number of points used to train the
current task. If the input is expanded, this number of points
is sampled for each task’s domain. However, if the output is
expanded, this number of points is sampled from the full range
of the input for the model.

Then, an output is generated for X4 using the previously
trained and currently training parameters, called yg;s:; and
Vaistil, respectively. These outputs are used to calculate a loss,
denoted as L4;s¢4;, using the same loss function employed for

fitting the task. This loss is combined with Ly;; as the loss
function minimised during training, in the following manner:

Liotal = Lfit + Algistil

Here, \ is a hyperparameter used to tune the importance of
distillation and compensate for differences in magnitude for
losses of different tasks.

A schematic representation of our method is shown in

C. DINER Stabilisation

A DINER model consists of two parts, each serving a
distinct purpose. The hash map, which maps input coordinates
to a latent space, represents the structure of each point that has
been learned. The MLP backbone learns a mapping from the
latent space to the output space.

This explicit separation between learning the structure of the
signal and learning how to represent the signal can be used
to prevent forgetting. When expanding the input space used,
the values of the previously learnt points in the hashmap will
not change during training. Therefore, if only the hashmap is
trained and the MLP is frozen after learning the first task, no
forgetting can occur. If the distribution of the signal is similar
between tasks, the MLP should also be able to represent the
later tasks.

Similarly, when adding another output to the model, the
structure at each point remains the same, while the mapping
changes only slightly. Therefore, by freezing the hashmap and
only learning the MLP, the learnt function from the latent
space to the original output space has the same input. If the
original signal is a good predictor for the new signals, learning
the new signal should also work well.

In summary, when the input is expanded, the MLP is frozen,
while if the signal is expanded, the hashtable is frozen.

D. Datasets

In our experiments, three datasets are used. Two datasets
focus on input expansion: the ImageNet and 4D ACDC
datasets. The ACDC Segmentation dataset is used to test
output expansion.

The representations for all datasets are learnt using Huber
loss [37].

1) ImageNet: Images from the ImageNet [38] dataset are
resampled such that the shortest axis has 256 pixels. Then,
centre crops are taken, resulting in 256x256 pixel images.
These images are vertically split into four 256x64 bars. These
bars are used as the tasks. This is done for 25 images.

To fit these images, the RGB values of the images are scaled
to be between O and 1. The MLP of the neural field has
three outputs, corresponding to each of the colour channels.
A sigmoid activation function is added to the output of the
model.

2) 4D ACDC: In this dataset, 4D MRI scans from the
ACDC dataset [|39]] are used for representation. Each of these
scans consists of a sequence of 3D frames which together
show one complete heart cycle. From each series of scans,
twelve scans are selected. This is done such that the entire



heart cycle is represented and all scans are as evenly spaced
as possible. Twelve scans are used, as this is the length of the
shortest sequence. Each of these frames is learnt sequentially,
making up the tasks. This has been done for 10 scans.

To fit the MR scans, the voxel intensity values are nor-
malised to lie between 0 and 1. The MLP of the neural field
has one output, which does not use an activation function.

3) ACDC segmentation: In this test, MRI scans and seg-
mentations from the ACDC are learnt in two tasks in an
output expansion way. First, the full MR scan is taught to
the model. Then the full segmentation mask is given to the
model. This segmentation mask consists of the left ventricular
endocardium and epicardium, as well as the right ventricular
endocardium. This has been done for 10 scan and segmentation
combinations.

The voxel intensities are again normalised between 0 and
1. The neural field has five outputs, corresponding to the scan
representation, the background, and the segmentation classes.
Each output has a sigmoid activation function. To fit the
segmentation mask, binary cross-entropy loss is used.

VI. EXPERIMENTS AND RESULTS

We test our setups on 2D image representation and various
forms of MRI representation.

In this section, several graphs are presented that compare
performance on the first and last tasks. In these graphs, models
in the top right corner have the least forgetting and can fit the
tasks well. In the top left are models that perform well on
the last task, but suffer heavily from forgetting. In the bottom
right are models that maintain good performance but suffer
from low plasticity. Finally, in the bottom left are models that
perform poorly, either due to a combination of forgetting and
low plasticity or because they are unable to fit the signal well.
Additionally, attention should be paid to the axis labels, as
there is sometimes a difference in scale between the x and y
axes.

The performance on the first and last tasks, after the model
finished training on the last task, is reported. Both are needed,
as some training methods are more susceptible to forgetting,
while others are more susceptible to low plasticity. These are
also used to illustrate the differences in how well the models
can fit the signals, which vary between models and training
methods.

For the tables, the mean value is given, along with the
standard deviation in brackets.

A. Experimental Settings

All models employed the same basic layout, consisting
of three hidden layers with 256 neurons each. For image
reconstruction tasks, the PSNR and SSIM [40] are reported.
For segmentation tasks, the mean Dice similarity index is given
for all non-background tasks.

B. Model Hyperparameter Experiment

In this test, the effect of model hyperparameters on the
learning and forgetting performance is evaluated. This means

TABLE II: Comparison of first and last task performance
on the ImageNet dataset by model. The chosen model hy-
perparameters have a big impact on the continual learning
behaviour.

Task 1 Task 4

Model Hyperparameters PSNR SSIM PSNR SSIM
L=5 10.8 (4.03) 0.19 (0.11) 25.7 (2.56) 0.70 (0.10)
PE. RelU L=10 11.1 (4.16) 0.17 (0.10) 26.6 (4.29) 0.73 (0.17)
wp = 15, w; =1 135 (2.23) 0.31 (0.17) 23.5 (2.70) 0.54 (0.17)
SIREN wg =15, w; =15 11.7 (3.13) 0.08 (0.04) 35.1 (243) 0.95 (0.02)
wg =30, w; =1 12.2 (2.44) 0.22 (0.12) 25.5 (2.67) 0.67 (0.13)
wp = 30, w; = 30 11.1 (3.98) 0.07 (0.04) 38.7 (7.30) 0.93 (0.18)
FINER wp =5 w; =1 12.6 (2.48) 0.07 (0.03) 39.5 (1.85) 0.98 (0.02)
3 wp =5 w; =5 11.8 (3.47) 0.07 (0.05) 46.2 (2.44) 0.99 (0.01)
L=1 16.0 (5.88) 0.64 (0.25) 28.8 (8.48) 0.81 (0.32)
DINER L=2 16.1 (5.60) 0.66 (0.27) 36.8 (11.0) 0.88 (0.30)

L=3 16.6 (5.74) 0.71 (0.23) 44.8 (13.3) 0.92 (0.25)

that no continual learning strategies are employed. For this
test, the ImageNet dataset will be used, as described above.

In[Figure 7] the results of reconstructions for a sample image
from all models are compared.

[Figure 8| and [Table TI] present a comparison of the first and
last task performance, in terms of both PSNR and SSIM, for all
models and their respective hyperparameters. The full PSNR
and SSIM performance is in From this and the
comparison graph, it can be seen that the model choice has a
significant influence on both fitting performance and continual
learning behaviour.

The PE. ReLU suffers heavily from forgetting. In this case,
it appears to be due to the similarity of the input, which causes
the model to repeat the last task for earlier tasks. This is
especially visible in the reconstructed image, where the bottom
of the fish is visible for the earlier tasks.

For SIREN, the choice of wy and w; influences the perfor-
mance. If w; is set to 1, the model appears to retain a vague
memory of the previous tasks’ structure. This is evident in
the SSIM, but particularly in where parts of the fish
remain distinguishable after the task switch. However, when
w; 1s set to be equal to wy, the output from previous tasks
more closely resembles noise than the structure that was there
before. On the other hand, setting the w; to 1 instead of equal
to wq significantly lowers the fitting performance.

For FINER, setting w; to 1 instead of wy has a lesser
effect on both fitting and forgetting performance. Here, for
both versions of the model, most of the previously learnt
representation is forgotten after the training task switch.

For DINER, the colours output by the model are correct for
old tasks, but the structure remains more stable after training
on later tasks. This can be observed in the images, as well
as in the difference between PSNR and SSIM for the models.
All models maintain a relatively high SSIM, but the PSNR
decreases more significantly. Additionally, as the latent space
dimension increases, the colours are kept better as well.

An issue arises for DINER when incrementally learning an
image, where the first task consists of an even colour. In one
image of ImageNet, shown in the entire first task
consists of an evenly coloured sky. When this is the case,
the model is unable to process the rest of the image, instead
consistently showing this even colour, even when being trained
for other colours. This shows an extreme example of a lack
of plasticity.
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Fig. 7: Comparison of model outputs after training the last task on an example from the ImageNet dataset
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Fig. 8: Comparison of first and last task performance on the

ImageNet dataset by model. The chosen model hyperparame-

ters have a big impact on the continual learning behaviour.
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Fig. 9: Comparison of model outputs after training the last
task on a sample in the ImageNet dataset. If the first task
consists almost entirely of one colour, DINER does not learn
to represent other colours. Other models like FINER do not
suffer from this.

C. Distillation Experiments

In this experiment, samples are trained using distillation to
demonstrate the influence on training performance. We use
different values of pg;s+i1, the ratio of distillation samples used.
Distillation is compared against a benchmark of not applying
any special technique, referred to as ’naive’.
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006 | | 0.06

— \ [
0.04 — 2004 |
S

7 N
0.02 ( ( 0.02
0.00 SN N N— 0.00 u L

0 200 400 600 800 0 200 400 600 800
Epoch Epoch

(a) Naive (b) Distillation paistir = 20%

—1
— 2
— 3

Loss

Fig. 10: Comparison of taskwise loss during training on the
ImageNet dataset for FINER wy = 5,w; = 5. It shows that
training naively causes the loss of old tasks to rise, while
distillation keeps it low.

This test is conducted on the ImageNet, 4D ACDC, and
ACDC Segmentation datasets.

1) ImageNet: In the mean per-task losses of
a naively trained and a distillation-trained FINER model are
compared for the ImageNet dataset. For the naive model,
catastrophic forgetting is evident, as the loss of the previous
task returns to an untrained level after training begins on a new
task. However, for the distillation model, the loss increases
only slightly before decreasing to a lower level.

In the input images are reconstructed after
training for each model. These models are trained naively in
and using distillation in As is visible,
all of the models visually more closely reconstruct the original
image in both structure and colour when using distillation.

Similar results are also visible in [Figure 12] and [Table 111}
which compare the performance on the first and last tasks. The
performance on all tasks is in[Table X} For every model, using
distillation increases both SSIM and PSNR on the first task
compared to not using any strategy. The effect it has depends
on the model.

For the positionally encoded model, both SSIM and PSNR
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Fig. 11: Comparison of model outputs after training the last
task on an example from the ImageNet dataset. Structure and
colour are kept much better with distillation.
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Fig. 12: Comparison of first and last task performance on the
ImageNet dataset with distillation.

of the first task improve when distillation is applied. The
number of samples used does not significantly impact the
results.

SIREN and FINER have similar behaviour. Both lose per-
formance on the last task when distillation is applied. Some
of this performance is regained if more samples are used for
distillation. The FINER models show these patterns slightly
less.

For the DINER model, applying distillation improves per-
formance not just on the earlier tasks, but also on the last
task. This is notable, as it would be expected that the model
performs best on the last task when no continual learning
strategy is employed.

2) ACDC 4D: In|[Figure 13| and [Table TV] the performance
on the first and last scans in the sequences is compared. The
performance on the first and last two out of twelve tasks is
shown in The effect of distillation on performance
varies depending on the model.

TABLE III: Comparison of first and last task performance on
the ImageNet dataset with distillation.

Task 1
SSIM

Task 4
SSIM

Model Training Type

PSNR PSNR

Naive 111 (416) 0.7 (0.10) 266 (429)  0.73 (0.17)
pE ReLy  Distillation pgigpiyy = 5% 21.6 (2.86)  0.61 (0.12)  265(275)  0.73 (0.09)
Distillation pg; 44477 = 10% 21.6 (286) 061 (0.13) 267 (275)  0.74 (0.08)
Distillation pg; 4577 = 20% 216 281) 061 (0.12) 268 (2.74) 075 (0.08)
Naive 111 (398) 007 (0.04) 387 (730)  0.93 (0.18)
SIREN Distillation p g5 6517 = 5% 203 (4.06) 038 (0.18) 307 (3.88) 0.8 (0.07)
Distillation p g; 44477 = 10% 243 (498) 061 (0.19) 339 (379)  0.94 (0.04)
Distillation pg; c4:7; = 20% 27.6(528) 077 (0.13) 363 (336)  0.96 (0.02)
Naive 118 (347) 007 (005 462 (244 099 (0.01)
FINER Distillation p ;4477 = 5% 29.1 (3.80) 084 (0.07) 387 (267)  0.97 (0.01)
Distillation p g; 54477 = 10% 317 (372) 090 (0.05)  40.2(249)  0.98 (0.01)
Distillation p g5 24477 = 20% 335(339) 093(0.03)  41.1(234) 098 (0.01)
Naive 167 (5.46)  0.69 (0.23) 363 (12.1)  0.84 (0.34)
DINER Distillation p g5 51417 = 5% 314 (5.02)  089(0.19)  382(9.94)  0.92(0.25)
Distillation p g5 54477 = 10% 33.1(592)  092(0.19)  37.6(975) 092 (0.25)
Distillation p g5 54477 = 20% 343(642) 093 (0.19)  38.0(10.1) 092 (0.25)
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Fig. 13: Comparison of first and last task performance on the
ACDC 4D dataset with distillation.

For the positionally encoded model, applying distillation
does not significantly influence the continual learning be-
haviour. However, this is also the case because the positionally
encoded model does not seem to forget or suffer from low
plasticity to a significant extent for this dataset.

For SIREN and FINER, applying distillation improves per-
formance on the old tasks, but as the task becomes older,
performance is lost further. The number of samples used for
distillation does not significantly change this.

Without distillation, DINER performs poorly on all tasks,
including the last one. However, when some distillation is
applied, the model becomes much more capable of fitting the
data.

3) ACDC Segmentation: Since every model fits the seg-
mentation mask well, [Figure T4]instead shows the performance
on the representation portion to illustrate forgetting. This
is done through a comparison of the representation metrics
before and after training the segmentation mask. In this graph,
the x-axis shows the model’s ability to fit the scan, while the
y-axis indicates the model’s capacity to keep its representation.
The Dice scores, PSNR, and SSIM after training are shown
in

For the positional encoded, SIREN, and FINER models,
applying distillation significantly improves performance on the
MRI representation. This is done without decreasing perfor-



TABLE IV: Comparison of first and last task performance on
the ACDC 4D dataset with distillation.

TABLE V: Comparison of performance on the ACDC Seg-
mentation dataset with distillation.

- Task 1 Task 12
Model Training Type PSNR SSIM PSNR SSIM
Naive 252(296) 0.9 (0.05) 253 (294 0.80 (0.0
pE ReLy  DiSltion g5y = 5% 253(328) 081 (0.05)  254(3.28) 081 (0.05)
Distillation pg; a7 = 10% 253 (341) 080 (0.06) 254 (343)  0.80 (0.06)
Distillation pg; ;17 = 20% 253 (344) 080 (005) 254 (3.44)  0.80 (0.05)
Naive 166 (299) 007 (0.04) 317 (426) _ 0.90 (0.07)
SIREN Distillation p g 544y, = 5% 237 (351) 057 (0.08) 303 (3.68)  0.89 (0.06)
Distillation pg; 4447 = 10% 239 (351) 058 (008)  30.3(3.96)  0.89 (0.07)
Distillation pg; o757 = 20% 240 3.34)  0.60 (007)  30.3 (3.59)  0.89 (0.06)
Naive 168 (346) 020 (0.06) 353 (358) _ 0.86 (0.05)
FINER Distllaion p g 1411 = 5% 200 291) 041 (0.07) 309 (224)  0.80 (0.04)
Distillation pg;oz47; = 10%  21.0(290) 040 (007)  30.9(1.99)  0.79 (0.04)
Distillation pg; . r;7; = 20% 209 (3.02)  038(0.05)  3L0(1.78) 090 (0.02)
Naive 207 (517) 048 (040) 416 4135)  0.50 (0.43)
DINER Distillation pg; 5511 = 5% 356 (548) 093 (0.05)  542(9.60)  0.99 (0.01)
Distillation pg;qp57; = 10%  37.1(673)  0.93(0.05) 596 (209 099 (0.01)
Distillation pg;q¢57; = 20% 365 (600)  0.92(0.07)  505(9.88) 098 (0.01)
SSIM PSNR
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Fig. 14: Comparison of representation performance after
training just the first and both second tasks on the ACDC
Segmentation dataset with distillation.

mance on the segmentation representation task. The extent to
which the model can keep its representation of the scan varies
depending on the model, with the SIREN model performing
best.

The DINER model struggles with representing the scan
when trained in this manner, even when trained solely on it.
Because of this, no forgetting takes place, so the distillation
has no effect on the forgetting behaviour. However, the model
does accurately represent the segmentation mask.

D. DINER stabilisation

In this experiment, models are trained using stabilisation of
a part of a DINER model to show the influence on training
performance. The MLP is frozen for input expansion, while
the hash map is frozen for output expansion. The stabilisation
strategy is compared to distillation with pg;s; = 20% and
naively training. This approach is specific to the DINER archi-
tecture, as DINER decouples the encoding and representation
parts of the model. This test is done on the ImageNet, 4D
ACDC, and ACDC segmentation datasets.

1) ImageNet: In the losses of naive training,
training with distillation, and stabilised training are compared.
There, it is visible that the stabilised model does not lose
performance on old tasks when training new tasks, thereby

Model Training Type Mean Dice PSNR SSIM
Naive 0.95 (0.03) 14.8 (1.57) 0.13 (0.06)
pE ReLy  DiSltion gy = 5% 095(0.03)  225(1.64) 057 (0.02)
Distillation p g;5¢477 = 10% 0.95 (0.03) 22.6 (1.64) 0.58 (0.02)
Distillation pg; oy, = 20%  095(0.03) 226 (1.62) 058 (0.02)
Naive 1.00 (0.01) 16.7 (1.90) 0.18 (0.05)
SIREN Distillation p g 544y, = 5% 095 (0.10) 233 (245) 052 (0.14)
Distillation pgjqr57; = 10% 100 (0.00) 246 (1.16)  0.62 (0.06)
Distillation pg;zi7; = 20% 097 (0.07) 240 (1.84) 057 (0.16)
Naive 1.00 (0.00) 15.9 (1.78) 0.18 (0.06)
FINER Distllaion p g 141 = 5% 100 (0.00)  232(123) 054 (0.07)
Distillation p g5 447 = 10% 100 000)  24.0 (105  0.60 (0.06)
Distillation pg; . r;7; = 20% 100 (0.00) 240 (135 0.59 (0.06)
Naive 1.00 (0.00) 16.3 (1.99) 0.12 (0.07)
DINER Dplfllaqon Pdistill = 2% 1.00 (0.01) 16.2 (1.96) 0.12 (0.07)
Distillation p ;5457 = 10% 099 (0.04)  162(1.96)  0.12 (0.07)
Distillation p 5 4477 = 20% 100 000)  162(196)  0.12 (0.07)

TABLE VI: Comparison of performance on the Imagenet
dataset with stabilisation.

Task 1 Task 4

Training Type PSNR SSIM PSNR SSIM

Naive 167 (5.46) 069 (023) 363 (12.) __ 0.84 (0.34)
Distillation pgj 4577 = 20% 343 (642  0.93(0.19) 380 (10.) 092 (025)
Stabilised 366 (7.51)  0.94(020)  30.6(9.18)  0.88 (0.24)

preventing forgetting. It is also clear that performance for
later tasks does not reach the level of performance that earlier
tasks had immediately after training. However, this is also the
case for the naive trained models and the models trained with
distillation. This shows that the DINER model itself suffers
from a lack of plasticity.

compares an example of the outputs of the naive
trained, distillation trained and stabilised trained models. The
naive sample suffers from a colour representation that changes
when the tasks change, which means the colours for older tasks
are not correct. The distillation and stabilised models do not
suffer from this.

Also in the SSIM and especially the PSNR values of
[Figure 17| and [Table V1| this pattern is visible. While the
SSIM remains relatively high when training naively, the PSNR
drops significantly, indicating that the colours are not accurate,
while the structure is. For models trained with distillation or
stabilisation, both the PSNR and SSIM are higher overall.
However, for the distillation models, the later tasks have a
higher SSIM and PSNR, while for the stabilised models, this
is the case for the earlier tasks.

Both distillation and stabilisation perform well on the Im-
ageNet dataset, and which performs best depends on whether
stability or plasticity is more important. For stability, stabili-
sation performs best, while for plasticity, distillation performs
best.

2) ACDC 4D: For the ACDC 4D dataset, the difference is
bigger. In [Figure 18| and [Table VII] the SSIM and PSNR of the
first and last two tasks are compared. Here, it is evident that
the stabilised model can represent later tasks well using the
representation learnt in the first task. It performs better than
the model trained using distillation in terms of PSNR, but the
SSIM is slightly lower for later tasks.

3) ACDC Segmentation: The performance on the ACDC
Segmentation dataset is shown in [Figure 19] and [Table VIII}
Because the DINER model is unable to fit the representation
well, it is difficult to determine the effect of stabilisation and
distillation compared to naive training.
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0.2 ° - Task 1 Task 12
5 Training Type PSNR SSIM PSNR SSIM
Naive 21.7 (5.17) 0.48 (0.40) 41.6 (41.5) 0.50 (0.43)
0.0 0 Distillation p ;447 = 20% 365 (6.00)  092(007)  50.5(9.88)  0.98 (0.01)
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Fig. 17: Comparison of performance on the ImageNet dataset
with stabilisation.

VII. DISCUSSION

In this work, we demonstrated that neural fields are highly
susceptible to catastrophic forgetting in a continual learning
setting. We also demonstrated that the extent to which this
issue arises depends on the model architecture used. Posi-
tionally encoded ReLLU, SIREN, and FINER models are more
susceptible to forgetting than DINER models.

To address this issue, we explored utilising the trained
model to mitigate forgetting through knowledge distillation.
We have demonstrated that knowledge distillation can mitigate
a significant amount of forgetting in neural fields in both
input and output expansion scenarios. Additionally, we have
demonstrated that when the MLP backbone of a DINER model
is frozen after training on the first task, the model can often
learn to represent subsequent tasks when expanding the input
regions trained on.

Stabilised 97.2 (55.1) 0.98 (0.04) 86.7 (52.5) 0.91 (0.24)

A. Model Hyperparamters Results

In this work, we have shown that for neural fields, the
choice of architecture not only affects the model behaviour
while fitting but also in a continual learning setting. This yields
similar results to previous work, which has demonstrated that
the choice of activation function affects the continual learning
behaviour of a neural network [17].

Another notable result from the naive trained models is the
effect of the w; values for the SIREN model. When this is set
to 1, the model suffers a lot less from forgetting compared to
when it is set to be equal to wy. This could be because having
a high w; value means that a slight change in input to the
activation function has a bigger difference for the output. As
a result, changes in the model’s weights have a greater impact
on its output. This could also explain the difference between
the SIREN models with wg = 15 and wy = 30.

Interestingly, the effect when changing w; is less visible for
the FINER model. Here, both models perform similarly on old
tasks, while the model with w; = 5 outperforms the model
with w; = 1. This could be because the activation function
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Fig. 19: Comparison of representation performance after
training just the first and both second tasks on the ACDC
Segmentation dataset with stabilisation.

TABLE VIII: Comparison of performance on the ACDC
Segmentation dataset with stabilisation.

Training Type Mean Dice PSNR SSIM
Naive 1.00 (0.00) 16.3 (1.99) 0.12 (0.07)
Distillation p g; 5¢477 = 20% 1.00 (0.00) 16.2 (1.96) 0.12 (0.07)

Stabilised 0.00 (0.00) 18.5 (2.94) 0.40 (0.22)

used by FINER is already of a higher frequency. Therefore, a
slight change in the model’s weights might already result in
such a significant difference.

Another interesting phenomenon is how DINER can keep
the representation of the structure of the early tasks. This
means that if the colours are similar between tasks, the colour
representation learnt early can be used for later tasks.

B. Distillation Results

For the SIREN and FINER models, performance decreases
on the last task when training with distillation. This is not
an entirely unexpected phenomenon, following the stability-
plasticity dilemma [41]. This means that some methods can
prevent the model from forgetting, but do so by inhibiting
learning. However, if this were the only factor, later task
performance would continue to decrease as the model becomes
more stable. This is not what happens, as when pg;sti; 1S
increased and the model’s performance becomes more stable,
its later performance also increases.

A similar pattern is also visible for the DINER model,
but to a lesser extent. The surprising part is that here, the
performance on the last task is higher with distillation than
with naive training. This is especially the case for the ACDC
4D dataset. This appears to be because the DINER model has
low plasticity on its own.

In the loss of previously trained tasks increases

when a task shift appears, before decreasing to near the trained
level. This initial loss spike is expanded in This
indicates that some forgetting still occurs, but that distillation
helps mitigate its effects. This behaviour has been identified
before, being known as the ’stability gap’ [42]. This refers
to a loss of performance upon the start of a new task,
which recovers as the new task is trained. Multiple factors
could contribute to this behaviour. First, distillation works by
comparing the outputs of the previously trained model with
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Fig. 20: First task loss during the switch to training the second
task. The stability gap refers to the increase in loss on the first
task that occurs when training for the second task commences.

(a) Ground Truth

(b) Stabilised Reconstruction

Fig. 21: Reconstruction of a sample under stabilisation for
DINER L=2. Training stabilised can fail if the first task is
dissimilar to the rest of the image.

those of the current model. However, as these models are the
same in the first epoch, there will be no difference between
these outputs. So, the regularisation factor of distillation does
not yet play a part. Next is the difference in scale between L ¢;;
and Lg;s¢1- As the loss for the current task starts high, while
the distillation loss is low, lowering the overall loss is done
best by decreasing the fitting loss. This can come at a small
cost to the distillation loss. However, as the model starts to fit
the current task better, lowering the overall loss is achieved
most effectively by reducing both losses simultaneously. This
then lowers the loss for the earlier tasks to near the previous
level.

C. Stabilisation Results

The PSNR of later tasks for some samples from the Ima-
geNet dataset is significantly lower for the stabilised model
compared to the distillation model. An example of this can be
seen in [Figure 21] As is visible here, the model can reconstruct
the first task, but for later tasks, while the structure is correct,
the colours are wrong. This is because the first task does not
allow the model to create a good representation of the output
structure used across the tasks. Because of this, the model
must attempt to approximate the later tasks without the colours
present in these tasks. So, it is still able to learn the structure,
but not the colours, which results in a higher SSIM, but a
lower PSNR.



D. Future Work

In this study, we conducted an experimental evaluation of
strategies that can be employed to enable neural fields to
learn to represent signals incrementally. This phenomenon can
also be studied theoretically. In recent years, research has
been done to analyse catastrophic forgetting using the Neural
Tangent Kernel (NTK). The central part of this method is the
NTK itself. The NTK is a method for illustrating how the
training dynamics of a model are influenced by the derivatives
of the model output with respect to its parameters. This can
be used to describe the training process for a neural network.
From these analyses on catastrophic forgetting, two main
routes can be identified.

The first angle is related to data relatedness. Doan et al. [|12]]
uses the NTK to derive a formula for the forgetting occurring
in neural networks during continual learning. An essential part
of this formula is what they refer to as the 'NTK overlap
matrix’. This overlap matrix represents the similarity of the
NTK of a model across the inputs of different tasks. When
these are similar, training on one task will have a significant
influence on the output of the other tasks. So, to prevent
forgetting, the overlap of the NTKs should be as small as
possible.

When training neural fields, in contrast to other neural
network approaches, the input to the model is more structured.
To an extent, it can often be known how a neural field could be
extended in the future, even if the measurements with which it
has to be trained are not yet available. The knowledge of how
the input is structured and control over how the input can be
extended could be used to influence the overlap of the NTKSs,
thereby preventing forgetting. However, initial experiments
with reducing the similarity of the input to the models have
not yet yielded a significant improvement.

Lan and Mahmood [43] also identify the overlap between
NTKs as the leading cause of forgetting, but propose a
different solution to it. In their work, the authors hypothesise
that this overlap can be minimised by increasing the sparsity
of the model gradients. This is because when the gradients
become sparser, the likelihood of overlap between the NTKs
becomes smaller. To this end, the authors propose the elephant
activation function, which is sparse and has a sparse gradient.
Using this activation function in the penultimate layer of a
neural network yields a performance improvement compared
to naive training and EWC. However, initial tests in replacing
the finer function of the second-to-last layer of a FINER net-
work with the elephant function did not significantly increase
the forgetting performance.

VIII. CONCLUSION

In this work, we have demonstrated that neural fields are
severely affected by catastrophic forgetting in a continual
learning setting, with SIREN and FINER models experiencing
more significant issues than DINER models. Additionally,
we have demonstrated that knowledge distillation and partial
model freezing can, to some extent, mitigate these issues.
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TABLE IX: Model Hyperparameter Experiment Results.

Model Hyperparameters Task 1 Task 2 Task 3 Task 4
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
PE. ReLU L=5 10.8 (4.03) 0.19 (0.11) 11.2 (2.80) 0.19 (0.09) 13.3 (2.92) 0.28 (0.09) 25.7 (2.56) 0.70 (0.10)
o L=10 11.1 (4.16) 0.17 (0.10) 11.0 (2.95) 0.18 (0.08) 13.4 (3.62) 0.27 (0.11) 26.6 (4.29) 0.73 (0.17)
wog =15 w; =1 135 (2.23) 0.31 (0.17) 14.9 (2.25) 0.36 (0.11) 17.4 (2.69) 0.44 (0.11) 23.5 (2.70) 0.54 (0.17)
SIREN wg = 15, w; =15 11.7 (3.13) 0.08 (0.04) 11.8 (2.11) 0.07 (0.04) 124 (2.14) 0.07 (0.03) 35.1 (2.43) 0.95 (0.02)
wpg =30, w; =1 12.2 2.44) 0.22 (0.12) 14.2 (2.34) 0.32 (0.09) 15.9 (2.44) 0.40 (0.09) 25.5 (2.67) 0.67 (0.13)
wg = 30, w; = 30 11.1 (3.98) 0.07 (0.04) 11.0 (2.75) 0.07 (0.03) 11.9 (2.87) 0.07 (0.04) 38.7 (7.30) 0.93 (0.18)
FINER wog =5 w; =1 12.6 (2.48) 0.07 (0.03) 13.4 (1.71) 0.13 (0.04) 15.4 (2.26) 0.22 (0.07) 39.5 (1.85) 0.98 (0.02)
wg =5 w; =5 11.8 (3.47) 0.07 (0.05) 11.9 (2.54) 0.10 (0.05) 13.8 (3.08) 0.16 (0.06) 46.2 (2.44) 0.99 (0.01)
L=1 16.0 (5.88) 0.64 (0.25) 15.5 (4.90) 0.59 (0.29) 17.6 (6.08) 0.65 (0.30) 28.8 (8.48) 0.81 (0.32)
DINER L=2 16.1 (5.60) 0.66 (0.27) 16.4 (5.03) 0.66 (0.27) 17.9 (6.04) 0.68 (0.33) 36.8 (11.0) 0.88 (0.30)
L=3 16.6 (5.74) 0.71 (0.23) 17.2 (5.15) 0.72 (0.24) 19.9 (5.80) 0.77 (0.27) 44.8 (13.3) 0.92 (0.25)
TABLE X: Imagenet Distillation Results
Model Training Type Task 1 Task 2 Task 3 Task 4
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Naive 11.1 (4.16) 0.17 (0.10) 11.0 (2.95) 0.18 (0.08) 13.4 (3.62) 0.27 (0.11) 26.6 (4.29) 0.73 (0.17)
PE. ReLU L=10 Distillation p g, 54477 = 5% 21.6 (2.86) 0.61 (0.12) 222 (2.57) 0.60 (0.09) 23.7 (2.36) 0.65 (0.08) 26.5 (2.75) 0.73 (0.09)
o Distillation p g; s¢;77 = 10% 21.6 (2.86) 0.61 (0.13) 222 (2.57) 0.60 (0.09) 239 (2.32) 0.65 (0.08) 26.7 (2.75) 0.74 (0.08)
Distillation p g, c4417 = 20% 21.6 (2.81) 0.61 (0.12) 22.3 (2.56) 0.60 (0.08) 23.9 (2.28) 0.65 (0.08) 26.8 (2.74) 0.75 (0.08)
Naive 11.1 (3.98) 0.07 (0.04) 11.0 (2.75) 0.07 (0.03) 11.9 (2.87) 0.07 (0.04) 38.7 (7.30) 0.93 (0.18)
SIREN wn — 30, s — 30  Distillation pg; o450y = 5% 203 (406) 038 (0.18) 214 (274) 053 (0.14) 251297  071(0.12) 307 (3.88) 0.8 (0.07)
0 » Wi Distillation pg; g4y = 10%  243(498) 061 (0.19)  250(3.69) 071 (0.14)  282(382)  081(0.10)  339(379) 094 (0.04)
Distillation p 3, 4,77 = 20% 27.6 (5.28) 0.77 (0.13) 27.9 (4.00) 0.81 (0.11) 30.7 (3.75) 0.88 (0.08) 36.3 (3.36) 0.96 (0.02)
Naive 11.8 (3.47) 0.07 (0.05) 11.9 (2.54) 0.10 (0.05) 13.8 (3.08) 0.16 (0.06) 46.2 (2.44) 0.99 (0.01)
FINER wp = 5. w: = 5 Distillation p g; s¢77 = 5% 29.1 (3.80) 0.84 (0.07) 30.2 (2.89) 0.88 (0.05) 329 (2.73) 0.92 (0.04) 38.7 (2.67) 0.97 (0.01)
0= Distillation p g3 54577 = 10%  31.7(372) 090 (0.05) 323 (297)  092(0.04) 344 (263) 094 (0.03) 402 (249)  0.98 (0.01)
Distillation p 7, <4477 = 20% 33.5 (3.39) 0.93 (0.03) 33.7 (2.76) 0.94 (0.03) 35.4 (2.39) 0.95 (0.03) 41.1 (2.34) 0.98 (0.01)
Naive 16.7 (5.46) 0.69 (0.23) 16.8 (4.56) 0.70 (0.23) 18.6 (5.79) 0.75 (0.28) 36.3 (12.1) 0.84 (0.34)
DINER L=2 Distillation p g; s¢77 = 5% 31.4 (5.02) 0.89 (0.19) 322 (7.53) 0.89 (0.24) 33.1 (8.10) 0.89 (0.25) 38.2 (9.94) 0.92 (0.25)
o Distillation p 3; 5¢;77 = 10% 33.1 (5.92) 0.92 (0.19) 33.7 (8.01) 0.90 (0.24) 35.0 (8.68) 0.91 (0.25) 37.6 (9.75) 0.92 (0.25)
Distillation p 3; s¢;77 = 20% 34.3 (6.42) 0.93 (0.19) 34.6 (8.29) 091 (0.24) 36.5 (8.95) 0.91 (0.25) 38.0 (10.1) 0.92 (0.25)

TABLE XI: ACDC 4D Distillation Results. For readability, only the first and last two tasks are included.

Model raining T Task 1 Task 2 Task 11 Task 12
ode raining Fype PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Naive 752(296) 079 (005 193 (399) 046 (0.08) 222 (2.69) _ 0.63 (0.12) 253 (2.94) _ 0.80 (0.05)
PE. ReLU Lo10 Distillation pg;g¢41; = 5% 253(328) 081 (005  225@3.13) 063009 239335 076 (0.07) 254 (328) 081 (0.05)
- = Distillation pg;g¢7; = 10% 253 (341) 080 (0.06) 227 (340) 064 (0.11) 239 (359)  0.75(0.08) 254 (343) 0.0 (0.06)
Distillation pg; /577 = 20% 253 (344) 080 (0.05)  225(3.12)  0.62(0.10) 237 (371) 076 (007) 254 344)  0.80 (0.05)
Naive 166 (299) 007 (004) 166 301) 007 (008) 178 344 014 (007) 317 (326) 090 (0.07)
SIREN wn — 15, w, — 15  Distillation pg;gp0y = 5% 237351 057 (0.08) 241351 0.60 (0.08) 266 407)  0.73(0.10) 303 (3.68)  0.89 (0.06)
; 0 =12« =15 Dpigillation pg;epiy = 10%  239(351)  058(008)  24.1(355) 060 (0.08) 2624200 071 (0.1  303(396) 089 (0.07)
Distillation pg;p;7; = 20% 240 (334) 060 (0.07)  242(340) 061 (007) 262 (411) _ 0.72(0.10) 303 (359  0.89 (0.06)
Nai 168 (346) 020 (006) 168 (351) 020 (006) _ 10.1 (321) 028 (005) 353 (3.58) _ 0.86 (0.05)
FINER o — 5. s — 5 Distillation p g 447 = 5% 210 291) 041 (0.07)  21.1(287) 041 (0.08) 256 (3.18)  0.57(0.06) 309 224)  0.80 (0.04)
wo =S Wi = Distillation pg; o1; 10%  210(290) 040 (0.07) 210 (287) 040 (0.08) 257 (2.89)  0.56 (0.06) 309 (1.99)  0.79 (0.04)
Distillation pg; o¢;;; = 20% 209 (3.02) 038005 209297  037(0.05)  255(3.04) 0.9 (004) 310 (L78)  0.90 (0.02)
Naive 217 G17) 048 (040) 238 (832) 047 (049)  27.1(125) 048 (040) 416 @1.5) 050 (0.43)
DINER Lol Distillation pg; g¢7; = 5% 356 (548) 093 (0.05 368 (6.15)  0.95(0.04) 489 (630)  0.99 (001) 542 (9.60)  0.99 (0.01)
= Distillation pg; 54577 = 10%  37.1(673) 093 (0.05) 388 (5324) 096 (0.03)  518(125) 099 (001)  59.6(20.9)  0.99 (0.01)
Distillation pg; g¢47; = 20% 365 (600)  092(007)  386(5.64)  094(0.05) 476 (658) 098 (0.01)  50.5(9.88)  0.98 (0.0
TABLE XII: Imagenet Stabilisation Results
Training Type Task 1 Task 2 Task 3 Task 4
aming Lyp PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Naive 167 (5.46)  0.69 (023) 168 (456) 070 (023)  186(579)  075(028) 363 (12.1) 084 (0.34)

Distillation pg; 54577 = 20% 343 (642 093 (0.19) 346 (829)  091(024)  365(895 091025  380(10.1)  0.92(0.25)

Stabilised 366 (751) 094 (0200 304 (805  0.89 (0.24) 294 (837) 088 (025)  30.6 (9.18)  0.88 (0.24)

TABLE XIII: ACDC 4D Stabilisation Results. For readability, only the first and last two tasks are included.

Training T Task 1 Task 2 Task 11 Task 12
raining Type PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Naive 207 (517) 048 (040) 238 (832) 047 (049) 271 (125 048 (040) 416 (41.5) 050 (0.43)
Distillation pgj 4577 = 20% 365 (600)  092(0.07) 386 (564) 094 (005  47.6(658) 098 (001)  50.5(9.88)  0.98 (0.01)
Stabilised 972(55.1) 098 (0.04) 867 (520) 091 (024) 854 (521) 091 (024) 867 (525) 091 (024)
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