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The Domain Name System (DNS) is a critical component of the Internet,
which translates human-readable domain names into IP addresses. At the top
of this hierarchical system, there are the root servers, which handle billions of
queries per day and serve as the starting point for DNS resolution processes.
To reduce dependence on these root servers and improve performance and
resilience, RFC 8806 proposes the use of local copies of the root zone, known
as local root, on recursive resolvers.

Despite the potential benefits, it remains unclear to what extent this
feature has been adopted in practice. In this paper, we investigate the possible
deployment of locally served root zones. To evaluate the impact of this setup,
we first conducted local testing using DNS resolver software, namely BIND
and Unbound. We observed a significant decrease in root query response
times; when using Unbound, the average dropped from 130 milliseconds per
query to as low as 1.5 ms, when a local root zone was in use. These results
show the benefits of local root configurations under controlled conditions.

We then analyzed data from 1,000 RIPE Atlas probes and identified around
40 probes that rely on resolvers with DNS resolution patterns that suggest
they may be configured with local root. These probes showed response times
that were likely too fast to involve querying the root servers. However, due
to factors like aggressive caching or infrastructure configurations, we cannot
confirm with certainty that these probes were using a local root zone.

These findings highlight the performance increase potential of local root
deployments in controlled environments and the difficulty of identifying
their presence in the wild based solely on observational data.
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1 Introduction
The Domain Name System (DNS) is a critical component of Internet
infrastructure, in charge with translating human-readable domain
names into IP addresses. This system has a hierarchical structure
that begins with the DNS root. When a recursive resolver can’t
answer a query from its cache, it starts the resolution process by
contacting a root server, which points the resolver to the correct
top-level domain (TLD) name server (e.g., .com, .org, .net).

The root server system consists of 13 named authorities (labeled A
through M), operated by independent organizations and distributed
globally via Anycast [18]. This architecture ensures availability
and resilience, even under high traffic or denial-of-service attacks.
However, the need for recursive resolvers to constantly contact
these root servers can still cause high latency and dependency on
external infrastructure.
Recursive resolvers are typically operated by ISPs (Internet Ser-

vice Providers), cloud providers, enterprises, or public DNS services
like Google [6] and Cloudflare [3]. They play a key role in DNS
performance and reliability. To improve efficiency and decrease
dependence on root servers, resolvers can be configured with a
publicly available local copy of the root zone maintained by IANA
(Internet Assigned Numbers Authority) [9] standardized in RFC
8806 [8]. This setup, also known as "local root", allows resolvers
to respond to root queries directly, removing the need to contact
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external root servers. The expected benefits include lower RTTs
(round-trip-time), reduced DNS traffic, and greater resilience during
root server outages.
Despite these advantages, the adoption of local root zone con-

figurations remains largely unmeasured. It is unclear how many
resolvers currently implement this standard and how exactly this
configuration impacts overall query latency.
This study aims to answer this question by measuring the de-

ployment of local root configurations with a three-phase method-
ology. First, controlled experiments are conducted using a virtual
testbed to compare the behavior of BIND and Unbound resolvers
with and without a local root zone. These experiments measure
latency, caching effects, and resilience during simulated network
failures. Second, the study uses the RIPE Atlas platform [17] to per-
form global DNS measurements from thousands of geographically
diverse probes. These measurements are designed to determine
whether recursive resolvers are using local root zones based on
patterns observed in the first phase. Finally, traffic logs from the
B-root server are analyzed to validate whether resolvers observed
in the RIPE Atlas measurements actually contacted the root system,
or potentially relied on local root data.

2 Problem Statement
While extensive research has been conducted on DNS performance,
the deployment and effects of the local root configuration, as defined
in RFC 8806, remain unclear. Therefore, this paper will first attempt
to set up and evaluate a testbed environment that makes use of the
local root standard with the goal of understanding the effects on
performance and resilience on the DNS. Secondly, this study will
investigate whether resolvers in the wild actually use local root by
analysing metrics such as RTT and traffic logs of root servers.

2.1 ResearchQuestions
The following research question results from the problem statement:

What is the current adoption rate of the local root
configuration among DNS recursive resolvers?

This question can be answered with the help of the following
sub-questions:

• How does the implementation of a local root configuration
affect DNS resolution performance metrics (e.g., RTT, query
success rate) in a controlled testbed environment?

• To what extent can measurement platforms, such as RIPE
Atlas, effectively detect the use of local root configurations
in recursive resolvers?

3 Related Work
Direct studies on the deployment of local root in recursive resolvers
have not been conducted yet, but there is a substantial amount of
work done in the topic of DNS, specifically about caching behavior
and robustness of the DNS architecture. The references cited in

TScIT 43, July 4, 2025, Enschede, The Netherlands.



2 • Razvan Stefan

this paper are selected examples that support and illustrate these
broader trends in DNS research.

3.1 Using RFC 7706 to Enhance Privacy
A notable study that highlights the benefits of local root configura-
tions is Hardaker’s analysis of privacy in the DNS Root Service [7].
He proposes local root deployment, as described in RFC 7706 [19],
the precursor of RFC 8806, as a privacy enhancing technique. His
findings indicate that enabling a local root setup significantly re-
duces traffic to the B-Root server and mitigates all identified privacy
attacks by eliminating the need to contact root servers during rou-
tine query processing.

3.2 Techniques to Enhance Resolver Robustness
Two techniques with similar goals as local root deployments are
serve-stale and aggressive NSEC caching. Serve-stale, described in
RFC 8767 [11], allows resolvers to return stale cached responses
when authoritative servers are unavailable, making it possible for
DNS resolution to work when root servers are not available. Ag-
gressive NSEC caching, as defined in RFC 8198 [5], enables resolvers
to generate negative responses from cached NSEC/NSEC3 records,
decreasing the number of queries to the root zone.
The 2025 study by Deccio and Tessem [4] explored how DNS

resolvers can leverage DNSSEC’s NSEC and NSEC3 records to ag-
gressively cache negative responses. This significantly reduces un-
necessary queries to authoritative servers, cuts latency, decreases
resolver-authoritative traffic, and enhances overall DNS efficiency
and security. Their findings indicate that approximately half of the
observed resolvers have this feature enabled.

Resolvers that implement aggressive NSEC caching have a similar
behavior to those using a local root when queried for non-existent
TLDs, as both can respond with local data, instead of querying the
root server. This similarity in behavior underscores the importance
of the methodology used in this study: in order to distinguish be-
tween these two techniques and accurately assess resolver behavior,
it was crucial to query valid TLDs also, not only non-existent TLDs.

3.3 DNS Caching
In their 2019 study, Moura et al. [14] investigated how DNS caching
behavior, particularly the time-to-live (TTL), impacts query perfor-
mance and load on authoritative servers. Using real-world DNS data
from multiple TLD operators, they experimented with different TTL
configurations and observed how cache hit rates and latency were
affected. Their analysis showed that increasing TTLs can signifi-
cantly reduce DNS query latency. For example, in one country-code
TLD scenario, median latency dropped from 183 ms to 28.7 ms with
longer caching durations. They also demonstrated that longer TTLs
substantially decrease query volume to authoritative servers, im-
proving both scalability and robustness of the DNS infrastructure.

3.4 Root Server Traffic
Liang et al. [12] measured query latency of top level DNS Servers in
2013. They used DNS probes to issue queries to root and TLD servers,
measuring RTTs across different locations and network conditions.
The study revealed that the median latency to root servers was

relatively low, typically under 20 ms for most clients, due to Anycast
routing. However, they also found significant geographic and ISP-
related disparities, with some regions experiencing latencies several
times higher than others.

3.5 Security Threats to the DNS
Alieyan et al. [2] reviewed a wide range of DNS-targeted DDoS
attacks, including reflection and amplification attacks. Such attacks
can have a massive impact on DNS services, potentially making
Internet resources inaccessible. This threat can be lowered by local
root configurations because they allow recursive resolvers to operate
independently of root server availability.

3.6 Root Infrastructure Resilience
Moura et al. [13] examined the resilience of the root DNS infrastruc-
ture during the large-scale DDoS attack of November 2015. Their
analysis focused on the behavior of Anycast routing, a technique
widely used by root server operators, under high-stress conditions.
While Anycast effectively distributed query loads, it also led to
regional disparities in success rates and, in some cases, collateral
damage to other services.

3.7 Implications for Local Root Deployment
Together, these studies highlight the difficulty of maintaining the
DNS infrastructure and the possible advantages offered by local root
configurations. If root zone data is served locally, recursive resolvers
can minimize queries and reduce reliance on the global root system,
increasing performance and robustness. In particular, local roots
serve as a mechanism that can continue operating during large scale
attacks or outages, making them a good strategy for improving DNS
infrastructure.

4 Methodology
This study followed a three-phase methodology that combined local
testbed experiments, global Internet measurements using RIPEAtlas,
and analysis of real DNS root server traffic logs. This approach was
used to evaluate both the technical behavior and practical adoption
of local root setups in recursive resolvers.

4.1 Local Testbed Experimentation
The first phase involved setting up a controlled environment to
observe the behavior of recursive resolvers with and without a
local root configuration. A virtual testbed was created using Vir-
tualBox [16], hosting resolver instances configured in two modes:
a standard setup that queries real root servers directly, and the
configuration with the local root zone.
The resolver software used was BIND 9.18 [10] and Unbound

1.13 [15]. These two commonly used open-source resolvers sim-
ulated a realistic recursive resolver environment. Using the dig
command, a list of 140 real and 40 non-existent TLDs were queried
for various available records (e.g A, NS, SOA). Various record types
were queried to verify if there are any substantial differences in
how they are resolved. Performance metrics, such as query latency
and response codes (RCODEs), were collected to analyse the im-
pact of the local root zone on performance and availability. At first,
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the cache was cleared to make sure it doesn’t impact the results 1.
Afterwards, the effect of caching was tested by forcing data in the
resolver cache and querying for it again. This test made it possi-
ble to compare how local root compares to traditional caching for
performance and reliance on root servers.
This local environment also made it possible to test under edge

conditions. A root server outage was simulated by blocking outgoing
traffic on port 53 using firewall rules 2, the default port used by DNS
resolvers. This made it possible to see whether the resolvers could
still respond to queries only using local root data, not being able to
rely on the root servers.

4.2 Internet-Wide Measurements Using RIPE Atlas
In the second phase, the study moved from the controlled envi-
ronment to the open Internet using the RIPE Atlas measurement
platform. RIPE Atlas provides a global network of thousands of
vantage points, called "probes", distributed across a wide range of
autonomous systems, ISPs, and geographic locations.
Measurements were created, using these probes’ local resolvers

to send DNS queries. Based on the patterns learned in the first
part of the study, the goal was to select the probes that relied on
recursive resolvers which showed patterns found while using local
root configurations. Specifically, queries targeted obscure country-
code top-level domains (ccTLDs) to reduce the likelihood of cached
responses and better reflect resolver behavior.
Initial measurements used RIPE Atlas’s random probe selection

to ensure broad global distribution. From this measurements, probes
with very low latency, consistent with the values seen in the local
testing, were flagged for further testing. Our assumption is that
probes that respond with low RTT for the requested domain name
would be candidates for using local root.

However, not all probes returned correct results for the issued
queries. Some probes returned incorrect NXDOMAIN responses for
valid ccTLDs. NXDOMAIN is a DNS response indicating that the do-
main name queried does not exist. These incorrect responses may
have been due to stale data. Such probes were excluded from further
analysis to avoid skewed results.

To validate the remaining probes, additional queries were issued
for obscure and fake TLDs to see how resolvers handled negative
responses. This additional queries were performed to make sure
previous answers were not just cached. By consistently resolving
TLDs quickly, confidence grew in these resolvers to be configured
with local root. Additionally, non-existent TLDs are very unlikely
to be cached, therefore, answering such TLDs fast could be possible
with the use of local root.

Another test was performed to observe how these probes handle
caching. The domain google.com was queried on each probe to force
the response into the cache. At a two minute interval, the domain
was queried again to measure the RTT. Typically, an entry like
google.com would have a TTL of five minutes in the resolver’s cache,
therefore the second query should not have required the resolver to
contact any other server. This RTTwas then considered as a baseline
to compare against RTTs from earlier uncached TLD queries. In the
1cache clearing was achieved using the command unbound-control flush_zone .
for Unbound and rndc flush for BIND
2the command to add this rule to the firewall is sudo ufw deny out to any port 53

case that the RTT for the uncached TLD query would be very close
to the baseline value, it would be highly unlikely for the resolver to
also contact the root server, meaning it would respond with locally
available data.

4.3 Access to Root Server Traffic Logs
In the final phase, data collected via RIPE Atlas was checked further
with traffic logs from the B-root server. By knowing the resolver
IP addresses (identified via RIPE Atlas), query arguments and the
time at which these queries were sent, it was possible, with support
of the operators of B-root, to look at the traffic logs and try to find
whether specific resolvers actually contacted the root server to solve
the probe request. Our assumption is that a resolver that uses local
root would only contact root servers, such as the B-root server, only
for AXFR requests, which is a protocol for zone transfers. Therefore,
if any other queries would be observed in the logs, it would be a
clear indication that the specific resolver does not implement local
root.
Unfortunately, log data was granted only for the B-root server,

thus limiting the coverage of this test. It is possible that resolvers
contacted any of the other 12 root servers, which could not be
confirmed from the available data. Additionally, other factors, such
as packet loss or network failure, could have occurred, limiting the
completeness of this phase.

5 Results
This section presents the results obtained from local testbed ex-
periments and RIPE Atlas measurements. The primary goal was
to measure the deployment of the local root standard in resolvers
in the wild. To understand how to distinguish local root resolvers,
another objective was to evaluate the behavior of different DNS
resolvers when configured with local root.

5.1 Local Testbed
To learn how local root changes resolver behavior, a controlled
environment was created, so experiments could be conducted on
a local testbed. The goal was to measure how Unbound and BIND
handle queries when configured with and without a local root zone
and to compare their performance, resilience to network failures,
and handling of invalid TLDs. All of the tests were performed in
the Netherlands, on a home network. The exact configurations to
enable local root on both Unbound and BIND can be found in the
Appendix A .

5.1.1 Unbound

The first resolver tested was Unbound. The aim here was to deter-
mine how Unbound behaves under different configurations, namely
default and local root, and whether it could successfully resolve
DNS queries without external root server contact.

With its default configuration, Unbound was tested by querying
for various available records for 140 real TLDs and 40 fake ones.
The cache was flushed just before running this test to make sure it
doesn’t skew the results. The average response time was approxi-
mately 161 ms per query for real TLDs and only 26 ms for fake TLDs,
as shown in Figure 1. There was no clear performance difference
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between different record types. This confirmed that Unbound, by
default, performs recursive resolution via the global root server
system.
When outbound traffic on port 53 (used for DNS queries) was

blocked, Unbound failed to resolve any new queries, although pre-
viously cached entries remained accessible with response times
dropping to 1–2 ms.

Fig. 1. Histogram of query times using standard configuration in Unbound

Next, Unbound was configured to use a local root zone, using the
configuration suggested in the RFC 8806 document. The resolver
had servers b, c, d, f, g, and k as master and their data was stored
locally in a root.zone file. Fallback was enabled, meaning that the
resolver could contact any of the mentioned root servers in case of
an unexpected failure.

With this configuration, the same test had average response times
of 1.5 ms for both real and fake TLDs, similar to cached results. These
results can also be seen in Figure 2. Traffic was monitored using the
tcpdump command on port 53. This monitoring showed no outgoing
DNS traffic, confirming that all queries were resolved locally. After
this, outgoing traffic on port 53 was blocked using firewall rules.
The resolver was still able to resolve non-cached TLDs, highlighting
the resilience of local root.
An additional test targeted second-level domains (SLDs) under

various TLDs. The local root setup was again significantly faster,
with an average response time of 132 ms, while the standard con-
figuration took on average 190 ms. This performance gain can be
seen in Figure 3. Although these insights were not used in the later
phases of this paper, they again show that using local root has a
performance impact in the complete resolution process.

In summary, Unbound configured with local root performs signif-
icantly faster and continues to function, even when network access
to root servers is blocked, demonstrating the benefits of local root
deployment.

5.1.2 BIND

The second resolver tested was BIND (Berkeley Internet Name Do-
main), using the same methodology. With the standard configura-
tion, BIND’s average query time was around 154 ms for real TLDs. It
is interesting to note that BIND resolved all fake TLDs immediately,

Fig. 2. Histogram of query times using standard configuration in Unbound

Fig. 3. Boxplot comparing query times on SLDs using standard and local
root configuration

unlike Unbound. The results of these measurements can be observed
in Figures 4 and 5. As expected, blocking port 53 prevented BIND
from resolving real TLDs.
When configuring BIND with local root, two approaches were

used:
1. Mirror Configuration
BIND was configured to mirror the root zone using the mirror

zone type, following the configuration suggested in the RFC 8806
document. However, this did not result in the expected performance
improvements. Query times staid high, and tcpdump showed that
the resolver still contacted root servers. Blocking port 53 made the
resolver unable to resolve real TLDs, but fake TLDs continued to
resolve instantly. Consultation with BIND maintainers revealed
that BIND may still query upstream for SOA (Start of Authority)
validation or other metadata, even when root zone data is available
locally.

2. Master Configuration
In this configuration, the root zone file was manually downloaded

and loaded using the master zone type. While this resulted in fast
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Fig. 4. Histogram of query times for real TLDs using standard configuration
in BIND

Fig. 5. Histogram of query times for fake TLDs using standard configuration
in BIND

query times of approximately 1.3 ms, comparable to the results
observed while using Unbound, the behavior of the resolver funda-
mentally changed. By loading the root zone as a master zone, BIND
acted as an authoritative server for the root zone (.). As a result,
it would not attempt to resolve further delegations and returned
only information present in the zone file. To resolve queries, the RD
(Recursion Desired) bit had to be unset (e.g., using the +norecurse
flag in the dig command), which is not normal for standard client
requests. This configuration is therefore not practical for real-world
use.
Although the results observed in BIND were not as clear as the

ones of Unbound, it still brought valuable insights for the local root
behavior, especially for resolution of fake TLDs. The various tasks
resolved with different configurations are summarized in the table 1.

5.2 RIPE Atlas Results
Based on the insights gained during local resting, RIPE Atlas mea-
surements focused on detecting resolvers that returned results with

very low latency, under 5 milliseconds. Such a quick response time
would likely be too fast to involve querying root servers.

It is important to note that RIPE Atlas only provides observa-
tional data, such as response times and the target of each DNS
query, without access to resolver configurations. Because of this, it
is not possible to distinguish between standard and local root config-
urations in the case of high-latency responses. A resolver with high
latency could still be using a local root but be experiencing delays
due to network conditions or other factors, making it look like a
standard resolver. As a result, the analysis concentrated on identify-
ing probes with consistently low-latency responses across a range
of obscure TLDs, where the likelihood of cache hits is minimal.
Approximately 1000 globally distributed probes were selected

at random. Each was tasked with resolving obscure country-code
TLDs (e.g., San Marino, Solomon Islands, Guinea-Bissau), which
were unlikely to be cached. Initial filtering yielded a list of promising
probes, which were further refined through repeated tests using
different TLDs. Each promising probe passed through 6-10 differ-
ent measurements, responding to each query in under 5 ms. Each
measurement used a different TLD to avoid caching. Additionally,
some TLDs were repeated at an interval large enough for the TTL
to expire in order to see if the RTT remains consistent.

By the end of themeasurements, 40 probes consistently responded
under the 5 ms threshold across all tests. The list of probes, includ-
ing the resolver organization on which they rely, and the list of
measurement IDs can be found in Appendix B.

These probes were then tested to observe their caching behavior.
Each resolver was primed with google.com, and then queried again
shortly after. Most probes returned google.com with response times
similar to those of the obscure TLDs, as seen in Figure 6. A few out-
liers had slightly slower responses, possibly due to TTL expiration
or switching between resolvers. By querying for a cached entry, we
could observe the baseline RTT for a probe to receive a response
from its resolver. The resolvers of the probes that potentially use
local root had very similar times as this baseline RTT, for obscure
TLDs, that were probably not cached, therefore, it is unlikely that
these resolvers contacted a root server.
Although the random probe selection feature provided by RIPE

Atlas was useful in selecting diverse probes, the selection focused
on country spread rather than true geographic dispersion. More-
over, randomly selected probes could belong to the same ASN and
therefore are likely to use the same resolver, thus sharing cached
responses, introducing bias and reducing the independence of obser-
vations. To address this, the entire procedure was repeated using a
script to select geographically dispersed probes, choosing 3–5 probes
per region defined by a 10-degree latitude by 10-degree longitude
grid, each associated with a unique ASN. This sampling strategy
aimed to minimize both geographic and network bias. The results
were very similar to those obtained using the original method, rein-
forcing the earlier findings: a small subset of resolvers consistently
returned low-latency responses (under 5 ms) for obscure TLDs, re-
gardless of location or network. These consistent results indicate a
higher probability that a subset of resolvers in the wild actually use
local root.
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Table 1. Summary of Resolver Behavior Across Different Tasks and Configurations

Resolver Task Type Result Response Time
Unbound Dig common TLD Local root Success 1.5 ms

Dig fake TLD Local root Success 1.5 ms
Dig cached TLD Local root Success 1-1.5 ms
Dig with blocked port Local root Success 1.5 ms
Dig common TLD Standard Success 130 ms
Dig fake TLD Standard Success 30 ms
Dig cached TLD Standard Success 1-2 ms
Dig with blocked port Standard Fail —

BIND Dig common TLD Local root - Mirror Success 120 ms
Dig fake TLD Local root - Mirror Success 1-2 ms
Dig cached TLD Local root - Mirror Success 1-1.5 ms
Dig with blocked port Local root - Mirror Fail -
Dig common TLD Local root - Master Success 1.3 ms
Dig fake TLD Local root - Master Success 1-2 ms
Dig cached TLD Local root - Master Success 1-1.5 ms
Dig with blocked port Local root - Master Success 1-2 ms
Dig common TLD Standard Success 120 ms
Dig fake TLD Standard Success 1–2 ms
Dig cached TLD Standard Success 1–1.5 ms
Dig with blocked port Standard Fail —

Altogether, the RIPE Atlas measurements suggest that a small
number of recursive resolvers may be using a local root configu-
ration. The consistent sub-5 ms response times for obscure, likely
uncached TLDs point toward resolution mechanisms that do not in-
volve querying the global root system. By also having non-existent
TLDs, that are very unlikely to be cached, be answered so quickly,
the likelihood of just optimized caching techniques decreased signif-
icantly. Therefore, the carried out measurements provide a strong
indication that local root usage, though limited in deployment, is
already present in the DNS ecosystem.

Fig. 6. Scatter plot comparing response times between the cached
google.com and the zw. TLD

5.3 Root Server Traffic Logs
To correlate probe activity with real-world root server traffic, re-
solver IP addresses were extracted using the whoami.akamai.net
query. whoami.akamai.net is a special DNS hostname provided by
Akamai [1], and it’s commonly used to help determine the public IP
address of the machine that made the request. This allowed iden-
tification of the public IPs of each probe’s recursive resolver. Most
observed resolvers were operated by Google or Cloudflare, though
some probes relied on multiple resolvers.

Unfortunately, neither Google nor Cloudflare explicitly state that
they use local root. However, in a blog post about a major DNS
outage on October 4th, 2023, Cloudflare covered a technique they
implement similar to the one described in RFC 8806 [20]. Specifi-
cally, they mentioned that their DNS infrastructure automatically
retrieves and serves a local copy of the root zone twice, daily. This
strategy enables their resolvers to continue answering queries for
root zone data even if the actual root servers become unreachable.
With the resolver IP, timestamp, and query domain in hand, it

became possible to search for corresponding events in root server
traffic logs, specifically those of the B-root server, for which access
was granted.

None of the expected resolver queries were observed in the B-root
logs. However, this absence does not conclusively indicate that the
resolvers avoided the root system with a local root zone. Queries
could have been directed to any of the other twelve root servers, or
blocked, filtered, or dropped in transit. Even full visibility across all
root logs would not fully eliminate these uncertainties.

Nonetheless, this methodology could be used as a foundation for
broader studies. During measurement events like DITL, when data
is available from more root servers, such a methodology could be
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used for a better understanding of resolver behavior and potential
local root adoption.

6 Conclusion
This study set out to evaluate the adoption and impact of locally
served DNS root zones among recursive resolvers, a technique pro-
posed to enhance DNS performance, increase resilience, and reduce
reliance on external root infrastructure. By combining controlled
experiments with real-world measurements, we examined how re-
solvers behave when configured to operate with a local copy of
the root zone and tried to determine the deployment rate of this
standard in recursive resolvers in the wild.

The controlled testbed experiments were crucial for understand-
ing how different resolver software, namely BIND and Unbound,
implement local root configurations. These tests highlighted clear
differences in behavior, particularly in query response times and
handling of non-existent TLDs. These findings made it possible to
interpret the behavior of public resolvers observed via RIPE Atlas.

However, the Internet-wide measurements had more ambiguous
results. Several resolvers had consistent low-latency responses to
unlikely to be cached TLDs, possibly due to the use of local root,
but this results are not conclusive. Similar results could be due to
aggressive caching or other configurations than local root. Addi-
tionally, resolvers that showed high latencies could not be properly
examined. Although the local tests with BIND showed that even
local root resolvers can have higher latencies, it would not have
been possible to distinguish such resolvers based solely on the avail-
able observational data. Furthermore, because recursive resolvers
typically do not disclose configuration details, external verification
remains difficult.

To conclude, while our observations suggest that some resolvers
may be using a local root zone, definitive proof remains elusive. Our
findings highlight both the potential of local root configurations
to increase DNS performance and resilience and the challenges in
detecting and validating their adoption in the wild.

7 Future Work
To more accurately assess the adoption of locally served DNS root
zones, future research could focus on two key directions:

7.1 Day-in-the-Life of the Internet
Day-in-the-Life (DITL) of the Internet is an annual event organised
by DNS-OARC (DNS Operations, Analysis, and Research Center) in
which DNS traffic is captured at various points in the infrastructure.
This traffic is then anonymised and made available to OARC mem-
bers. This event would be an opportunity to test the presence of
local root through a series of queries, similar to the ones conducted
in this paper, especially since most root servers participate in this
event, thus increasing the coverage. Unfortunately, this event took
place this year before beginning this paper, so it was not possible to
take advantage of it.
Alternatively, cooperating with authoritative root server could

also be a way to increase the visibility. Either of the mentioned ap-
proaches could provide a more complete picture of resolver behavior
and local root adoption.

7.2 Collaboration with Resolver Operators
Collaborating with public DNS providers and ISPs would make it
possible to have ground truth about real-world resolver configu-
rations. These operators could confirm if their infrastructure uses
local root, and under what conditions. Such collaboration would
help validate and interpret external measurements, making it more
clear if local root is actually used in the real-world.
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A Resolver Software Configurations

A.1 Unbound
The following configuration was added to the file

/etc/unbound/unbound.conf.d/root-zone.conf:

auth -zone:
name: "."
master: "b.root -servers.net"
master: "c.root -servers.net"
master: "d.root -servers.net"
master: "f.root -servers.net"
master: "g.root -servers.net"
master: "k.root -servers.net"

fallback -enabled: yes
for -downstream: no
for -upstream: yes
zonefile: "root.zone"

A.2 BIND
The following configurations was added to the file /etc/bind/-
named.conf:

zone "." {
type mirror;

};

B RIPE Atlas results

B.1 Table of probe IDs that rely on recursive resolvers that
potentially use local root

B.2 List of measurement IDs
The measurement IDs to find probes that may rely on resolvers that
use local root can be found here:

• 103388001
• 103388173
• 103785191
• 103785871
• 103803525
• 103803658
• 103821089
• 104742037
• 105092988
• 105093111
• 105253854
• 105254113
• 105258159
• 105258383
• 105309962
• 105310546
• 105310553

• 105454327
• 105454338
• 105762447
• 105762775
• 105932994
• 106106332
• 106152690
• 106153451
• 106153486
• 107865625
• 108152000
• 108153037
• 108158105
• 108163730
• 109298950
• 109299044
• 109299678

Probe ID Country Resolver Organization
6882 KE Wavex Internet Service Provider LTD
11667 BE EDPNET Belgium BV
12496 KW Wataniya-Telecom-Infrastructure
18371 PE America Movil Peru S.A.C.
19578 TG African Network Information Center
21472 IT Cloudflare, Inc.

Google LLC
22110 IE ANX-NET-3725223116631
29415 IM DOM-INFRA

Google LLC
30741 RU Google LLC

Yandex enterprise network
35556 BZ Latin American and Caribbean Regional Registry
51971 EE EE-ESTPAK
52908 BB Cable & Wireless (Barbados) Limited
53098 PF Cloudflare, Inc.

WoodyNet, Inc.
53155 AO Cloudflare, Inc.

Google LLC
54670 LT Cloudflare, Inc.
55631 MN Mobinet LLC
60962 CV ORG-CVTS1-AFRINIC
61388 GB AA-THN
62224 PK Cloudflare, Inc.

Google LLC
62917 KH Cloudflare, Inc.
64071 RO Cloudflare, Inc.
65050 AM Google LLC
1007966 NP WLINK STATIC WIRELESS KTM
1002816 EC AS7195
1002874 FI WoodyNet, Inc.
1004493 US Google LLC
65292 NP Simple Media Network Private Limited
1008771 DE Contabo GmbH
1009198 CZ Cloudflare, Inc.
1009709 HR Cloudflare, Inc.
1010086 AF Google LLC
1010467 RS Cloudflare, Inc.
1010679 AD ORG-SdTd1-RIPE
1008625 NC Not known
29936 HR Not known
16825 IR Not known
50050 PL Not known
61581 XK Not known

Table 2. Resolvers observed in measurements, including probe ID, country,
and organization.
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