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Multi-Agent Reinforcement Learning (MARL) enables complex drone swarm
behaviors; however, the mission success is hindered by unreliable communi-
cation. Existing robustness solutions often require integration during train-
ing or significant configuration, limiting flexibility. This paper introduces
Trust-Based Information Filtering (TIF) system that enhances pre-trained
MARL policies during decentralized execution. The post-hoc TIF system
equips each agent with a mechanism to assess message trustworthiness
using learned spatio-temporal expectations from normal operations. This
dynamic self-configuration eliminates the need for attack data or policy
retraining. Evaluated in UAV formation control under various communica-
tion unreliability scenarios, TIF demonstrates a measurable improvement in
operational resilience. This validates the prototype of effective, lightweight,
post-hoc filtering approach, signaling that robustness can be layered onto
existing MARL policies without costly retraining.

Additional Key Words and Phrases: UAV Swarms, Multi-Agent Reinforce-
ment Learning (MARL), Trust Mechanism, Robust Communication, Infor-
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1 INTRODUCTION
1.1 Background and Context

Swarms of Unmanned Aerial Vehicles (UAVs), a type of Multi-Agent
System (MAS) [4], are a rapidly advancing frontier. Coordinated by
Multi-Agent Reinforcement Learning (MARL), these swarms show
potential for complex tasks such as search, rescue and defense [9,
11, 12].

Mission success for MARL-based UAV swarms depends heavily
on inter-agent communication quality and reliability. Cooperative
MARL policies often rely on exchanged messages (e.g., positions,
velocities, formation intentions) to communicate and achieve co-
herent group behavior. In practice, communication channels can be
noisy [17], sensors providing data readings can malfunction, and in
adversarial scenarios, communication can be intentionally manip-
ulated by compromised agents or extrinsic foes [23]. This reliance
introduces a significant vulnerability, potentially causing mission
failure or unsafe operations [19].

Communication failures pose a great risk to MARL-based UAV
swarms. Using trust mechanisms to improve robustness is crucial
but underexplored, particularly for pre-trained policies. Existing
approaches often integrate countermeasures directly into the MARL
training process itself [6]. While effective, this can restrict algorithm
choice, increase training complexity, and require costly retraining.
Other strategies involve pre-configured protocols like cryptographic
methods [7], which require considerable setup effort and may not
adapt to unreliability during a mission. Conversely, simple post-hoc
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outlier detection filters lack the contextual understanding to be
effective against subtle or prior unknown disruptions.

1.2 Research Objectives

This research addresses the outlined gap by enhancing the robust-
ness of pre-trained MARL policies with a dynamic, post-hoc trust
and filtering system, demonstrated within the context of UAV forma-
tion control. The core idea is to enhance pre-trained MARL policies
post-hoc by equipping each agent with a decentralized mechanism.
This mechanism allows the agent to assess the trustworthiness of in-
coming messages based on learned expectations within the swarms
normal operational context. Crucially, this trust mechanism is con-
figured after the primary MARL policy training is complete, making
it readily applicable to existing, pre-trained policies without the need
for modification. The system self-configures by learning a baseline
from simulated operations and applying a low anomaly threshold
to distinguish untrustworthy messages, a lightweight approach that
aims to preserve the original policies performance under reliable
conditions.

1.3 Chapter overview

This paper first establishes the core problem and research ques-
tions (Chapter 2), reviews literature (Chapter 3), and presents the
methodology (Chapter 4). Chapter 5 introduces the Trust-Based
Information Filtering (TTF) system, which is evaluated in Chapter 6.
Finally, Chapter 7 concludes with contributions and future work.

2 PROBLEM STATEMENT

Existing robustness solutions for MARL-based UAV swarms of-
ten lack flexibility and contextual awareness. The core problem
is therefore developing a decentralized, post-hoc trust mechanism
to strengthen pre-trained policies against unreliable communication
without costly retraining or requiring specific adversarial data.

2.1 Research Question

The problem statement leads to the following research question:

RQ1: How can a decentralized, post-hoc trust mechanism be con-
figured via unsupervised learning, based on an agents normal behav-
ior, to enhance the robustness of pre-trained MARL policies against
communication unreliability, without requiring policy retraining or
significantly impacting nominal performance?

To address the main research question, the following sub-research
questions will be investigated:

(1) What specific spatio-temporal consistency checks are most in-
dicative of message reliability within the context of MARL-
driven UAV formation flying?

(2) How effectively can the proposed self-configuration process, us-
ing a predefined anomaly threshold, establish a reliable baseline
from normal swarm operation data to accurately configure the
trust and filtering mechanism?



TScIT 43, June 29, 2025, Enschede, The Netherlands

(3) Towhat extent does the configured post-hoc trust mechanism im-
prove the swarms formation control performance and resilience
when subjected to various types of communication unreliabil-
ity (such as, sensor noise, faulty agents, simulated adversarial
messages) compared to the baseline pre-trained policy?

3 RELATED WORK

Multi-Agent systems are rapidly evolving in many domains, and so
is a notable part of research revolved around multi-agent learning
by means of reinforcement learning techniques, particularly Multi-
Agent Reinforcement Learning (MARL).

There are several research works that aim to integrate trust or
robustness into MARL systems. These works fall into various cate-
gories. First category involves integrating these mechanisms directly
in the MARL training process. The research work by Fung et al. [6]
proposes Reinforcement Learning-based Trusted Consensus (RLTC),
a reinforcement learning approach where agents explicitly learn
trust scores for neighbor agents by means of Q-learning during
training phase.

Second category relates to filtering or modification of communi-
cation. Xue et al. [20] propose a two-stage protocol to detect and
reconstruct malicious messages. This method focuses on correcting
perturbations using a model trained to reverse specific, anticipated
manipulations from an adversary. The research work by Sun et
al. [16] introduces Ablated Message Ensemble (AME) defensive
mechanism, which guarantees the performance of agents when a
fraction of communication messages are perturbed. In this work
robustness was assured post-hoc by making decisions based on
the majority vote from multiple base actions, each generated using
a randomly chosen subset of the incoming messages. Mitchell et
al. [13] proposed a different approach using Gaussian Processes
to model expected message correlations based on agent proximity,
allowing inconsistent messages to be identified and down-weighted.

Finally, concepts from adjacent fields like distributed consensus
and security are also relevant. The research work by Han et al. [7]
on trust for UAV swarms specifically, focuses on achieving secure
agreement on specific values using cryptographic protocols.

In summary, existing research addresses MARL robustness via
integrated learning methods, post-hoc filtering, and security proto-
cols. This review highlights an opportunity for a prototype focused
on dynamically learned trust from observed normal behavior. Such
a mechanism, adaptable to pre-trained policies without retraining
or threat intelligence, could enhance resilience against general com-
munication unreliability. This paper proposes and investigates such
a system.

4 METHODOLOGY

This section details the research methodology and key design choices.

The research approach consists of four distinct phases:

(1) Development of a drone simulation environment

(2) Acquisition and integration of a pre-trained Multi-Agent Re-
inforcement Learning (MARL) policy for the designated task

(3) Design and implementation of the Trust-Based Information
Filtering (TIF) system
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(4) Evaluation of the TIF systems performance under both nomi-
nal and unreliable communication conditions

The primary programming language utilized for this research was
Python, with PyTorch [2] and Scikit-learn [15] serving as the core
machine learning frameworks. The following subsections elaborate
on the specific experimental setup and approach.

4.1 Simulation Environment

Initial exploration considered existing 3D simulation platforms such
as RotorPy, a Python-based multi-rotor simulator known for a so-
phisticated implementation that resembles configurations and sen-
sors of physical drones [5]. However, the complexity and compu-
tational demands of such a high-fidelity environment would have
hindered rapid prototype iteration within the research scope. As a
consequence, to facilitate focus on development and evaluation of
the trust mechanism itself, a custom 2D simulation environment
was developed.

This 2D environment models agents, hereafter referred to as
drones, capable of planar movement. At each step, drones adjust
position based on commanded x and y velocities. The environment
adheres to the PettingZoo API [18], a standard interface for multi-
agent reinforcement learning environments, ensuring compatibility
with common MARL frameworks. Drone communication is mod-
eled as an ideal, unrestricted broadcast system, where each drone
transmits its internal state to the swarm. A drones observation space
combines its local state and received communication.

This architecture introduces two potential failure points. First, a
drones own sensors could malfunction, in turn leading it to have an
incorrect understanding of its own state. Second, and the primary
focus on this research, the communication channel itself can be
unreliable. Information that is received from other drones may be
corrupted, stale or manipulated during transmission. The Trust-
Based Information Filtering (TIF) system, introduced in section 5,
is designed to operate at the receiving end, therefore, enabling an
agent to primarily assess the trustworthiness of incoming messages
from its peers.

The observation space for each drone agent is structured as fol-
lows:

(1) Local State and Mission Information: Information derived
from the drones own sensors and its assigned mission objec-
tives. This part of the observation is not directly affected by
inter-agent communication failures.

o Its own absolute 2D position (from an onboard positioning
system)

o Its own 2D velocity (from its internal state estimation)

o The 2D relative position to its designated target formation
point

e The 2D relative position to the overall swarms mission
endpoint

(2) Peer Information: Information derived from data broadcast
by other drones in the swarm. This channel is the primary
source of the unreliability that the TIF system focuses on
addressing.

e Relative 2D positions to all other drones in the swarm
(calculated using received position data)
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4.2 Pre-trained MARL Policy for Swarm Control

The foundation of this research is highly dependent on a pre-trained
MARL policy designed for the control of swarm formation. This sec-
tion details the characteristics of the MARL archetype, the specific
algorithm employed, the task definition, and ultimately the training
regimen.

4.2.1 MARL Paradigm Selection. MARL policies can be categorized
based on their training and execution approach, namely: Centralized
Training with Centralized Execution (CTE), Centralized Training
with Decentralized Execution (CTDE), and Decentralized Train-
ing with Decentralized Execution (DTE) [1]. While CTDE is often
favored for its scalability in larger swarms by mitigating communi-
cation overhead (which can grow quadratically with the increase
of swarm size) and better handling potential range constraints or
latency issues, CTE provides a framework for applications requiring
high precision, typically in smaller swarms (2-10 agents).

For this research, a CTDE paradigm with explicit inter-agent
communication was adopted. This choice allows training a base-
line policy with global information available during training and
execution. This facilitates a clearer evaluation of the subsequently
introduced Trust-Based Information Filtering (TIF) system, as the fo-
cus is on robustness enhancement rather than dealing with inherent
limitations.

4.2.2  Algorithm and Architecture. The Multi-Agent Proximal Policy
Optimization (MAPPO) algorithm [21] was selected for this research.
MAPPO is an on-policy, actor-critic algorithm renowned for its
stability and strong performance in cooperate multi-agent tasks.

This algorithm follows CTDE paradigm, as mentioned in Section
4.2.1. During the training phase, a centralized critic has access to
the global observation state of the entire drone swarm. This global
perspective motivates the critic to learn an accurate value function
estimation that accounts for complex inter-agent dynamics, essen-
tially mapping observation state vector to a scalar value. While a
single, shared critic network is common in CTDE, this research
employed an architecture where each agent has its own individual
critic network. This choice, guided by algorithm implementation
[22], still adheres to the centralized training principle, as each critic
has access to the full global state information during the training
phase.

4.2.3 Task Definition. The specific task of the MARL policy was to
allow a swarm of three UAVs to achieve and maintain a V-shaped
formation during flight. The drone agents objective is to coordinate
their movements to form and maintain this predefined geometric
pattern.

4.2.4 Reward Function. A composite reward function was designed
to guide the drone agents learning process, attempting to balance
the mission objective of formation coherence against critical op-
erational constraints like collision avoidance and smooth control.
The function is a weighted linear combination of these components,
where the collision avoidance penalty is assigned a significantly
higher weight (5.0) to prioritize operational safety:
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Target Achievement: To encourage drones to move towards
their designated formation points, the reward follows potential-
based shaping [14], proportional to the reduction in distance
to the target (prev_error - current_error). This tech-
nique is widely used in reinforcement learning as it provides
a more dense reward signal that can help guide the learning
process more effectively.

o Velocity Alignment: To promote efficient movement, drones
are rewarded for aligning their velocity vector with the di-
rection of their target formation point. This component was
intended to encourage direct, purposeful flight paths.
Formation Cohesion: A penalty was applied based on the
average error in relative positioning between a drone and its
neighbors. This term was intended to encourage the swarm to
move as a coherent unit as a whole, maintaining the intended
structure of the V-formation.

Collision Avoidance: A significant penalty was applied if a
drone enters a critical safety distance of another drone or,
ultimately, causes collision.

Control Regularization: A small penalty, proportional to the
magnitude of the action, was included to discourage jerky,
chaotic movements and promote smoother control.

4.2.5 Training Regimen. The MAPPO policy for the V-shaped for-
mation task assembled by 3 drones was trained for a total of 2 million
environment steps. Each training episode was configured to last for
a maximum of 200 steps. The training was conducted under ideal
communication conditions, without the noise or failures that the
TIF system is designed to address.

5 THE PROPOSED TRUST-BASED INFORMATION
FILTERING (TIF) SYSTEM

The Trust-Based Information Filtering (TIF) system is an innovative,
decentralized mechanism designed to operate post-hoc, enhanc-
ing the robustness of pre-trained MARL policies against unreliable
communication. This chapter details its architecture, modules, and
self-configuration process.

5.1 System Architecture and Design Principles

The TIF system is integrated into each agent independently and does
not require a centralized authority, functioning as a layer between
incoming communication data and the agents pre-trained MARL
policy. The following are the core design principles:

(1) Modularity: The TIF system is decoupled from the MARL
policy training process, it purely operates on the features
extracted from outputs of a pre-trained policy, requiring no
modifications or retraining of the original policy
Self-Configuring: The system autonomously learns to distin-
guish normal from anomalous communication. It captures
normal swarm behavior to create a baseline dataset, then fits
an unsupervised model, automatically establishing a decision
boundary that flags significant deviations, and unexpected or
unseen messages. This process entirely eliminates the need
for explicit attack data examples or comprehensive manual
parameter tuning.

—
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(3) Generality: While demonstrated in UAV swarm formation,
the underlying principles of learning spatio-temporal com-
munication consistencies aim at applicability across various
MARL policies and environments

The systems operation relies on a baseline model of normal com-
munication, learned from feature data collected during the pre-
trained MARL policies standard operation. To establish this base-
line, 100 episodes were recorded, each with a maximum of 200 steps,
yielding a dataset of approximately 60.000 feature vectors across
the swarm. This volume was determined to be sufficient for several
reasons. Firstly, the V-shape formation task is well-defined and gen-
erally exhibits relatively low variance behavior, meaning its core
dynamics can be captured without an excessively large dataset. Sec-
ondly, the unsupervised models employed (mentioned in upcoming
Section 5.2.2) are known to be sample efficient and do not require the
vast amounts of data. Therefore this quantity of data was deemed to
be adequate to capture the key operational phases, including initial
formation convergence, steady flight, and potential minor corrective
maneuvers.

5.2 Trust Assessment Module

The heart of the TIF system is the Trust Assessment Module, whose
sole resposibility is to assess the trustworthiness and normality of
incoming communication messages from other drone agents.

5.2.1 Feature Engineering for Spatio-Temporal Consistency. To en-
able the anomaly detection models to identify deviations from ex-
pected communication patterns, a set of specific features (or their
combinations) are extracted from the incoming observation data.
Table 1 details these features, which are organized into five groups
to capture different facets of spatio-temporal consistency. These
features differ in generality. Generic features (e.g., Temporal Con-
sistency) operate on raw vectors without domain knowledge and
are context-agnostic, whereas domain specific features (e.g., Motion
Consistency) require a structural understanding of the observation
content to compute physically meaningful metrics. This design di-
rectly impacts scalability, as the feature vector size for each drone
agents decentralized TIF instance may scale linearly O(N) with
swarm size, driven by the O(N) requirements of inter-agent fea-
tures, in contrast to the O(1) size of intra-agent features.

5.2.2  Anomaly Detection and Trust Score. Once the spatio-temporal
consistency features (detailed in 5.2.1) are extracted from the incom-
ing exchanged messages (discussed in 4.1), an anomaly detection
model is employed to assess whether the current feature vector
deviates significantly from patterns observed during normal swarm
operations. A crucial preliminary step is the training or fitting of
these anomaly detection models using the feature dataset derived
from the normal operation data (discussed in Section 5.4.2). This
fitting process, which establishes the baseline for normal’ com-
munication patterns, is generally computationally lightweight and
significantly less time-consuming compared to the extensive train-
ing required for the base MARL policy.

The TIF systems core untrustworthy message detection mecha-
nism was selected by means of a comparative evaluation of three
models representing distinct theoretical approaches. As detailed in
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Table 1. Overview of Spatio-Temporal Features for Trust Assessment

Feature / Group Description

Temporal Consistency (Generic)
Magnitude of Change Overall change between current
and previous observation vectors
(Euclidean norm); provides a gen-
eral sense of state transition stabil-

ity
Component-wise Change  Vector of the differences for each
element in the observation; detects

abrupt shifts or stale data

Inter-Agent Consistency (Generic)

Pairwise Differences Comparison of an agents observa-
tion to all others in the swarm at the
same timestamp; provides a general
sense of proximal similarity
Mean, max, and min of pairwise dif-
ferences to identify swarm consen-

Summary Statistics

sus outliers

Motion Consistency (Specific)
Velocity Magnitude Physical plausibility on the reported

speed of the agent

Comparison of actual reported posi-

tion change with that predicted by

previous velocity

Position Consistency

Formation-Aware (Specific)

Distance from Centroid Agents distance from the geometric
center of the swarm formation
Checks for agents velocity vector
being aligned with the groups over-
all movement

Velocity Alignment

Anomaly Pattern (Mixed Generality)

Observation Variance Statistical variance of the observa-
tion vector
Identifies physically implausible ra-
tios between components (e.g., po-
sition vs velocity)

Extreme Value Ratios

Section 6.4, the Local Outlier Factor (LOF) demonstrated superior
performance in identifying communication anomalies, which was
subsequently used for all final system evaluations. The candidate
models explored were:

(1) Autoencoder (AE): This neural network is trained to recon-
struct normal feature vectors based on the principles of non-
linear principal component analysis [8]. The reconstruction
error is then normalized to produce a continuous trust score
in the range [0, 1], where value of 0 signifies complete dis-
trust (high error) and 1 signifies complete trust (low error).
Isolation Forest (IF): This ensemble tree algorithm isolates
anomalies by randomly partitioning the feature space [10]. It
directly classifies instances as normal or anomalous, and its
output is treated as a binary trust score (@ for untrusted/anomalous,
contrary 1 for trusted/normal)

Local Outlier Factor (LOF): This density-based algorithm iden-
tifies outliers by measuring the local deviation of a given data

—
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Table 2. Ranking of feature configurations by average F1-Score and Ac-
curacy. Configurations are combinations of feature groups (or individual
features themselves): T (Temporal), M (Motion), | (Inter-Agent), F (Forma-
tion), A (Anomaly).

Configuration Groups Avg. F1-Score Avg. Accuracy
comprehensive T,M,LF 0.999+0.002 0.999+0.001
temporal_only T 0.997+0.003 0.998+0.002
spatial_temporal M 0.922+0.155 0.948+0.104
spatial_aware T, M, F 0.917+0.167 0.944+0.111
temporal_inter_agent T, I 0.814+0.292 0.868+0.209
formation_motion EFEM 0.790+0.380 0.839+0.293
motion_only M 0.784+0.433 0.822+0.356
full_suite TMILFA 0.699+0.469 0.797+0.310
anomaly_patterns_only A 0.647+0.374 0.703+0.338
inter_agent_only I 0.623+0.061 0.645+0.055
spatial_inter_agent LF 0.615+0.070 0.659+0.063
formation_only F 0.549+0.202 0.611+0.152

point with respect to its neighbors [3]. Similar to IF, its output
is interpreted as a binary trust score

The final output of this stage is a binary trust assessment for
the incoming message. This assessment is subsequently used by
the Information Filtering Logic (Section 5.3) to determine how to
process the message, particularly if it is deemed untrustworthy.

5.3 Information Filtering Logic

Based on the trust assessment provided by the Trust Assessment
Module (5.2.2), the Information Filtering Logic (IFL) module deter-
mines the final processed observation data to be passed to the drone
agents pre-trained MARL policy for action selection. If data con-
tained within a message is assessed to be trusted, the message is
passed directly and unaltered to the MARL policy, however, if a
message is considered to be untrustworthy, indicating a potential
communication anomaly or manipulation, the IFL attempts to first
recover or reconstruct a plausible observation rather than discard-
ing the information, which could lead to policy inaction or reliance
on overly stale data. Two simple and computationally lightweight
recovery heuristics were implemented and compared. These were
chosen to represent distinct fundamental strategies, one being based
on smoothing (averaging), while the other on projection (trending).
A comparative analysis in Section 6.5.2 evaluates their relative per-
formance. The two strategies, namely:

(1) Historical Average Recovery: This strategy smooths out sud-
den, anomalous spikes or drops, by replacing the observation
with the component-wise average of its own vectors from a
recent history window, assuming the recent past provides a
reasonable estimate of the current state

(2) Trend Extrapolation Recovery: This strategy projects forward
momentum. It uses the last two trusted historical observations
to establish a linear trend, which is then extrapolated one
step forward to replace the untrustworthy data

The choice of recovery method can highly influence the systems
resilience and behavior under different types of communication
failures. The observation history for each agent is maintained to
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support these recovery mechanisms. The output of this filtering and
potential recovery process is the observation vector ultimately fed
to the drone agents MARL policy.

5.4 Data-Driven Self-Configuration of TIF Parameters

A key characteristic of the TIF system is its data-driven self-configuration

capability. This process tunes the parameters of the Trust Assess-
ment Module by analyzing data collected from normal swarm oper-
ations, thereby adapting the system to the specific communication
patterns and inherent variability of the pre-trained MARL policy
and its operational environment.

5.4.1 Data Collection from Normal Swarm Operations. The founda-
tion of the self-configuration process is a dataset representative of
normal system behavior. As previously outlined, this involves col-
lecting data from the pre-trained MARL policy operating under ideal,
reliable communication conditions. For this research, 100 episodes,
each with a maximum of 200 steps, were recorded (discussed in
Section 5.1). This dataset contains extracted spatio-temporal fea-
tures (discussed in Section 5.2.1), forming an applied baseline of
trustworthy communication.

5.4.2  Parameter Initialization and Threshold Setting. The primary
objective of self-configuration stage is to dynamically set the anom-
aly detection models parameters to distinguish untrustworthy com-
munications from normal variations. This process aims to maximize
detection sensitivity while crucially minimizing any negative impact
on the pre-trained MARL policy performance under nominal (ideal)
conditions, therefore preserving baseline operational effectiveness.

To achieve this without complex hyperparameter tuning and
align with the goal of a lightweight system, a unified thresholding
strategy guided by a contamination parameter was adopted. This
standard hyperparameter specifies the expected amount of outliers
in the training data. For all models, this value was set to 0.05 (5%).
This choice aligns with the core methodological assumption, that the
baseline data, collected under ideal conditions, is overwhelmingly
benign, but may contain a tiny portion of infrequent operational
variations. This effectively sets the sensitivity for all of the models in
a consistent approach, instructing them to flag the 5% most unusual
samples. The specific application of this principle varies slightly by
model.

For the Autoencoder (AE), the model is first trained on the normal
operation features. The contamination parameter is then used to
automatically set a decision threshold at the 95th percentile of the
reconstruction errors observed when applied to the training data.

For the Isolation Forest (IF) and Local Outlier Factor (LOF), the
contamination parameter is passed directly to the models during the
fitting process. It internally informs their algorithms on how to set
their decision boundaries for classification purposes. Additionally,
for the LOF model, the n_neighbors hyperparameter was set to 20,
a standard value that defines the neighborhood size for local density
estimation.
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6 RESULTS AND DISCUSSION

To evaluate the robustness and effectiveness of the proposed TIF
system, a series of experiments were conducted. The baseline pre-
trained MARL policy was subjected to various communication un-
reliability scenarios, both with and without the TIF system applied.

6.1 Evaluation Setup and Unreliability Scenarios

To evaluate the TIF systems robustness enhancement, communica-
tion unreliability was introduced into the simulation environment.
This was simulated through three primary modes affecting the mes-
sages received by an agent:

(1) Message Freezing: A drone agent receives stale information
from a peer, simulating a scenario of a replay attack or a
connection discrepancy (where the last known value is used)

(2) Message Offset: A consistent error is added to reported values,
simulating a compromised agent or a sensor with a persistent
bias

(3) Random Noise Injection: Gaussian noise is added to the trans-
mitted contents, simulating channel noise or minor sensor
inaccuracies

6.2 Computational Overhead

TIFs overhead includes one-time model fitting and per-message
inference cost. As outlined in the original implementation of LOF
[3], computational efficiency greatly hinges on the underlying data
structure used for k-nearest neighbor search. Standard implemen-
tations, including the one used in this research, employ tree-based
index structures, resulting in a training complexity of approximately
O(Nlog N) on the baseline feature data and inference complexity
of O(log N) per message during deployment. The subsequent mes-
sage recovery step, which involves a simple historical average or
trend calculation, is computationally trivial O(1) and adds negligible
latency.

6.3 Effectiveness of Spatio-Temporal Consistency Checks

This section presents an empirical analysis to determine which
spatio-temporal features (or their combinations) are most effective,
directly addressing sub-research question (1). To perform this eval-
uation, a features effectiveness was measured by its ability to con-
tribute or enable the Trust Assessment Module to correctly discern
between trustworthy and untrustworthy messages. This discrim-
ination performance, quantified by F1-score and accuracy (Table
2), served as the primary criterion for selecting the optimal feature
combinations. The core assumption is that features that are bet-
ter at this discrimination task will, in turn, provide the foundation
for a more robust overall system in its final mission of improving
formation control.

6.3.1 Overall Feature Performance. The analysis (Table 2) revealed
that feature combinations incorporating temporal_only consis-
tently achieved the highest F1-scores and accuracy. The compre-
hensive group achieved a near-perfect average F1-score of 0.999
(£0.002) and accuracy of 0.999 (+0.001) across all compromise types.
The unaccompanied temporal_only feature also performed excep-
tionally well, achieving an average F1-score of 0.997 (+0.003) and
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accuracy of 0.998 (+0.002), demonstrating that even a single well-
chosen temporal feature can be effective.

6.3.2  Analysis of Key Feature Groups and Generality. While the ini-
tial design aimed for features as generic as possible without explicit
knowledge of the observation content each agent possesses, some
feature types inherently required structural understanding of the
observation vector (for example, to identify position or velocity
components). The most effective and truly generic features turned
out to be temporal_only and inter_agent_only. temporal_only
proved critically important by assessing changes between a drone
agents current and previous flattened observations, effectively de-
tecting sudden shifts, stagnations (like message freezing), or erratic
jumps. Inter_agent_only operated solely on differences between
flattened observation vectors from different drone agents and re-
quired no component semantics. While its standalone performance
of 0.623 F1 was moderate, it was nevertheless retained to be part of
the final comprehensive feature group, which achieved the highest
overall performance.

Other feature types, while valuable, necessitated explicit knowl-
edge about the observations velocity or position components. While
motion_only showed decent standalone discriminative potential
(0.784 F1), its addition to temporal_only in the spatial_temporal
configuration (0.922 F1) actually resulted in a decrease in perfor-
mance compared to temporal_only alone (0.997 F1). This suggests
that its specific details might introduce noise or redundancies that
negatively impact the highly effective temporal_only baseline in
certain combinations. formation_only features showed the lowest
standalone effectiveness (0.549 F1 for formation_only), indicating
their primary value was in providing contextual enhancement rather
than direct indication of untrustworthy communication. anomaly_-
patterns_only features showed moderate performance and could
sometimes introduce noise.

6.3.3  Performance by Specific Compromise Type. Evaluation across
specific compromise types revealed that noise, random and offset
were generally easier to detect, with many combination of char-
acteristics achieving F1 scores near 1.000. The simulated freeze
compromise proved to be the most challenging for many combina-
tions.

6.4 Effectiveness of the Self-Configuration Process

This section addresses the second sub-research question (2), which
investigates the effectiveness of the self-configuration process. As
detailed in Section 5.4.2, the TIF systems does not perform any com-
plex optimization search for its hyperparameters, rather it follows
a lightweight approach and relies on the premise of abundance of
normal swarm operation data. Furthermore, it learns a baseline from
pure operational data and applies a predefined contamination factor
of 0.05 to configure the anomaly detection models. For algorithms
like Local Outlier Factor and Isolation Forest, this hyperparameter
directly informs the model during the fitting phase, allowing it to
determine its own internal decision threshold. For the Autoencoder,
the contamination value is used post-training to calculate a thresh-
old based on the 95th percentile of reconstruction errors observed
on the normal baseline data. This evaluation, therefore, works out
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whether this practical and efficient method is sufficient to configure
the various anomaly detection methods for effective performance.

The results strongly indicate that this heuristic based configura-
tion approach is not only sufficient, but also promisingly effective for
the specific task of enhancing MARL-driven UAV swarm formation
control.

In order to select the optimal untrustworthy message detection
model, a comparative evaluation test was conducted. The perfor-
mance of each model was assessed across all 12 feature configura-
tions to identify its peak potential. The Local Outlier Factor (LOF)
emerged as the clear winner, achieving a top F1-score of 0.999 on
the comprehensive feature group. This peak performance was con-
siderably higher than the best result from the Autoencoder (AE),
which reached 0.964 (also on the comprehensive feature group),
and far surpassed the Isolation Forests (IF) peak score of 0.670.

Mean Formation Error by Compromise Type

[ZZ2 Baseline
E== Trust Mechanism

@

Mean Formation Error (units)

o

0.5

0.0
noise offset freeze

Compromise Type

Fig. 1. Mean formation error of the swarm formation with the baseline
policy versus the policy enhanced by TIF system. Results are averaged
across three distinct communication compromise types: noise, offset, and
freeze. The TIF system consistently reduces formation error in all scenarios.
(Lower is better).

6.5 Robustness Enhancement Evaluation

This section directly addresses the third sub-research question (3) by
evaluating the extent to which the configured post-hoc Trust-Based
Information Filtering (TIF) system improves swarm formation con-
trol and resilience compared to the baseline policy. The following
results were generated under the TIF systems optimal configuration,
as determined by the analyses in the preceding sections. Specifically,
it employs the Local Outlier Factor (LOF) model for trust assess-
ment, which demonstrated the most consistent performance (Sec-
tion 6.4), and utilizes the comprehensive spatio-temporal feature
group, which proved most effective at identifying untrustworthy
communication (Section 6.3.1). All performance improvements are
averaged over thousands of simulated episodes to ensure statistical
significance. These findings confirm that the TIF systems provides
a considerable and measurable enhancement to robustness under
various communication unreliability scenarios.
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Formation Error Improvement with Trust Mechanism
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Fig. 2. Percentage improvement in mean formation error achieved by the
TIF system, categorized by compromise type. The system shows the highest
effectiveness against sensor noise (9.5% improvement) and its lowest against
message freezing (3.8% improvement).

When evaluating the magnitude of these improvements, it is cru-
cial to consider them within the specific context of this research.
First and foremost, the TIF system is designed as a lightweight, post-
hoc module that requires no to very little modification or costly
retraining of the base MARL policy. Therefore, any performance gain
represents a highly efficient performance enhancement. Secondly,
in the domain of cooperative UAV swarms, formation cohesion can
be directly linked to mission effectiveness and operational safety,
that is, even incremental reductions in formation error may substan-
tially decrease the risk of collision and improve the quality of such
coordinated tasks. Finally, the consistent performance improvement
over the baseline policy across multiple failure types demonstrates
a tangible enhancement in overall system resilience. The following
results should be interpreted through this lens.

6.5.1 Overall Performance Enhancement. Across all tested compro-
mise types and rates, the TIF demonstrated a noticeable enhance-
ment in swarm resilience. It achieved an overall reduction in mean
formation error of 6.8%.

6.5.2  Performance Across Unreliability Scenarios. The effectiveness
of the TIF system varies depending on the nature of the commu-
nication failure, as illustrated in Figure 1 and quantified in Figure
2.

Analysis shows that the system is most effective against sensor
noise, achieving a substantial 9.5% improvement. This holds because
the ‘historical average’ recovery method is well-suited to smoothen
out high-frequency, random perturbations. Against consistent offset
errors, the system provides a 6.8% improvement, aligning with the
overall average. However, the system proved to be least effective
against message freezing, yielding a lower improvement of 3.8%.
This reduced effectiveness is likely because frozen (stale) messages
do not immediately violate consistency checks if the swarms state
changes slowly, making them challenging to detect.
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A key design choice validated by the experiments was the mes-
sage recovery strategy. The “historical average’ recovery method
consistently outperformed ’trend extrapolation’, proving on average
13% more effective at reducing formation error. Under its optimal
configuration, the TIF system was capable of achieving a maximum
improvement of 33.6% over the baseline, highlighting its potential
in specific scenarios.

Furthermore, the systems performance was noteworthy even as
the percentage of compromised message rate increased. It provided
an overall 8.3% improvement at 10% compromise rate, which di-
minished slightly to 6.1% and 6% at compromise rates of 20% and
30%, respectively. This demonstrates that while the systems relative
effectivenes decreases as communication quality degrades, it can
continue providing valuable protective benefit.

7 CONCLUSION

This research set out to address the critical vulnerability of MARL-
based UAV swarms to communication unreliability. The core objec-
tive was to design and validate a mechanism to enhance pretrained
policies in a post-hoc, decentralized manner, without costly retrain-
ing or specific attack data. This work concludes that a decentralized,
post-hoc trust and filtering mechanism, configured through unsu-
pervised learning on normal operational data, can effectively and
efficiently enhance the robustness of pretrained MARL UAV swarm
policies, validated under context of drone swarm formation con-
trol. This is achieved by equipping each agent with a Trust-Based
Information Filtering (TIF) system that leverages carefully engi-
neered spatio-temporal features to discern and mitigate unreliable
communication, thereby preserving mission performance without
sacrificing the original policies integrity or requiring significant
reconfiguration.

7.1 Key Findings and Contributions

To support the aforementioned conclusion, the research yielded
several key findings corresponding to the initial research questions.

First, in investigating which spatio-temporal checks are most in-
dicative of message reliability (sub-research question 1), the analysis
revealed that temporal consistency features are considerably effec-
tive. A model relying solely on the temporal consistency of an agents
reported observation history achieved near-perfect discrimination
(0.997 F1-score). While the comprehensive feature group provided
the highest observed performance, this finding underscores that
even substantially simple, context-agnostic temporal checks can
form the foundation of a highly robust system.

Second, the study validated that the proposed self-configuration
process is effective for establishing a reliable operational baseline
(sub-research question 2). By leveraging unsupervised models like
the Local Outlier Factor (LOF) and applying a predefined, low anom-
aly threshold (a contamination factor of 0.05) on normal opera-
tional data, the TIF system can be efficiently configured without
hyperparameter tuning or labeled attack data.

Third, the evaluation process demonstrated that the optimal con-
figured TIF system provides a measurable improvement in swarm
resilience (sub-research question 3). Across all tested unreliabil-
ity scenarios (noise, offset and freeze), the TIF system achieved an
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overall 6.8% reduction in mean formation error compared to the
baseline policy. The system proved to be the most effective against
high-frequency sensor noise (9.5% improvement) and demonstrated
consistent, valuable protection results even as the rate of compro-
mised messages increased, confirming its tangible contribution to
operational robustness.

7.2 Significance of the Work

The significance of this research is twofold. Practically, it offers a
modular, 'plug-and-play’ solution that lowers the barrier of deploy-
ing robustly enhanced MARL systems. Stakeholders can enhance
the reliability of existing pretrained policies without investing in
costly and time consuming retraining cycles. Scientifically, this work
presents a successful prototype for post-hoc trust mechanism in
multi-agent environment, demonstrating that robust behavior en-
hancement can be layered on top of, rather than integrated within,
the learning process.

7.3 Limitations and Future Research Directions

This study, while a strong proof-of-concept, has several limitations
that open avenues for future research. First, the evaluation was
conducted in a custom 2D simulation environment. Future work
should validate the TIF system or its principles in high-fidelity 3D
environments (for instance, RotorPy) and ultimately on physical
UAV hardware to assess its performance with real-world physics
and communication latencies.

Secondly, the TIF system was built upon the assumption of static
baseline of normal behavior, configured once from an initial dataset.
However, in very long duration missions or dynamically changing
environments, the swarms expected ‘normal’ operational patterns
might gradually shift. The current system cannot adapt to such
shifts and might eventually misclassify legitimate behaviors. Future
work could address this by incorporating online learning or a sort
of periodic re-calibration mechanisms, allowing the trust system to
adapt over time.

Furthermore, the system was tested against relatively simple
communication issues like message freezing, offsets, and random
Gaussian noise. A crucial next step could be to evaluate resilience
against more sophisticated and adaptive adversaries that may at-
tempt to strategically mimic normal behavior patterns. Such adver-
saries might not use random noise but instead inject intentional
colored noise, that is, subtle, but temporally correlated signals de-
signed to strategically imitate plausible flight behavior or exploit
the system dynamics.

Finally, the TIF system relies on simple recovery strategies (his-
torical average’ and 'trend extrapolation’). Future iterations could ex-
plore more advanced reconstruction techniques, such as those based
on generative models (for example, Variational Autoencoders or
GANs), to reconstruct more plausible replacement data for deemed
to be untrustworthy messages. Investigating the systems scalability
and performance in larger, more complex swarm configurations
also remains a key area for future exploration.
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