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ABSTRACT

In today’s cybersecurity landscape, Incident Response
plays a critical role in mitigating the impact of
increasingly sophisticated cyber-attacks. To measure
the effectiveness of Incident Response, organizations
deploy several metrics. However, these metrics often
face limitations and challenges which will be covered
in this study. The contribution of this paper is to
identify some metrics that have been well-defined
and explain their method of measurement, and any
challenges associated with them. The goal is to serve
as an educational resource for analysts or beginners to
better understand how these metrics function. This
will be done by using academic literature and real-
world reports to extract well-known metrics. Ad-
ditionally, this study will develop a prototype of a
Security Information and Event Manager (SIEM) to
demonstrate how different scenarios can impact the
measurement of a metric.

1 INTRODUCTION

In today’s interconnected digital world, Incident
Response plays a critical role in cybersecurity as
cyber-attacks become increasingly problematic.[13]
Numerous metrics have been employed to help
measure the effectiveness of Incident Response
practices, which will be examined in detail further
in the study. However, these metrics often face
significant challenges which prompt analysts to view
these metrics as misleading.[2]. Organizations adopt
varied metrics tailored to their internal structures,
resulting in numerous different metrics overall.
This inconsistency poses a challenge to aligning
academic literature and real-world practice. Although
organizations may share some metrics in common,
such as Mean Time To Detect (MTTD), they may
be measured differently, such as time from initial
compromise until alerted or time of first anomaly
until intervention. Or, they may measure two metrics
the same way, such as one organization may measure
the Time Between Security Incidents the same as the
Mean Blind Spot metric. This study will cover a

few sections, such as the related work to this topic
covering what metrics exist and what this study aims
to highlight and bring attention to. It will also include
a methodology for the SIEM demonstration and the
metrics highlighted in order to show in depth the
method used to answer the research questions and
obtain results. The next sections will cover the
metrics, why they were chosen, how they answered
the research questions and the challenges faced by
them. The SIEM prototype will demonstrate a way
of measuring a singular metric, as well as support
the challenge faced by these analysts. Finally, the
conclusion will conclude these results as well as
mention future work that can be done. To tackle
this problem, this study aims to solve these three
research questions:

e 1. What are some metrics that real-world
practice mention?

e 2. What are some metrics that academic
literature mention?

e 3. How are some of these metrics measured?

By focusing on answering these three research ques-
tions, the study aims to extract a set of metrics and
highlight some of them.

To answer these research questions, academic litera-
ture and real-world practice will be mentioned and
used, often studying multiple literature in order to
extract a set of metrics, with some used for the
Security Information and Event Management (SIEM)
demonstration. This application will use one metric
for the demonstration.

2 RELATED WORK

Numerous metrics have been defined[10, 9, 8, 12,
20, 7, 6, 14, 17, 2, 11, 22] such as mean time to
detect, ability to handle a large volume of data, mean
time to respond, financial impact, time to eradicate,
risk assessment, and mean time between security
incidents. While these metrics exist, organizations
often adopt tailored combinations of these metrics
based on their specific needs. Many of these metrics
face challenges which will be examined later in the
study for educational purposes. Furthermore, there
exist similar metrics, such as Scalability /Resource
Consumption[12] and the ability to handle a large
volume of data[20] which are measured in similar ways.
They are, however, classified as different metrics by
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the organization. In light of this, existing studies have
mainly focused on metrics for the individual, and this
study aims to highlight these metrics and explain how
some of them are measured. Many studies often forego
the challenges the analyst faces in their methods or
with establishing an objective metric[1].

Academic literature tends to emphasize metrics that
may not be adopted by organizations, hence creating
a gap between academia and real-world practice. Aca-
demic literature may focus on metrics such as the ratio
of blind spots metric[11] which is rarely used in real-
world practice. With this gap, it may be difficult to
compare metrics between the state of practice and
the academic literature, which adds to the difficulty
of establishing an objective metric that takes several
aspects of their work into consideration[1]. This
challenge of establishing an objective metric can be
caused by the different functions and tasks expected
from analysts[1]. These specific tasks, such as tasks
assigned to an analyst by their managers, are depen-
dent on the functions expected of the analyst and
may vary from one Security Operations Center to
another, thus making these metrics vary.[1] This study
aims to highlight some of these metrics, how they
are measured, and the challenges they can face for
educational purposes.

3 METHODOLOGY

3.1 For Metrics

To extract relevant metrics, this study will conduct
a literature review focused on identifying metrics
that are currently being used by organizations or
literature, the method of measurement for these
metrics, and what challenges these metrics face. The
review will include both academic literature and real-
world practice, as each may emphasize metrics that
differ. Given the large number of available metrics, in
order to decide which metric is suitable for this study,
popularity will be the main criterion adopted. This
criterion is based on the assumption that widely used
metrics are more likely to be well-defined and easier
to adopt. Popular metrics, due to their frequent
adoption, are considered sufficient for this study
as an educational source to highlight these metrics.
These metrics are more likely to be encountered by
users which further justifies the choices of using these
metrics in this educational source. With this aspect
prioritized, a set of metrics would be extracted and
produced by reviewing the literature.

To find real-world practice sources to use, several
blog posts[6, 17, 14, 9], industry reports[4, 5, 3] are
used to identify metrics in use. These findings were
then compared with academic literature to identify
overlapping and contrasting metric preferences. After
these metrics are extracted, they will be filtered
using the defined popularity criterion to a subset of
metrics for in-depth exploration. The corresponding
measurement methods for some of these metrics will

also be shown. This includes the challenges associated
with these metrics (which will be discussed in later
sections). Mainly, real-world literature and academic
literature that mentions metrics that fit the popularity
criteria will be used in this study. Additionally, some
surveys[15] are used just to mention a couple of
metrics that are being used, as well a study that
proposes a new metric[11] to view the method of
measurement for that metric. With the help of
keywords, papers will be found through various search
mediums and some academic literature will be taken
as this will fit the educational purpose of this paper.

3.2 For the SIEM demonstration

In order to create a SIEM demonstration, the applica-
tion was decided to be a prototype, as a full-fledged
product is beyond the goal of this study. One metric
was decided to be used. In this case, it is time to
respond. This is because it is a flexible metric, suitable
for different scenarios, such as a simple scenario and
a complex scenario. Additionally, it is easier to set up
in the simulation because the start time and the end
time can be controlled. Only one metric was used for
the STEM demonstration because, as it is a prototype,
it is also meant to be simple to simulate very quickly,
rather than set up complex interactions that suit a
full-fledged product more. Two scenarios were decided
to be set up: a simple brute-force scenario and a
more complex phishing scenario where an attacker
gains access to an employee’s computer, and this
would be detected by checking the logs and flagging
them as suspicious. The SIEM demonstration would
be created using Flask and basic HTML, with open-
source SIEMs as inspiration for this task[21, 16]. Flask
was used to make a simple backend, while HTML with
some JavaScript was used for the front end.
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4 METRICS
4.1 Metrics Identified
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Figure 1: Popularity of each metric

When delving into both academic literature and real-
world practice, a multitude of metrics have been pro-
posed. Additional metrics that were less popular were
response time[20, 12|, reputational impact [10], formal
interfaces for conducting agency incident management
activities [7], Time measurement[19], The Mean Blind
Spot Metric (MBS)[11], Performance Capability [18],
false positive rate [22]. Furthermore there is mean
time to acknowledge[9], reaction time for detections|8|,
Customer Impact [14], Incident Escalation Rate[17] to
name a few. Metrics such as mean time to detect and
mean time to respond are mentioned multiple times
in many sources|17, 14, 9, 6, 10, 20, 12]. With this
in mind, the most popular metrics and the metrics
chosen are Mean Time To Detect, Detection Accuracy,
Mean Blind Spot Metric and Mean Time to Respond.

e 1. What are some metrics that real-world
practice mention?

Some of the metrics that real-world practice focuses
on are Mean Time to Detect, Mean Time to Respond,
Mean Time to Contain.[9, 10, 6] as well as mean time
between failures, shown in figure 2.
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4

ra

Frequency

Mean time hetween

Mean time to
respond contain failures

Meantime to detect Mean time to
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Figure 2: real-world metrics

With this trend it can be concluded that the most
frequent metrics explored, are time-based metrics.

e 2. What are some metrics that academic litera-
ture mention?

The metrics that academic literature additionally
mentions are the Mean Blind Spot Metric[11], Number
of Critical Incidents Detected over a rolling day|2].
Figure 3 displays that the metrics used in real-world
practice and academic literature can differ, with some
metrics such as false positive rate not being visible in
the real-world practice metrics that have been covered
in this study.
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Figure 3: Academic Literature metrics

With the trend shown in Figure 3, it can be
concluded from the literature used that there is a
mix of time-based metrics along with other types of
metrics, such as impact-based (risk assessment) or
false positive rate (how many scenarios are flagged
as attacks incorrectly). Academic literature has used
simulated data[12, 20] using a SIEM or machine learn-
ing. It has also used surveys|2, 15| for the metrics they
have used in their studies to show the use of metrics.
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An interesting note is that time-based metrics are
not used in the surveys and, instead, metrics such as
parameterized password guessability [15] or Number
of High Priority Alerts Analysed over a rolling day
period [2]. It is interesting to note the difference
between the metrics used in real-world practice and
academic literature. The reason is suggested to be the
challenges that time-based metrics run into[2] which
is further discussed in the upcoming section.

e 3. How are some of these metrics measured?

Mean Time To Detect (MTTD) - time to detect is
measured by

MTTD = = 1
> (3) )
=1
where T; is the detection time for the i-th incident.[12]
MTTD can be measured by measuring the time from
when the incident begins (an attacker sends an attack)
until it gets detected, and then taking an average of
these repeated time to detects.

Detection Time (seconds)

Seconds

Atempt 1 Attempt 2 Atempt 3 Aftempt 4

—

Figure 4: Metric detection times

As Figure 2 shows, a series of repeated incident
with detection time, with MTTD being calculated by
taking the average of these 4 to get a mean.

Mean Time To Respond (MTTR) - time to respond
is measured by

MTTR = Zn: (i) ()

i=1

where R; is the response time for the i-th incident.[12]
MTTR can be measured by measuring the time from
when the incident was successfully detected, until the
incident has been successfully responded to (such as
investigated and flagged as an attack).

Detection Accuracy - this metric focuses on how
many attacks are identified correctly, which can be

calculated with

TP+ TN
DetectionAccuracy = ( ( + ) >

(TP+TN+FP+FN)
(3)
which essentially is the number of correctly identified
attacks divided by n (number of scenarios used for
detection).[12]
Mean Blind Spot Metric - this metric focuses on the
time between security incidents - when the previous
one got resolved and when the next one starts. It can
be calculated by

MBS = <(

sumo foccurrence — dateo frecovery)
n—1
(4)
[11].
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Figure 5: Timeline of attacks with metrics

4.2 Challenges

From the data that we have gathered, there are
challenges associated with the metrics explored. Time-
Based metrics such as Mean Time To Detect (MTTD)
and Mean Time To Respond, analysts view these as
misleading due to factors outside their control, such as
reliance on third parties.[2] Additionally, the specific
scenario in which a metric is applied significantly influ-
ences its value, as demonstrated in the SIEM example
later in this study. The complexity of the scenario and
the tool used are all factors that can directly impact
time-based metrics, potentially resulting in values that
do not fully reflect performance. This is explored more
in-depth in the STEM demonstration section of this
study, using two scenarios to show a time of response,
and illustrate that a shorter response time does not
necessarily indicate better performance. Although the
scenario may not significantly impact the Mean Blind
Spot (MBS) metric—since it specifically measures the
time between security incidents—it is still subject
to the same external challenges as other time-based
metrics, with factors outside their control.[2, 1] For
example, a large volume of attacks can cause issues in
the reaction time of an analyst.[1] Furthermore, met-

New Attack
Started
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rics such as detection accuracy, while are good met-
rics, authors often mention analysis of performance
metrics; but do not discuss the challenges of attaining
this work[1] thus making it difficult to improve. This
creates challenges for the performance metrics used,
which may be detrimental to the performance of these
metrics, thus creating future work in order to address
these challenges and improve upon their performance.

5 SIEM DEMONSTRATION

To create the SIEM, with inspiration drawn from two
open-source SIEMs [21, 16] the tool was designed to
replicate the view of a data analyst working within a
security operations center. One metric was sufficient
to be used for this STEM demonstration, as a singular
metric can be explored more thoroughly. The single
metric selected for the purpose of simulating this was
time to respond, as it is a flexible metric that can
be used in different scenarios, and is relatively easy
to compare and simulate. The SIEM demonstration
itself is simple, serving to be a prototype to showcase
the metric. The SIEM demonstration will start
with a page that will prompt the user to begin the
simulation, which then leads to an alert dashboard.
The dashboard presents a table that highlights two
users, an admin and a regular user, who have been
flagged for suspicious behavior which needs to be
investigated.

Example Industries alerts

e Ltk i i P o fon
G e e s’ o RS 1 O
tin lszasan g S it LD oy e

Figure 6: Two suspicious activities

Figure 6 illustrates the two situations that
triggered alerts requiring investigation. The alerts
are displayed in a table, showing a brief description of
each user with made-up IPs and suspicious behavior
that triggered the alert. There were two scenarios
selected to be suitable, with each alert being a
different level of complexity, with one being simple
and the other being complex. This difference allows
for a meaningful comparison fulfilling the goal of
this simulation. One scenario was decided to be a
simple brute-force scenario, whilst the other scenario
is a complex compromised account into uploading
script scenario. Once the user is on the page, they
are presented with both flagged cases to proceed
by selecting either the simple scenario or the more
complex one to investigate further. Investigating
either one leads to a page with different tailored
scenarios.

5.1 Simple Scenario

Simple Scenario

[10:00:01] System boot completed

[10:00:14] User 'john.doe' logged out from 192.168.1.25

[10:8@:32] Login failed for user@lexample.com from IP 203.8.113.5
[10:8@:45] Login failed for user@lexample.com from IP 203.8.113.5
[10:81:01] File scan completed: Mo threats found

[10:81:18] Login failed for userflexample.com from IP 203.0.113.5
[10:81:33] Login failed for userflexample.com from IP 203.8.113.5
[10:81:45] Login succeeded for userflexample.com from IP 203.0.113.5
[10:02:08] User ‘userflexample.com’ accessed dashboard

[10:02:05] User ‘userfiexample.com’ requested internal document: ~/handbook.pdf”
[10:02:17] User ‘alice’ logged in from 192.168.1.101

|Reasa".m; if flagging for 5l| | Flag as Susp\cious:\

Figure 7: Simple Scenario

Figure 7 shows a scenario that showcases a simple
brute-force scenario, where an attacker gains access
to an employee’s account via brute-force using static
logs. This is shown by multiple failed logins, with
the third one triggering the alert system for the data
analyst being highlighted. Additionally, the scenario
contains a text box that asks the analyst to type
reasoning if the behavior is suspicious, and then flag
it as suspicious. This is to simulate a real analyst
experience, as incidents should have the motivation
to flag them as an attack since this could just be an
employee forgetting their login, or mistyping their
password multiple times. To differentiate the two, in
the logs a couple of IP addresses were shown, with the
original user logging out from a static IP, and then
another static IP trying to gain access, failing the login
multiple times, triggering the alert after the third and
finally logging in the 5th time. Once logged in, the
attacker tries to access some company documentation
before a different user logs in with the same IP. As an
analyst, this would raise some concerns and hence be
viewed as a brute-force attack.
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5.2 Simple Scenario Calculation

@ file/

Time to respond

Figure 8: Simple Scenario Detection

The time to respond starts as soon as the analyst
loads the page shown in Figure 7. Once the analyst
logs in the reason and flags it as suspicious, an alert
pops up showing the time to respond, which is shown
in Figure 8. This time to respond starts from when
the attack started (loaded onto the page) and ends
once it is flagged as an attack, showing the response
time. Unfortunately, since it is a simulation, this
constraint means the time to respond starts when
the analyst clicks investigate, and not right after the
time to detect, since we cannot see the time to detect,
as the time to detect should begin when the user
successfully entered the account. With this, we only
get to view one metric in a vacuum, without having
the time to detect to approximate a time to respond
more accurately, causing it to be shorter than it should
be in a real scenario. Nevertheless, this gives us a
metric to evaluate and compare with.

5.3 Complex Scenario

Complex Scenario

] Anomaty Score

Anomaly Score (0-1)
&

0203 cups! confid ckup S s ¢ o qetected al
L casset arfba gdied Sﬁhd(upmsesd uptae P et ““mou\munu connecon ® sertogott

Event Timeline

[INFO] Admin login from 127.0.0.1 at 02:63

[INFO] Loaded environment profile: /home/admin/.bashrc

[INFO] Checked disk usage: /dev/sdal - 43% used

[INFO] Accessed file: /etc/logrotate.conf

[INFO] Ran cron audit: no anomalies

[INFO] SSH session established with internal backup node (10.0.8.3)
[INFO] Accessed directory: /var/backups/weekly/

[INFO] Edited file: /etc/ssh/sshd_config

[INFO] Restarted sshd service

[INFO] Downloaded latest root CA cert

[INFO] Uploaded script: update_backup.sh

[WARNING] Script checksum does not match known baseline hash
[WARNING] Contains shell execution: /bin/bash -c ...
[WARNING] Suspicious outbound connection: 185.199.110.153:443
[INFO] Scheduled 'update_backup.sh’ to run via cron at 00:00
[INFO] Checked permissions for /etc/shadow - no changes
[INFO] Cleared logs older than 7 days from /var/log/apache2/
[INFO] Restarted Apache2 service

[INFO] File integrity scan complete: no tampering detected
[INFO] Logged out at 02:17

[Reasoning f flagaing for 1| [ Fiag as Suspicous |

Figure 9: Complex Scenario

This scenario is a more complex scenario, which
showcases an attacker gaining access to an employee
with admin privileges, through phishing or via other
means, and then adding in some noise to seem like
a regular admin, as if nothing is suspicious. Using
this noise, they try to disguise and upload a script,
with a chart showing some arbitrary anomaly scores
for a visual view to help analysis. Once the script is
uploaded, some suspicious activity is highlighted and
flagged. The time to respond works identically in this
scenario, justifying its use due to its suitability and
flexibility for this application. The data analyst must
look through the graph and logs to decide whether
this is an attack with the added noise, or if this is
an admin. With the script showing, through deeper
search, it can be revealed that this is an attack, and
can be flagged as such after thorough reasoning by the
analyst, thus giving a time to respond to this scenario.
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5.4 Complex Scenario Calculation

Figure 10: Complex Scenario Detection

Figure 10 shows a greater time to respond in
the complex phishing scenario compared to the
simple brute-force scenario’s time to respond shown
presented in Figure 8. This highlights how the various
complexities of attacks can directly impact the time
to respond. Thus, while we can compare these two
different times to respond, they don’t accurately
display which scenario got solved faster and more
aptly. The time to respond may be greater in this
scenario. However, the other scenario is simpler and
easier to solve, thus making it difficult to place one
over the other. Nevertheless, this metric can be used
to compare and measure different scenarios and cases,
showcasing points of improvement. This comparison
highlights that metrics must be interpreted in
context - considering factors such as the complexity
of the attack, experience with the attack (0-day
vulnerabilities may be harder to detect), and available
tools. By simulating these two scenarios with the
same tool, it is seen that the complexity affects
the measurement greatly. The SIEM application
prototype allows organizations and researchers to
benchmark detection capabilities, as well as factors
that affect these capabilities.

The two times for TTR were 11.71 seconds and 30.80
seconds, leading to an MTTR of 21.255 seconds. This,
while it is used as a meantime, can be flawed due to the
reasons above, where, instead, there were two simple
scenarios with both times of 11.71 seconds and 15.2
seconds, it would lead to a lower MTTR. This lower

MTTR does not necessarily indicate that the response
was strictly better /handled better, due to the fact that
the complexity of the scenario was smaller, leading to
an easier time responding. Due to this, it is difficult
to compare which scenario the analyst responded to
/handled the attack faster/better, being a great flaw
of this metric as well as the additional reasons stated
earlier in this study. This could be a path for future
work, to improve on this issue in order to have more
meaningful metrics.

5.5 Addressing a Challenge

Although the primary aim of this study is to high-
light performance metrics, their measurement, and
associated challenges, some suggestions arise from the
observed limitations of time-based metrics. Given
that time-based metrics can differ depending on the
context, they may be disaggregated into sub-metrics
based on the type of attack. For instance, MTTR
could be broken down into a sub-metric that is
measured specifically for simple attacks such as brute
force. In such cases, attack complexity may become
a negligible factor in the overall measurement. This
approach could assist in establishing more objective
metrics—one of the key challenges previously dis-
cussed—although it may not offer a complete solution.
However, disaggregating time-based metrics into sub-
metrics does not address all issues, such as the chal-
lenge posed by high volumes of attacks. For example,
five simple attacks occurring simultaneously can skew
the MTTR results, as later incidents could take longer
to address due to analyst overload. One possible so-
lution is to implement automation or distribute alerts
across multiple analysts. This would allow parallel
analysis of incidents, thereby improving the accuracy
of scenario-specific MTTR measurements. However,
there is future work in defining and establishing these
changes to the metrics to investigate whether this
suggestion aids in answering these challenges that
have been discussed.

6 CONCLUSION

In conclusion, this study has examined some cyberse-
curity performance metrics that are well-defined and
accompanied by established methods of measurement.
Metrics such as MTTD, MTTR, MBS, and detection
accuracy-as well as others briefly referenced-are widely
used and prevalent in the literature that has been
covered.  Despite their adoption, many of these
metrics face challenges which have been discussed,
such as the complexity of attacks which was shown
in the simple STEM demonstration, reliance on third
parties, volumes, as well as many other challenges
faced by analysts.

Future work could expand on these challenges by
proposing new metrics or refining existing ones to
apply more specifically to certain scenarios, thereby
improving clarity and reducing ambiguity. There
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remains a notable research gap in the development
of objective performance metrics, which continues
to pose a challenge for SOC analysts [1]. This
gap highlights an important area for future research.
Furthermore, expanding on multiple metrics in detail
as covered in this study, and addressing their chal-
lenges and solutions could form the basis for future
work. Additionally, expanding the SIEM prototype
to include a broader range of metrics and simulating
more complex scenarios—such as varying attack vol-
umes, analyst tools, or operational constraints—could
further demonstrate the limitations and variability of
these metrics can be an adequate improvement in
future work.
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