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With the rapid advancement of artificial intelligence and the increasing
frequency of human-AI interaction, the ability of AI systems to recognize hu-
man emotions has become an important area of research. Despite extensive
research conducted on the topic, achieving a human-level understanding
of the emotion present in an image is still an open problem, particularly
in real-world scenarios involving complex social and contextual cues. Re-
cent developments in vision-language models (VLMs) have introduced new
opportunities by combining visual perception with linguistic reasoning,
mimicking the way humans perceive and interpret emotions across diverse
situations. These models have demonstrated promising results, in some cases
outperforming traditional emotion recognition approaches.

1 INTRODUCTION

1.1 Background and Context
For many years, emotion recognition from images using computer
vision techniques focused primarily on facial analysis [1, 15], lever-
aging detailed facial features, and employing Convolutional Neural
Networks (CNNs) to classify emotions. While these approaches can
achieve high accuracy in controlled settings, their performance often
deteriorates in real-world environments. Psychological studies have
demonstrated that, in addition to facial expressions, the context and
surroundings play a crucial role in accurately interpreting emotions
[9]. As a result, several datasets have been developed to represent
people in diverse, real-world situations and to facilitate research
that incorporates contextual information. One of the first and most
representative of these is the EMOTIC dataset [9]. The EMOTIC
baseline model introduced a dual-stream architecture, separately
processing the features of the target person and the surrounding
scene using two CNNs, and then fusing these features to predict
a set of discrete emotion categories and continuous affective di-
mensions. This approach outperformed models that relied solely on
person-centered features, highlighting the importance of contextual
information for accurate emotion recognition [9].

Following the success of the EMOTIC approach, further research
has explored increasingly sophisticated architectures for incorpo-
rating contextual information into emotion recognition [5, 14, 15].
These efforts include the use of advanced CNN and DCNN (Deep
Convolutional Neural Networks) variants [4], graph-based reason-
ing models [5], and, more recently, vision-language models (VLMs)
[7], which are pretrained on image-text pairs to capture rich seman-
tic and contextual cues.
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1.2 Problem Statement
Despite extensive research in the field of emotion recognition from
images, it is not yet clear which type of model or architecture is
optimal for this task, as no existing approach consistently achieves
high performance across diverse, real-world scenarios [7, 9]. Tra-
ditional models that rely solely on facial expressions struggle to
capture the complex interplay between individuals and their sur-
roundings and, while graph-based models have improved contextual
reasoning, they are still limited by the completeness and accuracy
of detected visual elements and are vulnerable to computer vision
failures like occlusion, poor lighting, or pose ambiguity [10, 16, 17].
Furthermore, graph-based models that use image captions for emo-
tion recognition are limited by the quality of these captions: if a
caption lacks sufficient descriptive detail or omits key contextual or
emotional information, the resulting emotion predictions are likely
to be less accurate [5]. Moreover, such models are constrained by
the limited vocabulary present in the training captions, which can
lead to poor predictions when encountering words or expressions
not seen during training. In this context, vision-language models
(VLMs) appear as a possible solution for these problems, as they
combine images and text, allowing them to better understand the
meaning of a scene, compared to models that use only one type of
input [2]. For this reason, the modern approach that uses VLMs has
shown promise in the task of emotion recognition, challenging the
previous models in terms of performance [7]. The full potential of
VLMs is, however, not yet fully understood and continues to be an
active area of research.

1.3 State-of-the-art in Emotion Recognition
For a long period of time, models achieved comparable performance
for the task of emotion recognition, with an average mAP of 20–35%
on the EMOTIC dataset (mean Average Precision: metric that sum-
marizes both precision and recall across confidence thresholds) [11].
Recent advancements have significantly elevated the state-of-the-
art; new combinations of deep convolutional neural networks (DC-
NNs), which integrate both person and scene context, have reached
mAP scores of 79.60% and 78.39%, representing a substantial leap
over earlier methods [11].
In parallel, the capabilities of vision-language models (VLMs)

such as LLaVA [12], CLIP [18] and GPT-4 [6] are an active area of
research in the task of emotion recognition, revealing that even
zero-shot models, those not fine-tuned for this specific task, can
achieve performance on par with traditional models from previous
studies [7].

Alongside DCNNs and VLMs, graph-based models that use image
captions for emotion prediction are also currently researched. One
example of such a state-of-the-art model, also used in this study, is
the Graph Isomorphism Network (GIN) developed by Costa et al.
[5]. This model approaches emotion recognition by first generating
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captions for each image using ExpansionNet [8], a transformer-
based image captioning model. These captions are then transformed
into graph representations, which are used as input to the GIN to
perform emotion classification. While this method achieved a re-
spectable mAP of approximately 30% on the EMOTIC dataset, it
has notable limitations. Firstly, because the original study uses Ex-
pansionNet for image captioning, the generated captions primarily
describe contextual elements of the scene and lack words related
to emotions or facial expressions. This causes the model to miss
important emotional cues. Secondly, the vocabulary of the model
is limited to the words seen during training, making it less robust
when encountering unfamiliar terms during testing.

In the present study, these limitations were addressed by replac-
ing the ExpansionNet-generated captions with those produced by
LLaVA, a state-of-the-art vision-language model [12]. LLaVA gen-
erates richer and more expressive captions that include emotion-
related vocabulary and references to facial expressions.

Two state-of-the-art datasets in the field of emotion recognition,
also used in this study, are EMOTIC [9] and FindingEmo [14].
The EMOTIC dataset is a large-scale collection of real-world im-
ages, where each person is annotated with a subset of 26 applicable
discrete emotions and corresponding Valence-Arousal-Dominance
(VAD) scores, enabling context-aware emotion recognition.
FindingEmo is a dataset of 25,869 real-world images, each annotated
with a single emotion out of 24 possible labels, valence, and arousal
score, capturing the overall sentiment of complex, multi-person
scenes.

1.4 Aim of the Research
The goal of this research is to explore the capabilities of modern
vision-language models, such as LLaVA [12], in the task of emotion
recognition from images. More specifically, the desired objectives
are the following:
Goal 1: To evaluate the accuracy of the state-of-the-art open-source
vision-language model, LLaVA, in recognizing the emotions of an
individual from images, and to compare it with that of a more tra-
ditional approach, namely the Graph Isomorphism Network (GIN)
developed by Willams de Lima Costa [5]. This includes exploring
how different image captioning strategies, used as input to the GIN,
affect its performance.
Goal 2: To evaluate the accuracy of LLaVA in recognizing the gen-
eral sentiment in images containing multiple individuals and com-
plex, variable context.

1.5 The ResearchQuestions
To accomplish the proposed goals, the research will be guided by
the following overarching question, further divided into specific
subquestions:
Main Research Question: What are the capabilities of the vision-
language model LLaVA for the task of emotion recognition from
images?
RQ1: How accurately can zero-shot LLaVA recognize all of the
emotions felt by a person from images compared to the Graph
Isomorphism Network (GIN) developed by Willams de Lima Costa,
and how do different input captions affect the performance of the

GIN?
RQ2:How accurately can LLaVA recognize the general sentiment of
real-world images, with a variable number of subjects, as evaluated
against the annotations in the FindingEmo dataset?

1.6 Contribution
This study evaluates the performance of the vision-language model
LLaVA on two widely used emotion recognition datasets: EMOTIC
and FindingEmo. For the FindingEmo dataset, LLaVA is also used
to establish a zero-shot baseline in the Emo24 setting, where all 24
emotion labels are used for evaluation, as no prior benchmarks could
be found for this full-label setup. In addition, the study compares
the zero-shot performance of LLaVA to the Graph Isomorphism
Network (GIN) introduced by Willams de Lima Costa [5]. Since
in the original study the GIN was trained on captions generated
by ExpansionNet, and in the present study, it is tested on LLaVA-
generated captions, the study also provides insight into how testing
the model on a different vocabulary than the one it was originally
trained on can affect its performance.

2 GENERAL CONSIDERATIONS AND INITIAL
EXPERIMENTS

2.1 General Considerations
The images shown in Figure 1, along with their corresponding
labels, are chosen from the EMOTIC dataset and serve as a baseline
reference for several of the examples discussed in the subsequent
sections.

Fig. 1. Four images from the EMOTIC dataset their corresponding labels

Furthermore, the LLaVA model used for both image captioning
and zero-shot emotion recognition evaluation was “llava-v1.5-7b”.
For all the experiments that involved evaluating LLaVA predic-

tions, both the labels and the outputs were first processed, prior
to evaluation. This preprocessing involved converting all words
to lowercase and applying stemming in order to ensure consistent
matching with the ground truth labels. Stemming is the process of
reducing words to their root form, allowing semantically similar
variants such as “happy” and “happiness” to be treated as equivalent
by reducing both to the common stem “happi”.

2.2 Initial experiment
First, to obtain a better initial understanding of the capacities of
LLaVA, the vision-language model was asked to identify the primary
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emotion experienced by the main person in each image, selecting a
single emotion from a predefined list corresponding to the 26 cat-
egorical labels in the EMOTIC dataset. The obtained performance
was then compared to the one of a random predictor. An example
of the obtained predictions for the established set of images can be
seen in Figure 2. This result was not used for comparison to the
performance of the Graph Isomorphism Network, but rather to gain
an initial insight into the capabilities of LLaVA.

Fig. 2. The four example images, with their respective prediction and the
prompt used for prediction generation

Implementation Details
When evaluating single-emotion predictions against the multi-label
EMOTIC annotations, accuracy was measured: a prediction was
considered correct if the predicted emotion appeared in the list of
annotated labels for that image.
To contextualize the performance of LLaVA, the accuracy of a ran-
dom baseline was also included. The random generator was executed
200 times, and the highest accuracy obtained across these runs was
reported in the results for comparison.
Results:
Table 1 shows the accuracy of LLaVA in the task of single-emotion
prediction on the EMOTIC dataset.

Table 1. Accuracy comparison of LLaVA and a random baseline for the task
of single emotion prediction on the EMOTIC dataset

Model EMOTIC dataset
Zero-shot LLaVA 60.88%
Random Baseline* 52.37%

*highest obtained accuracy out of 200 trials

3 COMPARATIVE ANALYSIS OF LLAVA AND GIN ON
CATEGORICAL EMOTION DETECTION

3.1 Methodology
The investigation used the EMOTIC dataset and comprised two
main components: (a) evaluating the zero-shot emotion recognition
performance of the vision-language model LLaVA, and (b) assessing
the performance of the Graph Isomorphism Network (GIN) pro-
posed by Willams de Lima Costa with different LLaVA-generated
captions as input. The methodology also investigated the changes
in performance of the GIN with different captions as input.

In order to assess component (a), LLaVA was prompted to provide
a list of the emotions experienced by the target person in the image,
selecting from the same predefined set of 26 EMOTIC emotion labels.
An example of the multi-labels predictions can be seen in Figure 3.
The output was evaluated using the micro F1 score, and was later
used to compare the performance of the model against that of the
Graph Isomorphism Network.

Fig. 3. The four example images, with their respectivemulti-label predictions
and the prompt used for prediction generation

To understand component (b), a short overview of the method
proposed by Willams de Lima Costa is provided further: The ap-
proach begins by generating a detailed caption for each provided
image using an image captioning model. This caption undergoes
several preprocessing steps: stop words and common nouns are
removed, and the remaining words are lemmatized to produce a
refined set of “valid words.” These words are then used to construct
two co-occurrence matrices: one capturing how often each word
appears with specific emotions, and another capturing how often
words appear together. Semantic attributes for each word, such as
mood tags, polarity, and related concepts, are retrieved using Sentic-
Net [3]. This information is then used to build a graph where nodes
represent words, emotions, and semantic descriptors, and edges
reflect co-occurrence or semantic relationships. Finally, a Graph
Isomorphism Network (GIN) is used to classify these graphs into
one or more of the 26 EMOTIC emotion categories [5].
The same pipeline proposed by Willams de Lima Costa is em-

ployed in this research and is illustrated in Figure 4. The figure
outlines the general process: input images are first processed into
captions, which are then used to construct schematic graphs that
serve as input to the GIN model, ultimately leading to the prediction
of the corresponding emotions. The only difference between the
original approach and the one employed in this research is that
the image captions are generated using the vision-language model
LLaVA, and the preprocessing steps, such as stemming, stopword
removal, and filtering of common nouns, are performed manually
instead of using the predefined methods from the original implemen-
tation. An example of the captions processing is shown in Figure 5.
A comparison between the predictions made by the GIN and the
annotations for the four example images is shown in Figure 6.
Furthermore, to assess how different input captions influence

the predictions of the model, the performance of the GIN was also
assessed with five different captions generated by LLaVA.
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Fig. 4. The GIN pipeline exemplified for the 4 pictures. The captions are
post-processing and the labels are the ones predicted by the model

Fig. 5. Two of the captions before and after processing

Fig. 6. The predictions made by GIN and the annotations of the images

3.2 Experimental Setup
For this investigation, 2444 images from the test split of the EMOTIC
dataset were used. This dataset was selected due to its wide range
of images depicting people in real-world environments, making
it particularly suitable for evaluating both the zero-shot emotion
recognition performance of LLaVA and the performance of the
Graph Isomorphism Network (GIN). Its rich contextual diversity
allows LLaVA to generate detailed descriptions, which are crucial
for the graph-based reasoning of the GIN. Additionally, the GIN
developed by Willams deLima Costa was originally trained and
evaluated on EMOTIC, making it the most appropriate choice for
direct comparison.

The 2444 chosen images were selected for this investigation be-
cause they represent the subset of "single-subject images” from
the test split of the dataset. The term “single-subject images” used
here refers to images in which there is only one list of emotions
annotations per image. Since in the EMOTIC database each picture
is annotated with a list of emotions per individual present in the
image, the pictures used in the study were filtered such that a single
emotions annotation list is present per image. As a result, the major-
ity of these images depict a single individual, although occasionally
some may include multiple people, either with one person clearly
in focus or with all individuals sharing the same annotated emotion
list.

3.3 Implementation Details
When predicting multiple emotions against the EMOTIC annota-
tions, the performance of LLaVA was evaluated using the micro-
averaged F1 score. This evaluation metric balances the number of
correct predictions with the number of wrong and missing predic-
tions. This result was then compared with the performance (micro-
averaged F1 score) of the Graph Isomorphism Network.
The Graph Isomorphism Network was configured with a 50-

dimensional input feature vector, a 40-dimensional hidden layer, and
a 26-unit output layer corresponding to the emotion categories, and
its pre-trained weights were loaded from the GitHub repository of
the paper. For evaluation, two primary metrics were used: the mean
Average Precision (mAP) and the micro-averaged F1 score, both
computed using standard functions from the sklearn.metrics module.
Since the computation of the F1 score requires binary predictions
rather than raw confidence scores, thresholding was necessary. The
GIN model outputs raw logits, where large positive values indicate
high confidence in the presence of an emotion and large negative
values suggest high confidence in its absence. These logits must
therefore be binarized by applying a threshold to enable evaluation
against the ground truth labels using the F1 score. Two binarization
strategies were explored:

(1) Zero Thresholding: In the first approach, predictions were bi-
narized using a threshold of 0. Any logit above 0 was mapped
to 1 (positive prediction), and anything below or equal to 0
was mapped to 0 (negative prediction).

(2) High Confidence Thresholding: A more conservative thresh-
old of 500 was used after experimenting with various values
and inspecting raw logit magnitudes. This threshold struck
a balance between filtering out uncertain predictions and
retaining a meaningful number of categorical outputs.

3.4 Results
Table 2 shows the performance of both LLaVA and Graph Isomor-
phism Network in the task of multi-label emotion prediction on
the EMOTIC dataset. The result of the GIN using both binariza-
tion methods mentioned in the Implementation Details section is
shown. Although the GIN was evaluated using five different cap-
tions, only the highest obtained score is presented in this table. The
performance of LLaVA is measured using the F1 score, whereas the
performance of the GIN is measured using both the F1 score and the
mAP. The reason for this is that the mAP metric requires confidence
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scores to be computed, which are not provided in the predictions of
LLaVA. The table also shows the performance of the GIN announced
in the "High-level context representation for emotion recognition
in images" paper [5].
Table 3 presents the performance of the GIN model using five

different captions, evaluated under both binarization strategies. The
results highlight the influence of variations in the input captions on
the performance of the model.

Table 2. LLaVA vs GIN performance in multi-emotion prediction on the
EMOTIC dataset

Model mAP Micro-averaged F1 Score
Zero-shot LLaVA – 0.4065
GIN, BinS1 0.2012 0.3841
GIN, BinS2 0.2012 0.8107
ExpansionNet-v2 + GIN 0.3002 –

Note: BinS1 refers to the Binarization Strategy 1 and BinS2 refers
to Binarization Strategy 2

Table 3. GIN performance with five different input captions and two bina-
rization strategies

Model F1 using BinS1 F1 using BinS2 mAP
C0 + GIN 0.3841 0.8107 0.2012
C1 + GIN 0.3826 0.7205 0.1989
C2 + GIN 0.3805 0.7366 0.2012
C3 + GIN 0.3780 0.7349 0.1971
C4 + GIN 0.3787 0.7016 0.1921
Note: BinS1 refers to the Binarization Strategy 1 and BinS2 refers
to Binarization Strategy 2
C0,C1..C4 represent the different captions used

4 SENTIMENT RECOGNITION IN IMAGES: LLAVA ON
THE FINDINGEMO DATASET

4.1 Methodology
This investigation used the FindingEmo dataset and followed the
methodology outlined below.

For each image, the zero-shot LLaVAmodel was prompted to iden-
tify the representative sentiment from a set of 24 possible options,
corresponding to the sentiment labels defined in the FindingEmo
dataset.

Accuracy was used as the evaluation metric, and the results were
compared against a random baseline, as well as the reported state
of the art on the FindingEmo dataset, in order to contextualize the
performance of the model. An illustration of this process is provided
in Figure 7.

4.2 Experimental Setup
For this investigation, a total of 2,943 images from the FindingEmo
dataset were used. This dataset was chosen because it is one of
the few publicly available resources that provides annotations for
the overall sentiment of an image, rather than assigning individual
emotion labels to each person depicted within it.

Fig. 7. The predictions generated by LLaVA and labels from the FindingEmo
dataset, as well as the prompt used

4.3 Implementation Details
For evaluating the predictions of the model for the single-label
images in the FindingEmo dataset, accuracy was measured. Two
evaluation approaches were employed: one based on the full set of
24 annotated emotions (Emo24) and another using a reduced set of
8 grouped emotions (Emo8).
For Emo24, model performance was computed by comparing pre-
dictions against the ground truth across all 24 possible emotions per
image. In contrast, for Emo8, both the model predictions and the
annotated labels were mapped to one of the 8 broader emotional
categories defined by Plutchik’s Wheel of Emotions [14]. This map-
ping reduced the level of granularity required for a prediction to be
considered correct.

4.4 Results
For Emo24, the performance of LLaVA on the sentiment detection
task is illustrated in Table 4. To contextualize the results of LLaVA,
its accuracy was compared against a random baseline. Since no
standardized or peer-reviewed performance benchmarks for Emo24
were found in the original FindingEmo paper or subsequent lit-
erature, this random baseline serves as a practical reference for
comparison.

Table 4. Accuracy of single emotion prediction on the FindingEmo dataset -
Emo24 and accuracy of a random baseline

Model FindingEmo dataset (Emo24)
Zero-shot LLaVA 19.78%
Random Baseline* 4.17%

*Let 𝑃correct guess = 1
24 = 0.0417.

Expected correct guesses: 𝐸 = TotalNb × 𝑃correct guess = 2943 × 0.0417 =

122.625.
Expected accuracy: Acc = Correct Guesses

TotalNb
= 122.625

2943 = 0.04166 = 4.17%.

For Emo8, the performance of LLaVA is shown in Table 5. The
state-of-the-art performance obtained by the CLIPmodel as reported
in the original FindingEmo paper is also shown in the table, for
comparison [14].
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Table 5. Accuracy of single-emotion prediction on the FindingEmo dataset
(Emo8), compared with the state-of-the-art CLIP model performance as
reported in the original FindingEmo paper.

Model FindingEmo dataset (Emo8)
Zero-shot LLaVA 36.77%
Baseline CLIP 43%

5 DISCUSSION
In this section, answers to the posed research questions will be
provided, as well as the limitations of the work and possible future
improvements.

Firsly, the results of the initial LLaVA experiment will be disscused.
LLaVA was evaluated on single emotion prediction within multi-
labeled images from the EMOTIC dataset (see Table 1). In this case,
the observed accuracywas considerably high at 61%. However, when
benchmarked against a random baseline that achieved 52%, the
margin of improvement appears less significant. This is expected,
as predicting one relevant emotion out of several annotated ones
is an intuitively not very challenging task. Although the margin
of improvement is modest, the zero-shot performance of LLaVA
remains notable, demonstrating its potential for emotion recognition
tasks.

5.1 Answers to the ResearchQuestions

Answers to ResearchQuestion 1
To compare the performance of LLaVA with that of the Graph Iso-
morphism Network (GIN) in the task of emotion recognition, the
results presented in Table 2 are analyzed. The table shows that GIN
achieved a much higher F1 score than LLaVA when using the sec-
ond binarization strategy: High Confidence Thresholding. However,
under the first binarization strategy, the standalone performance
of LLaVA was higher than that of GIN. These results indicate that,
while LLaVA performs moderately well in a zero-shot setting, the
GIN can significantly outperform LLaVA in categorical emotion
prediction if a more restrictive binarization strategy is applied.

It is also worth noting that, as shown in Table 2, the performance
of the GIN when using LLaVA-generated captions is lower than
the results reported in the original study. This discrepancy is likely
due to the mismatch between the vocabulary used for training the
model (derived from ExpansionNet captions), and the vocabulary
present in the LLaVA captions, used for testing the model.

Additionally, from Table 3 it is also visible that with zero thresh-
olding (Binarization Strategy 1), the model greatly overpredicts
and achieves a lower F1 score due to many false positives, while
high confidence thresholding (Binarization Strategy 2) substantially
improves precision by filtering out low-confidence predictions, ulti-
mately resulting in a significantly higher and more reliable micro-
averaged F1 score.

Furthermore, using slightly different captions as input to the GIN
model results in only minor variations in F1 score and mAP, as it
can be observed in Table 3, for both of the binarization strategies.

Answers to ResearchQuestion 2
Using Table 4 to analyze the Emo24 results, the performance of
the model in single-label emotion detection may initially seem low,
with an accuracy of approximately 20%. However, this outcome
reflects the inherent difficulty of the task, which requires the model
to identify the single correct emotion out of 24 possible categories.
When compared to a random baseline, however, the improvement
is substantial, particularly given that LLaVA was evaluated in a
zero-shot setting without any task-specific fine-tuning.
Moreover, as the FindingEmo dataset was only released in mid-2024,
there is a lack of available studies reporting performance on the
Emo24 task. This is also likely due to the considerable challenge
posed by the single-label prediction requirement. This difficulty is
also acknowledged in the original FindingEmo paper [14].
Given these comparisons, the 20% accuracy obtained in the more
challenging single-labeled setting is actually a promising result, and
an important baseline for future work, reflecting the potential of
LLaVA in complex zero-shot emotion recognition tasks.
From Table 5, it is notable that LLaVA performed comparably

to the state-of-the-art CLIP model on the FindingEmo dataset, in
the Emo8 context. The F1 score is significantly higher than in the
Emo24 setting, which is expected given that the task involves only
8 possible emotion categories, making it inherently simpler. These
results further demonstrate that, in the task of sentiment recognition,
zero-shot LLaVA shows good overall performance.

Answer to Main ResearchQuestion
The analysis of the performance of LLaVA across multiple tasks
and evaluation settings demonstrates that LLaVA has promising
capabilities for emotion recognition from images, particularly in
zero-shot scenarios.While its performance in the Emo24 task (single-
label classification with 24 categories) is modest, it still significantly
surpasses the random baseline, highlighting its potential despite the
complexity of the task. Furthermore, in the Emo8 scenario, LLaVA
performs competitively with the state-of-the-art CLIP model.

However, on the EMOTIC dataset, results also show that the GIN
model can outperform LLaVA inmulti-label emotion prediction. This
suggests that, while LLaVA is a capable generalist model, fine-tuned
or context-aware models such as the GIN, may still outperform
LLaVA in emotion prediction tasks.

Overall, LLaVA proves to be a strong baseline for zero-shot emo-
tion recognition and demonstrates that vision-language models
can capture emotional cues from visual content even without task-
specific training.

5.2 Limitations and Observations
This section outlines the limitations encountered during the re-
search and highlights important observations made throughout the
experimental process.

Limitations
Limitation 1: The GIN model used for the experiments was pre-
trained on captions generated by the ExpansionNet-v2 model [8],
but tested on captions generated by the vision-language model
LLaVA [12] in this research.
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This introduces a mismatch, as the vocabulary and linguistic pat-
terns in the training corpus differ significantly from those in the
LLaVA-generated captions used during testing. The LLaVA captions
tend to be more expressive and often include emotion-related words
and references to facial expressions—elements that are absent from
ExpansionNet-generated captions.
Limitation 2: Some of the labels in the annotations were wrong.
An example of this is illustrated in Appendix A Figure 8. Such
inaccuracies inevitably affect the evaluation process, leading to a
seemingly poor model performance, even when the prediction of
the model is actually reasonable or correct. In these cases, the dis-
crepancy arises not from a model error but from an unreliable or
questionable ground truth label.
Limitation 3: Emotion classification is subjective, therefore an ob-
jective measurement for this task is not appropriate.
Emotion detection and the evaluation of related models are inher-
ently challenging and subject to bias, primarily because the emo-
tional content of an image can be interpreted differently by different
annotators [13]. Consequently, benchmarking model predictions
against annotated “ground truth” labels is not always a fair assess-
ment. In many cases, the prediction of the model may be entirely
reasonable, or even more accurate, yet still considered incorrect
simply because it does not match the annotation.
To further investigate this issue, a small-scale survey was conducted
with 27 participants using 10 images from the FindingEmo dataset.
These images were manually selected based on cases where the
predictions of LLaVA differed from the annotated labels but were
actually more appropriate than the ground truth annotations.
For each image, participants were asked to select the emotion that
best describes the sentiment portrayed. Two options were provided:
the original ground truth label and the prediction of LLaVA. The
results show that for 8 out of the 10 images, a clear majority of par-
ticipants chose the prediction of the model over the ground truth.
Remarkably, for one image, 100% of participants agreed with the
prediction of the model. A summary of these results is presented in
the Appendix A, Table 6. From these results, it is clear that, although
counted as incorrect, it is possible that the predictions of the model
are, in reality, appropriate and can be perceived as more represen-
tative than the ground truth annotations. This supports the claim
that emotion recognition is subjective, and objective evaluation is
often not appropriate for the task.

Observations
An interesting area explored in parallel with the main research is
the prompt sensitivity of vision-language models. To investigate
how variations in prompt formulations influence the outputs and
performance of the model, several supplementary experiments were
conducted throughout this study. These experiments were guided
by targeted subquestions aimed at examining specific aspects of
prompt influence:

How do different prompt formulations influence the image captions
generated by the model?
To address this question, several distinct prompt formulations were
tested, each phrased differently but aiming to produce a descriptive
caption of the same image. The intent was to observe how linguistic

variation in the prompt affects the detail, focus, or emotional tone
of the response of the model. An example is provided in Appendix
A, in Figure 9, showcasing an image alongside the various prompts
used and the corresponding captions generated by the model.
From the experiments, it appears that using different prompts for
image captioning with LLaVA does not substantially affect the gen-
erated captions. As shown in the example in Appendix A, in Figure
9, only minor variations are present, which can be considered in-
significant. This finding is further supported by the insignificant
variation in performance of the Graph Isomorphism Network (GIN)
when using captions derived from different prompts, shown in Ta-
ble 3. It is reasonable to assume that, if the produced captions had
significant differences, the performance of the GIN would also vary
significantly.

Does changing the order of the possible emotions influence the pre-
dictions of the model?
To examine this, the experimental setup described for the Find-
ingEmo investigation was reused. This included the 24 emotion
labels from the FindingEmo dataset and the same set of test images.
The model was executed twice, each time with the list of candidate
emotions arranged in a different order. The resulting predictions
were again evaluated using accuracy to determine whether the order
of the labels affected the performance of the model.
After shuffling the order of the possible emotions from the prompt,
the accuracy of the model decreased from an initial 19.78% to 17.02%.
This decrease is significant and it suggests that even seemingly mi-
nor changes, such as the ordering of options, can meaningfully affect
the performance of the model.

How well can the model understand numeric boundaries indicated
in complex prompts?
While addressing the first research question, various prompt formu-
lations were experimented with before applying them to the 2,444
images from the EMOTIC dataset. The final prompt used was:
"Look at the person in the image and choose all emotions they are
feeling from this list (they may feel more than one): [EMOTION LIST].
Only list the relevant emotions, maximum 8. Do not explain."
This specific formulation was reached after testing several alterna-
tives with different numeric constraints.
Initially, no numerical limitation was included in the prompt, which
led the model to produce predictions that either included all 26 emo-
tions or only a single one per image, both of which were undesirable.
To address this, numerical boundaries were explicitly introduced. It
was observed that the model handled small numerical limits (e.g.,
fewer than 8) well, consistently generating a number of emotions
below or equal to the specified maximum. However, for values above
8, the model typically reverted to the same extremes: predicting
either all 26 or only one emotion. Interestingly, when the limit was
set to exactly 8, the model sometimes predicted up to 10 emotions,
slightly exceeding the boundary but remaining within the limit of
the EMOTIC annotations, where no image has more than 10 labeled
emotions. This made the value of 8 a convenient and effective choice
for evaluation purposes.
These findings indicate that the model demonstrates limited and
inconsistent adherence to numeric constraints in complex prompts.
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While it can follow lower numerical boundaries with relative accu-
racy, it often fails to enforce higher ones, suggesting that it only
partially understands or applies such instructions in a reliable way.
General Conclusion for Prompt Sensitivity

These findings indicate that prompt formulation plays an important
role in nuanced, multi-step tasks, or tasks that require complex
reasoning, such as selecting relevant emotions from an extensive
predefined list. In such cases, variations in phrasing can lead to
substantially different outputs. Conversely, for simpler tasks like
generating descriptive captions, the influence of prompt wording is
minimal.

6 FUTURE WORK
While this research has provided valuable insights into the capa-
bilities of LLaVA for the task of emotion recognition, several areas
remain open for further exploration and improvement. The follow-
ing directions outline potential areas of research for future work:
Training the GIN on LLaVA captions: As mentioned in the Limi-
tations section, the GIN model used for the experiments in this re-
search was pre-trained on captions generated by the ExpansionNet-
v2model [8], but tested on captions generated by the vision-language
model LLaVA [12]. As this is problematic because of the vocabulary
differences, it would be a good approach for future research to train
the GIN on LLaVA-generated captions, and then evaluate its per-
formance, comparing it to the reported performance of the GIN in
this paper as well as the original one. Furthermore, LLaVA could
also be fine-tuned on the EMOTIC and FindingEmo datasets, and
performance could be compared to the one reported in the present
research.
Emotion Order Sensitivity: Given the experimental findings that
the order of emotions in the candidate list appears to influence
model performance, this aspect should be investigated further. One
promising direction is to systematically explore how the position
of specific emotions in the list affects their likelihood of being pre-
dicted. For example, it would be valuable to assess whether placing
the most frequently predicted emotions at the end of the list leads
to a decrease in their selection. Such experiments could help reveal
whether the model exhibits positional biases and whether perfor-
mance can be optimized by reordering the emotion labels.
Bias and Fairness Analysis: Given the inherent subjectivity in-
volved in emotion annotation, future work should also examine
whether the predictions of the model exhibit biases related to demo-
graphic, cultural, or contextual factors. Identifying and addressing
such biases is important for ensuring fairness in real-world applica-
tions of emotion recognition systems [13].

7 CONCLUSION
This study explored the performance of the zero-shot, state-of-the-
art vision-language model LLaVA in the task of emotion recognition.
The model was evaluated on two representative datasets: EMOTIC
and FindingEmo, and the results were compared to the performance
of the pre-trained Graph Isomorphism Network model developed
by Willams de Lima Costa [5] on the EMOTIC dataset, as well as the
state-of-the-art CLIP model on the FindingEmo dataset, as reported
in the original paper [14]. The findings show that zero-shot LLaVA

performs well in the task of emotion recognition, but it is still out-
performed by a model pre-trained for this task, such as the GIN.
The research also outlines the difficulty of the emotion recognition
task, highlighting the subjectivity of labeling, which can sometimes
be inaccurate or inappropriate. Additionally, it explores the sensi-
tivity of the model to slight changes in prompts and highlights the
limitations of evaluating a GIN on a different vocabulary than the
one it had been trained on.
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A ADDITIONAL FIGURES AND TABLES

Fig. 8. An image from the EMOTIC dataset where the red annotated emo-
tion is clearly not suited for the image

Fig. 9. An image from the EMOTIC dataset and various prompts and the
resulting captions

Table 6. Survey results, where the green color indicates the bigger percent-
age

Label, Percentage Prediction, Percentage
Image 1 Interest, 74.1% Joy, 25.9%
Image 2 Acceptance, 33.3% Trust, 66.7%
Image 3 Interest, 25.9% Anger, 74.1%
Image 4 Ecstasy, 7.4% Joy, 92.6%
Image 5 Acceptance, 22.2% Joy, 77.8%
Image 6 Serenity, 33.3% Joy, 66.7%
Image 7 Sadness, 59.3% Anticipation, 40.7%
Image 8 Anticipation, 37% Fear, 63%
Image 9 Joy, 0% Trust, 100%
Image 10 Annoyance, 18.5% Vigilance, 81.5%
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