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In recent years, virtual reality and the integration of conversational agents

have become more prevalent in art exhibitions, which has led to the explo-

ration of new methods to enhance user experience. Although eye tracking

and conversational agents have been utilised separately until now, their

combined application remains under-explored. This study investigates how

integrating real-time gaze data with a vision language model (VLM) supports

the automatic identi�cation of areas of interest (AOIs) and in�uences user ex-

perience in a VR art gallery. To evaluate AOI identi�cation, we �rst assessed

the baseline of the VLM by manually checking the capacity of the VLM with

and without contextual information. Afterwards, we introduced the contex-

tual information and compared the answers between the manually de�ned

AOI agent and the gaze-driven agent. To assess the user experience, a user

study with 27 participants assessed enjoyment, engagement, personalisation,

collaboration, and gaze awareness through a VR visit, a questionnaire and

an interview. The results suggest that the VLM, when provided with gaze

data on a image and a basic text prompt, can identify AOIs in most cases

with a quantitative success rate of 72% of AOIs correctly identi�ed in 53

coordinates. The system can detect AOIs beyond those prede�ned in the

contextual information, generating more focused and relevant responses.

Although no statistically signi�cant di�erences in user experience were

observed between gaze-informed and manually guided agents, the �ndings

suggest that a gaze-based approach could support similarly e�ective user

interactions while reducing the manual e�ort required to de�ne AOIs. This

work contributes to the development of adaptive and scalable systems for

personalised experiences in VR art environments.
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1 INTRODUCTION

The use of VR has increased in recent years, o�ering new possi-

bilities for interactive art experiences. Virtual Reality (VR) can be

de�ned as a "computer-generated digital environment that can be

experienced and interacted with as if that environment were real" [11].

This allows museums to engage visitors in a deeper and meaningful

way [12, 25, 28].

Eye gaze tracking, which is a technique to detect and measure eye

movements, is used in many domains such as psychology [17, 21]

and human-computer interaction (HCI) [5, 6] among others. In the

context of VR, gaze tracking can o�er valuable insights into user

attention and engagement [19]. This study focuses on leveraging

gaze tracking in VR to enhance interactive art experiences.

Vision language models (VLM), also referred to as Multimodal

language models, are models that can learn simultaneously from

images and texts [14]. Combined with eye gaze tracking, they could

provide a personalised interaction in a virtual art environment [9].
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Although previous studies have highlighted the advantages of

eye-tracking in virtual environments [2, 18], its use alongside con-

versational agents (CA), which serve as a virtual guide that can

interact in real-time conversations, has yet to be thoroughly inves-

tigated. For instance, Javdani Rikhtehgar et al. [10] investigates the

e�ects of varying levels of gaze awareness on user experience, and

concludes that a CA that can tailor its response based on speci�c

areas of interest (AOI) enhances enjoyment. However, these AOIs

need to be de�ned manually, which can come at the cost of preci-

sion (e.g. overlapping bounding boxes of AOIs) and requires manual

labour. This study seeks to build on that foundation by examining

how combining real-time gaze data and images of the paintings in a

VLM can support dynamic AOI identi�cation and generate adaptive

conversational responses. Speci�cally, it aims to analyse how a VLM

can leverage real-time eye-tracking data to identify a user’s areas of

interest and how this impacts the user experience, focusing on met-

rics such as enjoyment, engagement, personalisation, collaboration

and gaze-awareness.

This leads to the following research question (RQ):

To what extent does the integration of real-time eye gaze data into

a vision language model in�uence user experience and enhance the

identi�cation of users’ areas of interest in a virtual art environment?

The RQ can be divided into the following sub research questions:

SRQ1: To what extent can a vision language model identify areas

of interest in virtual reality paintings using real-time gaze data?

SRQ2: To what extent does the integration of real-time gaze-

based AOI detection enhance the system’s ability to accurately and

informatively identify user-relevant regions?

SRQ3: To what extent does the incorporation of real-time gaze-

based AOI detection in�uence users’ experiences in a virtual art

environment, particularly with regard to enjoyment, engagement,

perceived personalisation, collaboration, and gaze awareness?

2 RELATED WORK

This section reviews the related work relevant to our research. It

begins with gaze tracking and its applications, followed by the

use of VR in museums. Next, it explores gaze tracking within VR

environments and behaviour tracking. The discussion then shifts to

multimodal interaction using eye gaze tracking. Finally, the section

outlines the identi�ed research gap and presents our contribution.

2.1 Gaze tracking and its applications

Gaze tracking identi�es the user’s gaze points and the corresponding

coordinates. Applications for this technology can be found across

multiple domains. These domains include psychology, where it helps
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in the analysis of the emotional and cognitive processes [17, 21] and

education, where gaze tracking is used to understand learning pat-

terns and improve teaching methods [1, 26]. Other domains include

neuroscience to analyse behaviour and study neural responses to vi-

sual stimuli [20] and human-computer interaction (HCI) to enhance

engagement and design a more personalised experience [5, 6].

2.2 VR in museums

In recent years, the implementation of VR in museums has been

researched. One study in particular implemented a virtual museum

with an outdoor environment to increase the emotion evoked by

cultural heritage [32], while other studies analyse how to create an

immersive experience in a virtual art exhibition [15, 30].

2.3 Gaze tracking in VR and behaviour tracking

Since the rise of VR, applications using gaze tracking in virtual real-

ity have become more accessible and frequent. Non-verbal signals,

particularly eye contact, are crucial in our everyday interactions as

a sign of engagement and as a way to share information [16]. Gaze

tracking o�ers many possibilities in analysing human cognition

and behaviour. For instance, Rahman et al. [22] studied students’

activities and behaviour patterns to create better teacher-guided

VR applications. The study of Mu et al. [19] analyses the correla-

tion between user engagement and levels of interest and found that

participants exhibited varying eye gaze patterns, with longer gazes

indicating closer inspection and interest in speci�c artwork details.

2.4 Multimodal interaction with eye gaze tracking

Multimodal interaction facilitates users’ engagement with the sys-

tem through multiple input modes (vision, speech, or touch). It has

been demonstrated to enhance user experience, provide �exibility

in interaction methods, and accommodate a wide range of user

preferences [29]. Eye tracking has been integrated into multimodal

applications, notably in cultural heritage systems. For instance, eye

tracking has produced museum guides to provide speci�c infor-

mation when visitors view speci�c objects [23, 27]. These studies

explore the integration of gaze tracking in multimodal systems but

only o�er a prede�ned set of information when requested. Javdani

Rikhtehgar et al. [10] explores the integration of a Large Language

Model (LLM) with gaze tracking within a VR art environment to

enhance user interaction with a more personalised collaboration.

Ho et al. [8] explored the integration of a VLM in a virtual art exhibi-

tion and found that it creates more diverse and deeper interactions.

Moreover, the study of Yan et al. [31] aligns VLMwith gaze attention

by training an AI model and comparing the results to other models;

however, it does not focus on what impact this can have on the user

experience.

2.5 Research Gap and Contribution

Prior research by Javdani Rikhtegar et al. [10], which studied the

e�ect of varying levels of eye gaze tracking, demonstrated that

conversational agents that can tailor responses based on speci�c

AOIs enhance the user’s sense of enjoyment. However, this approach

has not yet been extensively explored within the context of VR art

environments, as the AOIs need to be de�ned manually, which is

cost-e�ective. This study aims to replace manually identi�ed AOIs

with automatic AOIs to investigate how the integration of real-time

gaze data into a VLM impacts the user experience. By doing so, this

research seeks to inform the development of more personalised and

engaging user experiences in VR art settings.

3 METHODOLOGY

This section outlines the methodology employed in this research,

starting with an overview of the system. It then details the proce-

dures used for AOI identi�cation, the design of the user study, and

the evaluation measures applied to assess user experience.

3.1 System Overview

Figure 1 illustrates an overview of the current system, the system is

extended upon the research of Javdani Rikhtehgar et al. [10]. This

system consists of a virtual exhibition developed in Unity1, where

users can explore 3D representations of �ve artworks and access

contextual information through a conversational virtual guide pow-

ered by AI. The conversational agent leverages the VLM OpenAI

GPT-4o mini2 and the Rasa3 framework. The choice for this VLM

has been made to remain consistent with previous studies on this

topic. To integrate visual data into the conversational agent, we plot

the last coordinates on the painting and send the image to the agent.

3.1.1 Integration of real-time gaze data. Participants utilised an

HTC VIVE Pro Eye head-mounted display that features built-in

eye-tracking capabilities. Gaze data were transmitted in real time

on a frame-by-frame basis through the Tobii Pro SDK4. The con-

versational agent functions in two di�erent modes within the same

user experience: (1) responsive, where it addresses user inquiries,

and (2) proactive, where it starts a conversation after 30 seconds

of user inactivity. In both modes, the agent retrieves information

from a domain-speci�c knowledge graph. The proactive prompt is

depicted in Figure D.3. To adapt to the context, the agent retrieves

the participant’s latest gaze coordinates, which are superimposed

on the digital visualisation of the artwork (Figure 2). The code snip-

pet below demonstrates how the resulting annotated image and

accompanying prompt and possible user input are provided to the

VLM. The prompt itself includes relevant metadata about the paint-

ing as well as the dialogue history, enabling the model to generate

contextually appropriate responses.

1 try:

2 messages = [{"role": "system", "content": system_role

}]

3 user_content = []

4

5 if user_text:

6 user_content.append ({

7 "type": "text",

8 "text": user_text

9 })

10

11 if image_url:

12 user_content.append ({

13 "type": "image_url",

14 "image_url": {

1https://unity.com/
2https://openai.com/
3https://rasa.com/
4https://developer.tobiipro.com/
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Fig. 1. System Overview and Knowledge Graph Schema

15 "url": image_url

16 }

17 })

18

19 # Only add user message if there's content

20 if user_content:

21 messages.append ({

22 "role": "user",

23 "content": user_content

24 })

25

26 completion = client.chat.completions.create(

27 model="gpt -4o-mini",

28 messages=messages ,

29 )

3.2 Methodology for SRQ1: Identification of AOIs

To address this sub-research question, we conducted a two-part

comparative evaluation of the agent’s e�ectiveness in identifying

user AOIs within VR paintings. In the �rst part of the evaluation, we

�rst deliberately removed the cultural heritage knowledge graph in-

formation about the paintings from the agent’s prompt (Figure D.2)

to assess how the VLM responds without additional guidance. Ap-

proximately ten speci�c coordinates were selected per painting by

the researcher, as presented in Table C.1. The number of coordinates

varies between paintings, re�ecting di�erences in the number of

identi�able elements across the artworks. The agent’s responses

to these coordinates were manually checked and categorised into

(a) Example 1 (b) Example 2

Fig. 2. Examples of coordinates plo�ed onto the paintings

three groups: (1) correctly identi�ed object, (2) incorrectly identi-

�ed object, and (3) vague or partially correct identi�cation. This

allowed us to assess the VLM’s baseline interpretive capabilities

in the absence of background knowledge. Subsequently, to access

the e�ect of the knowledge graph, the same coordinates from The

African King Caspar were re-evaluated using a prompt that included

the cultural heritage knowledge graph (Figure D.3). The agent’s re-

sponses were again categorised using the same criteria, allowing for

a direct comparison to assess the impact of contextual information

on AOI identi�cation. An overview of these coordinates is presented

in Table C.2.
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3.3 Methodology for SRQ2: E�ect of gaze-data on the

identification of AOIs

To address this sub-research question, we evaluated the impact of

gaze tracking on AOI identi�cation by comparing two agent con-

�gurations: one using manually de�ned AOIs and the other using

automatically inferred AOIs based on real-time gaze data. In both

cases, historical and contextual information was integrated into the

prompts (Figure D.1 for the manual-AOI agent and Figure D.3 for

the gaze-driven agent). As shown in Table C.3, speci�c coordinates

were again selected by the researcher across the various paintings,

and corresponding nodes were created in the knowledge graph to

represent these AOIs. The agent’s performance in each condition

was assessed by initiating new conversations using the prede�ned

coordinates, with no dialogue history to avoid bias. The outputs

from both conditions for each coordinate were then compared on

the accuracy of AOI identi�cation and the depth of contextual in-

formation provided in the responses.

3.4 Methodology for SRQ3: Experiment setup

To answer this sub-research question, a user study has been per-

formed. The target group for the participants are university students

in the Netherlands aged 17 to 30. The user study has been reviewed

by the Ethics Committee of the University of Twente. The study

consists of 3 phases: the VR visit, a survey and an interview.

3.4.1 VR visit. For this study, a between-subjects experimental

design was employed to compare two conversational agents: the

second platform developed by Javdani Rikhtehgar et al. [10], here-

after referred to as the Manual-AOI agent, and the system described

in this work, referred to as the gaze-driven agent. The participants

participated in the designed system using a VLM connected to gaze

data. Each participant interacts with the VR exhibition at their own

pace, viewing paintings and reading texts. Participants are able to

engage with the virtual agent by asking questions, following its

prompts, or simply listening to its commentary. The VR setup will

be the same as in the research by Javdani Rikhtehgar et al. [10], con-

taining 5 paintings. This decision was made to enable comparison

with these results in order to evaluate the user experience. After

the VR visit, the participant completes a survey. Subsequently, the

participants share their thoughts in a follow-up interview.

3.4.2 Survey. This research used a survey to gather demographic

data from participants and assess the e�ectiveness of the CA. The

survey includes questions regarding participants’ gender, their mu-

seum visiting behaviours, their familiarity with VR technology and

virtual museums, as well as their preferred ways of receiving infor-

mation about the exhibition. Participants were also asked to indicate

the agent’s e�ectiveness using a 5-point Likert scale (from Strongly

Disagreed to Strongly Agreed).

3.4.3 Interview. Subsequently, a semi-structured interview has been

conducted to gain deeper insights into participants’ experiences. The

interview begins with questions regarding participants’ familiarity

with and comfort in VR environments and their overall impressions

of the VR experience. After that, participants were asked about

which sections they remembered, if they acquired any new knowl-

edge, and whether they found the content bene�cial. Lastly, we

asked if the experience felt personalised and why, and if they felt

that the conversational agent reacted to their AOI.

3.4.4 Analysis. We assessed the user experience using �ve main cri-

teria: enjoyment, engagement, perceived personalisation, perceived

collaboration and gaze awareness. Table B.1 outlines the speci�c

questions associated with each metric. In addition, we examine the

duration of time participants spent in the environment, and insights

from interview responses to develop a well-rounded understanding

of their experiences.

Enjoyment captures users’ satisfaction and pleasure during the

interaction with the virtual agent and their intention to reuse the

system in the future. Engagement assesses the degree of emotional

and cognitive involvement, using questions related to time percep-

tion, attentiveness, and interest in the agent’s responses. Perceived

personalisation measures how well the agent adapts to individual

user preferences, based on adaptability and recognition of user inter-

ests. Collaboration captures the sense of working together toward

shared goals, including mutual understanding and responsiveness.

Gaze awareness evaluates whether users feel the agent detects

and reacts to their visual attention, thereby enhancing the sense of

interactivity and presence.

These �ve aspects were assessed through Likert-scale questions,

with statistical di�erences between groups tested using t-tests. In

addition, the duration of time spent in the VR environment was used

as a behavioural indicator of engagement. Interview data further

enriches the evaluation by capturing user re�ections, preferences,

and suggestions, o�ering qualitative insights

4 RESULTS

This section describes the results. First, we will address the results

of SRQ1 which assessed the baseline performance of the VLM, after

which we will address the results of SRQ2 where the e�ect of gaze-

data on the identi�cation of AOIs is assesed. Lastly we will cover

the results of SRQ3, which evaluates the user experience.

4.1 Results for SRQ1: Identification of AOIs

In this phase, the VLM was prompted with visual input (Figure 2)

and a basic prompt with no supplementary background about the

artworks. (Figure D.2). Across 53 coordinates, the model correctly

identi�ed the object of focus in approximately 72% of the cases,

typically visually distinct features such as white collars, buttons,

and hair. In 6% of cases, the model produced incorrect identi�cations,

for example, not recognizing the pink bow in Portrait of DomMiguel

de Castro, depicted in Figure 2b, or failing to detect the ring worn

by King Caspar, instead referring only to the hand and �ngers. The

remaining 23% were vague or only partially accurate; for instance,

when the coordinate corresponded to the mouth, the agent described

the overall facial expression rather than the speci�c feature:

"You’re observing a striking portrait that beautifully cap-

tures the subject’s expressions and attire. The intricate

details of the jewellery, especially around the neck, re-

�ect richness and cultural signi�cance, while the neutral

background enhances the subject’s presence ..."

Similar issues included referencing jewellery generically instead

of specifying a necklace. Table C.1 gives a full overview of all the
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coordinates tested and their identi�cation. Despite the lack of con-

textual input, the model indicates a baseline visual comprehension

by identifying AOIs beyond those manually de�ned.

To evaluate the impact of the knowledge graph, we re-tested

14 coordinates from King Caspar’s portrait providing the knowl-

edge graph. Both setups yielded similar accuracy, with 57% correct

identi�cations. The agent without the knowledge graph produced

incorrect results in 7% of cases, while the agent with the graph erred

in 14%. Partial identi�cations occurred in 35% and 28% of responses,

respectively. These �ndings suggest that, regardless of context, the

model can identify AOIs. However, the knowledge graph enhances

the depth of the responses and provides knowledge about the object,

as is illustrated below, where the gaze is directed at the incense pot

of The African King Caspar:

"It seems you’re focusing on a ..., particularly around the

�gure’s hand and the pot they are holding. The portrayal

of the hand is quite detailed, showing careful attention

to texture and anatomical accuracy, which re�ects the

artist’s skill in rendering human forms. The metallic

sheen of the pot adds contrast and draws the viewer’s

eye, enhancing the overall richness of the composition

...""

– Without knowledge graph

"You’re currently observing a key detail of "The African

King Caspar." The �gure is holding an incense pot, which

symbolizes the gi� of frankincense, representing Jesus’

divinity. This golden vessel, ornately decorated, empha-

sizes its importance as one of the three gifts presented to

Jesus by the magi, and re�ects the cultural signi�cance

of incense in both religious and social contexts during

that time ...""

– With knowledge graph

4.2 Results for SRQ2: E�ect of gaze-data on the

identification of AOIs

The second phase introduced contextual information into the prompt,

including historical and thematic details. Two agent con�gurations

were compared: the �rst relied on approximately �ve manually

de�ned AOIs per painting, while the second used real-time gaze

tracking to dynamically infer AOIs. Both had access to the same

contextual knowledge base. An overview of the �ndings can be

found in Table C.3.

The gaze-driven agent often identi�ed AOIs beyond those de-

scribed in the prompt, while the manual-AOI agent focused mainly

on the prede�ned areas. For instance, in Head of a Boy in a Turban,

the gaze-driven agent correctly identi�ed the golden embellish-

ments on the blue garment, whereas the manual agent provided a

description of the garment. A similar case appeared in Portrait of

Dom Miguel de Castro (Figure 2b), where the gaze agent described

the ornate belt, while the manual agent referenced the garment

more generally.

The gaze-driven agent also indicated greater spatial precision. In

The African King Caspar, the necklace AOI did not fully cover the

object, yet the gaze-driven agent recognized a nearby gaze point

as part of it, o�ering a more complete description. Additionally, it

also frequently incorporated interpretive elements, such as emo-

tional expression or social status, when the gaze was directed at the

subject’s face or eyes; for example:

“It looks like you’re focusing on the face of King Caspar...

The expression is one of pride and con�dence, which

signi�es his high status...”

Both agents performed similarly with prominent features like the

turban or Diego Bemba’s box. Interestingly, the manual-AOI agent

provided richer background descriptions when AOIs were located

in those areas, often referencing visual techniques. The gaze-driven

agent responded more generally to background-focused gaze, unless

it landed close to another object, at which point it often shifted

and delivered a more detailed interpretation, re�ecting sensitivity

to subtle gaze shifts. That said, the gaze-driven agent guided the

conversation toward the prede�ned AOIs, even when the user’s

gaze was focused elsewhere.

4.3 Results for SRQ3: User experience

This section summarises the �ndings from the experiment. The

results from Group 1 were previously gathered in research by Jav-

dani Rikhtehgar et al. [10], but will be discussed here as well for

comparison.

4.3.1 �estionnaire results. This section presents the results gath-

ered from the questionnaire in the user study. The study included 27

participants, with 17 assigned to the manual-AOI condition (Group

1) and 10 to the gaze-driven agent (Group 2). All participants were

between the ages of 20 and 30 years old. The sample consisted of

14 males, 11 females, and 2 individuals who chose not to disclose

their gender. In terms of familiarity with VR, 1 participant was un-

familiar with it, 8 had heard of it, 12 had experienced it, and 6 were

very knowledgeable. Regarding museum attendance, 9 participants

visited rarely, 17 participants visited occasionally, and 1 participant

visited frequently. Out of the paintings shown in the VR experience,

23 were unfamiliar, 3 were somewhat familiar, and 1 was very fa-

miliar. Interest in virtual agents was expressed by 13 participants,

while 3 expressed disinterest and 11 were uncertain. For person-

alised virtual agents, 22 participants showed interest, 2 were not

interested, and 3 were uncertain. These results can be visualized in

Figure 3 displaying the results in pie charts.

The outcomes of the Likert-scale assessment are presented in

Table B.1 and illustrated in Figure 4, which displays box plots that

demonstrate the data distribution for each group. To assess the as-

sumption of normality, Shapiro–Wilk tests were conducted for each

evaluation measure across the two groups. The corresponding Q-Q

plots are presented in the appendix in Figure E.1 and Figure E.2. Re-

sults indicate that all variables, except for perceived personalisation

in Group 1, did not signi�cantly deviate from normality. In addition,

Levene’s tests for equality of variances were conducted for each de-

pendent variable, indicating that the assumption of homogeneity of

variances was met. Accordingly, independent samples t-tests were

conducted to assess between-group di�erences across all evaluation

measures. The analyses indicated no statistically signi�cant di�er-

ences between experimental conditions on any of the dependent
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Group Distribution

62.96%

37.04%

■ Group 1 (62.96 %)
■ Group 2 (37.04 %)

Gender Distribution

51.85%

40.74%
7.41%

■ Man (51.85 %)
■ Woman (40.74 %)
■ Non-binary (0 %)
■ Prefers not to say (7.41 %)

Familiarity with VR

3.70%

29.63%

44.44%
22.22%

■ Not familiar (3.70 %)
■ Heard of it (29.63 %)
■ Tried it (44.44 %)
■ Very familiar (22.22 %)

Museum attendance

33.33%

62.96%
3.70%

■ Never (0 %)
■ Rarely (33.33 %)
■ Occasionally (62.96 %)
■ Frequently (3.70 %)

Interest in virtual agent (VA)

48.15%

11.11%
40.74%

■ Yes (48.15 %)
■ No (11.11 %)
■ Maybe (40.74 %)

Interest in personalized VA

81.48%

7.41%

11.11%

■ Yes (81.48 %)
■ No (7.41 %)
■ Maybe (11.11 %)

Fig. 3. Pie charts of the�estionnaire results

variables: enjoyment, engagement, gaze awareness, and collabora-

tion (all p > .05). For the variable personalisation, a Mann–Whitney

U test was used due to a violation of normality assumptions; this

analysis also showed no signi�cant di�erence between conditions.

The e�ect sizes indicated a medium e�ect for enjoyment (Cohen’s

d = 0.693), a small to medium e�ect for engagement (Cohen’s d =

0.47), and small e�ects for personalisation (r = 0.13), collaboration

(Cohen’s d = 0.127), and gaze awareness (Cohen’s d = 0.099). The

average time spent in the VR is 699.19 and 576.7 seconds for Group

1 and Group 2, respectively.

4.3.2 Interview results. The semi-structured interviews conducted

with Group 2 revealed several recurring themes related to the user

experience in the VR environment. The four primary themes iden-

ti�ed were Timing, Personalisation, AOIs and Information, and

Speech Input.

Timing. Several participants commented on the timing of inter-

actions within the experience. In some cases, agent responses were

perceived as premature, occurring while the user was still observing

a painting. One participant noted, “The response time is of course slow,

but that’s kind of a given”. Additionally, overlapping functions specif-

ically, user-initiated questions and automated prompts resulted in

extended responses or delays, as one participant notes “the agent

responded by the time you were looking at something else”. This led to

confusion when users had already moved on to a new painting, yet

the agent continued discussing the previous one. Some participants

also expressed a desire for greater autonomy during the experience,

with one remarking that “I just want to take a look at my own pace”.

Personalisation. Most participants found the interaction to be per-

sonalised and appreciated the ability to ask their own questions.

Several users observed that, after several inquiries, the agent ap-

peared to tailor its responses to their interests, for example, focusing

on the symbolism of colours or historical context. However, two

participants felt the experience lacked su�cient personalisation.

This perception stemmed from the agent’s tendency to focus on

pre-scripted objects, limiting its ability to respond to broader or o�-

topic queries. One participant expressed disappointment when the

agent declined to answer a question outside the museum’s content

scope. To enhance personalisation, several participants suggested

implementing a menu at the beginning of the experience to select

preferred topics and delivery modes for information.

AOIs and Information. Most participants reported that the agent

responded in alignment with their interests, and the information

provided was generally perceived as useful and engaging. Nonethe-

less, there were notable exceptions. On some occasions, the agent

failed to recognise speci�c objects in the scene. For instance, in one

interaction, a participant inquired about a “pink bow” worn by Dom

Miguel de Castro, depicted in Figure 2b, which the agent incorrectly

claimed was not present. The agent responded:

“The painting you are referencing features Dom Miguel

de Castro in an elegantly styled out�t, but there isn’t

a pink bow depicted in the artwork; instead, his attire

includes a cavalier hat, topped with a striking red ostrich

feather. . . ”

This inaccuracy was particularly disappointing for the participant,

who expressed an interest in small visual details.

Speech Input. Speech input emerged as a signi�cant usability chal-

lenge. Participants frequently encountered di�culties with voice

recognition, often needing to repeat their questions. On average,

participants reported having to repeat their queries approximately

5.8 times5 over the entire visit. These issues were attributed to the

need to hold the input button for several seconds after �nishing

a question, as well as to the system’s sensitivity to speech pace

and phrasing. The system only reliably detected clearly articulated,

direct questions and failed to interpret more natural, conversational

phrasing where the question emerged mid-sentence.

5This value re�ects the arithmetic mean calculated from all interactions with the agent
during the experience.
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(a) Enjoyment (b) Engagement (c) Perceived Personalization

(d) Collaboration (e) Gaze awareness

Fig. 4. Results- Boxplot showing distribution for each group

5 DISCUSSION

5.1 Discussion for SRQ1: Identification of AOIs

The �ndings from this study indicate that the VLM, both with and

without contextual information, shows a capacity for recognizing

visually distinctive features in VR paintings. The relatively high

accuracy in the �rst phase suggests the model can produce relevant

content from visual input alone. However, vague or incorrect re-

sponses reveal the model’s limitations, e especially with nuanced

or symbolically rich AOIs. In some cases, the mistakes might be

due to the small size of the object and it was partly covered by

the coordinate marker. While contextual information enhances the

informativeness of response, often adding background and inter-

pretive detail, this was tested on only 14 coordinates from a single

painting, limiting generalisability. Additionally, a key limitation is

the potential bias in coordinate selection, as these were manually

chosen by the researcher, potentially favouring certain features or

interpretations over others.

5.2 Discussion for SRQ2: E�ect of gaze-data on the

identification of AOIs

The second part of the study explored the bene�ts of using real-

time gaze data. For this we introduced contextual information as

it provided more informative answers. While both agents used the

same historical and descriptive context, the gaze-informed agent

more often aligned its responses with the user’s actual focus. This

suggests that gaze tracking can support more adaptive and targeted

interactions by guiding the agent toward dynamically relevant con-

tent.

However, limitations emerged, the gaze-informed agent some-

times prioritized contextually described AOIs over the actual gaze

point. This anchoring bias, introduced by providing more detail on

approximately �ve AOIs per painting, led the agent to steer interac-

tions toward those focal points, even when gaze indicated otherwise,

reducing responsiveness and �exibility.

Interestingly, the fact that the manual-AOI agent often o�ered a

more informative response when the gaze landed on the background

could suggest a limitation of the VLM in recognizing the background.

However, when the gaze was positioned near a foreground object,

the gaze-driven agent indicates a nuanced capacity to shift focus

and provide detailed interpretations of adjacent visual elements.

These �ndings suggest that while gaze-informed systems reduce

manual e�ort and increase �exibility, contextual prompts must be

carefully designed to avoid overemphasising speci�c AOIs. Future

work could explore prompt strategies that better balance visual and

contextual input, such as including the full painting alongside the

gaze coordinate to ensure no details are obscured.

5.3 Discussion SQR3: User experience

This section discusses the key �ndings of the user study, examining

how participants experienced the AI-guided VR museum tour.

Timing. One of the central themes was the issue of timing. Several

participants expressed a preference for user-initiated prompting,

which would allow them greater autonomy andmore time to explore

7
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at their own pace. These �ndings re�ect broader concerns in HCI.

For example, Schönau [24] highlights that proactive system prompts

may lead users to delegate decision-making, thereby diminishing

their sense of agency. In this study, participants reported frustration

when the agent interrupted them while they were still focused on a

painting, indicating a disruption of user autonomy and engagement.

Additionally, delayed or excessively long responses from the agent

were noted to impair the �ow of interaction and reduce immersion.

This aligns with the framework of Csikszentmihalyi et al. [4], which

notes that poorly timed system behaviours can disrupt the user’s

sense of presence and engagement.

Personalisation. Personalisation emerged as another signi�cant

theme. Most participants appreciated being able to ask their own

questions and felt the agent adapted to their interests over time,

aligning with �ndings that personalisation enhances user satis-

faction and engagement [3, 7]. However, two participants felt the

experience lacked personalisation, noting that the agent often pri-

oritised AOIs with richer prede�ned information in the knowledge

graph. Although the agent could detect more objects visually, the

prompt tended to favour AOIs with more contextual data, limit-

ing response diversity and overlooking visually identi�ed elements.

This highlights how the prompt generation process may uninten-

tionally constrain content variety, reducing the perceived depth and

personalization of the interaction.

AOIs and Information. Information accuracy and the handling of

AOIs were also central to the user experience. As noted in the results,

the agent occasionally failed to correctly identify visual elements,

errors of this nature can undermine user trust [13], particularly for

users with a strong interest in visual detail. While many appreciated

the agent’s attention to speci�c elements, some preferred broader

contextual or historical insights, suggesting a need for adaptive

content delivery based on user preferences.

Speech input. Speech input emerged as a further challenge. Par-

ticipants encountered di�culties with needing to hold down a but-

ton for an extended time and articulating their questions slowly.

These technical constraints increased cognitive load and reduced

the natural interaction. Such interruptions impaired the natural

conversational �ow and contributed to user frustration. As a result,

problems with speech input not only reduced the quality of the

interaction but also made the experience feel less immersive. Users

felt less in control because they had to adapt their communication

style to the system’s limitations.

Finally, the results of the Likert-scale questions did not reveal sig-

ni�cant di�erences between the conditions tested. This may suggest

that user experience remained relatively consistent across condi-

tions. Notably, this points to the potential of reducing manual labour

in design: gaze-based AOI detection can yield experiences compara-

ble to those created manually.

A few limitations of this study should be acknowledged. The

relatively small sample sizes (17 and 10 participants) may limit the

generalisability of the �ndings, despite being within the norm for

VR research. Additionally, most participants from Group 2 reported

that they only occasionally visit museums and were not particularly

interested in this type of art exhibition. This may have in�uenced

their level of engagement during the experience and could have

a�ected the depth or variability of their responses.

Future work could explore expanding the knowledge base avail-

able to the agent to support a broader range of object-related content.

Enhancements to voice recognition accuracy and support for more

natural phrasing would likely improve user experience. Providing

users with greater control, for example, via a button next to each

painting to request information, could support autonomy and allow

comparative studies on di�erent interactionmodalities. Additionally,

future research could investigate how di�erent forms of personali-

sation, including upfront preference selection, impact engagement

and satisfaction.

6 CONCLUSION

This study investigated the e�ectiveness of a vision language model

(VLM) in detecting user areas of interest (AOIs) using real-time gaze

data in virtual reality (VR) art environments and examined how this

a�ects the perceived user experience. The research was structured

in three parts. The �rst part focused on evaluating the VLM’s ability

to identify AOIs based on visual input with and without contextual

information. The second part consisted of a comparison of two

agent con�gurations that incorporated contextual information: one

guided by manually prede�ned AOIs and the other by real-time gaze

tracking. The third part consisted of a user study designed to assess

how the integration of gaze tracking in�uenced users’ experience.

The �ndings suggest that the VLM can successfully identify AOIs,

even without prior information, accurately recognising elements

intended by the user in most instances. In the subsequent phase,

the agent utilising gaze tracking exhibited an improved capacity

to detect user-speci�c AOIs beyond those manually established,

facilitatingmore precise and responsive interactions. Although some

inclination towards prede�ned content was noted, the gaze-tracking

agent provided greater adaptability in matching the user’s genuine

focus.

There were no statistically signi�cant variations in user experi-

ence measurements between the manually guided and gaze-driven

scenarios. This comparability may suggest that similar levels of en-

gagement and perceived customisation can be attained without the

labour-intensive task of manually de�ning AOIs. This suggests that

real-time gaze tracking may represent a feasible and scalable op-

tion for developing adaptive, user-centred interactions in immersive

artistic experiences.

Overall, these results suggest the potential of gaze-aware systems

to facilitate automatic AOI detection and personalised interaction

in VR contexts, thereby minimising the e�ort required for de�ning

AOIs while still delivering meaningful user experiences.
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B EVALUATION MEASURES

Table C.3 presents an overview of the di�erent measures and their corresponding questions. The averages of each group and the t-test values

are also displayed to indicate whether there is a signi�cant di�erence. The results of the Shapiro-Wilk are also displayed to test normality,

with p1 referencing the p-value for Group 1 and p2 referencing the p-value for Group 2. And the Levene’s test for equality of variances.

Table B.1. Evaluation Measures Based on Likert-Scale �estions

Measure Related Questions Avg G1 Avg G2 t-test

/ Man-

Whitney

U

Shapiro-

Wilk

test

Levene’s

test

Enjoyment Q1: I enjoyed interacting with the virtual agent.

Q2: I would prefer future exhibitions to include

such interactive agents.

Q3: The virtual agent made me want to visit the

real exhibition.

Q4: I learned something new from the virtual

agent.

Q5: I am satis�ed with my interaction with the

virtual agent.

Q1: 3.65

Q2: 3.88

Q3: 3.65

Q4: 4.35

Q5: 3.59

Avg: 3.82

Q1: 3.4

Q2: 3.1

Q3: 2.8

Q4: 4.3

Q5: 3.4

Avg: 3.4

t = 1.738

p = 0.534

Cohen’s d =

0.693

p1 = 0.537

p2 = 0.635

F = 0.398

p = 0.534

Engagement Q1: During the interaction with the vir- tual

agent, I lost track of time.

Q2: The virtual agent seemed interested in what

I had to say.

Q3: I was interested in hearing what the virtual

agent had to say.

Q1: 3.47

Q2: 3.12

Q3: 4.00

Avg: 3.53

Q1: 3.5

Q2: 3.3

Q3: 3.7

Avg: 3.5

t = 0.119

p = 0.716

Cohen’s d =

0.47

p1 = 0.715

p2 = 0.547

F = 0.135

p = 0.716

Perceived

Personalization

Q1: I felt that the virtual agent adapted its be-

haviour based on my reactions.

Q2: The virtual agent seemed aware of my in-

terests during the interaction.

Q1: 2.59

Q2: 2.70

Avg: 2.65

Q1: 2.4

Q2: 3.3

Avg: 2.8

Man-

Whitney

U = 98

p = 0.501

r = 0.13

p1 = 0.001

p2 = 0.149

F = 3.770

p = 0.064

Sense of

Collaboration

Q1: The agent’s responses made me feel like we

were working together to explore the exhibits.

Q2: The virtual agent understood what I wanted

and helped me achieve my goal.

Q3: It was clear to me what the virtual agent

could do.

Q4: The virtual agent felt like it was paying

attention to me during the interaction.

Q1: 3.29

Q2: 3.47

Q3: 3.59

Q4: 3.41

Avg: 3.44

Q1: 2.9

Q2: 3.3

Q3: 4.0

Q4: 3.2

Avg: 3.35

t = 0.319

p = 0.590

Cohen’s d =

0.127

p1 = 0.798

p2 = 0.989

F = 0.297

p = 0.590

Gaze

Awareness

Q1: The virtual agent understood my focus dur-

ing the interaction.

Q2: The virtual agent seemed to recognize when

I focused on an object for an extended period or

when I shifted my attention between objects.

Q1: 3.06

Q2: 3.53

Avg: 3.29

Q1: 3.0

Q2: 3.4

Avg: 3.2

t = 0.248

p = 0.295

Cohen’s d =

0.099

p1 = 0.402

p2 = 0.886

F = 1.144

p = 0.716
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C RESULTS TESTING AGENTS MANUALLY

Table C.1 represents an overview of all the coordinates chosen for each painting with the corresponding identi�cation. The objects refer to the

features selected by the researcher. The objects in bold are objects also present in the knowledge graph, highlighting the objects recognised

beyond those in the knowledge graph.

Table C.1. Results for SRQ1 without knowledge graph

Painting Coordinates

[x,y]

Object Identi�ed Coordinates

[x,y]

Object Identi�ed

The African

King Caspar

[0.60, 0.50] Collar / necklace Correct [0.51, 0.31] eyebrow / forehead Correct

[0.90, 0.20] background vague [0.50, 0.20] hair Correct

[0.30, 0.90] golden incense pot Correct [0.25, 0.80] hand Correct

[0.25, 0.85] ring Wrong [0.50, 0.50] neck Correct

[0.45, 0.65] gemstone in the mid-

dle of the cloak

Correct [0.70, 0.80] gilt garment Correct

[0.50, 0.75] necklace Vague [0.62, 0.41] earring Vague

[0.45, 0.42] mouth Vague [0.15, 0.15] background Vague

Head of a Boy

in a Turban

[0.50, 0.30] forehead Vague [0.40, 0.90] gold ornament on blue

garment

Correct

[0.45, 0.15] background next to

feather

Correct [0.20, 0.30] background Vague

[0.56, 0.43] eyes Correct [0.67, 0.55] collar / neck Correct

[0.60, 0.80] blue garment Correct [0.60, 0.22] turban Correct

[0.52, 0.15] feather Correct [0.45, 0.55] mouth Vague

Portrait of

Dom Miguel

de Castro

[0.65, 0.93] pink bow Wrong [0.25, 0.30] Cavalier hat Correct

[0.15, 0.45] red feather Correct [0.40, 0.50] white collar Correct

[0.45, 0.30] eyes vague [0.45, 0.64] sash Correct

[0.85, 0.45] background Vague [0.50, 0.15] gold embellishment on

cavalier hat

Correct

[0.20, 0.90] garment Correct [0.60, 0.63] gold buttons on the gar-

ment

Correct

[0.85, 0.90] gold armour Wrong

Portrait of

Pedro Sunda

[0.62, 0.60] buttons from cloth Correct [0.65, 0.80] ivory tusk Correct

[0.50, 0.25] eyes Correct [0.35, 0.45] white collar Correct

[0.50, 0.60] green suit Correct [0.45, 0.95] hands holding the

ivory tusk

Correct

[0.90, 0.20] background Vague [0.30, 0.90] sleeve of the green suit Correct

[0.50, 0.30] face Wrong [0.58, 0.15] hair Correct

Continued on next page
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Painting Coordinates

[x,y]

Object Identi�ed Coordinates

[x,y]

Object Identi�ed

Portrait of

Diego Bemba

[0.50, 0.25] face near the eyes Correct [0.80, 0.70] box Correct

[0.50, 0.25] eyes Correct [0.15, 0.15] background Vague

[0.60, 0.60] buttons on the suit Correct [0.40, 0.45] white collar Correct

[0.50, 0.60] green suit Correct [0.50, 0.80] hand pointing to box Correct

[0.30, 0.85] sleeve Correct

Table C.1 represents an overview of the coordinates chosen for The African King Caspar with the corresponding identi�cation. The objects

refer to the features selected by the researcher. The objects in bold are objects also present in the knowledge graph, highlighting the objects

recognised beyond those in the knowledge graph.

Table C.2. Results for SRQ1 with the knowledge graph

Painting Coordinates

[x,y]

Object Identi�ed Coordinates

[x,y]

Object Identi�ed

The African

King Caspar

[0.60, 0.50] Collar / necklace Correct [0.51, 0.31] eyebrow / forehead Correct

[0.90, 0.20] background Wrong [0.50, 0.20] hair Correct

[0.30, 0.90] golden incense pot Correct [0.25, 0.80] hand Correct

[0.25, 0.85] ring Wrong [0.50, 0.50] neck Vague

[0.45, 0.65] gemstone in the mid-

dle of the cloak

Correct [0.70, 0.80] gilt garment Correct

[0.50, 0.75] necklace Correct [0.62, 0.41] earring Vague

[0.45, 0.42] mouth Vague [0.15, 0.15] background Vague

Table C.3 provides a comprehensive overview of all coordinates and objects selected for each painting by the researcher, alongside the

themes addressed by the manual-AOI agent and the gaze-driven agent, respectively.

Table C.3. Results for SRQ1

Painting Coordinates

[x,y]

Themes Manual-AOI agent Themes gaze-driven agent Comments

The African

King Caspar

[0.60, 0.50]

collar /

necklace

King Caspar, proud expression,

one of the three magi, ornate

clothing, golden incense pot

King Caspar’s ornate doublet,

golden accessories, necklace,

earring.

The manual-AOI agent provides general

information on King Caspar because the

AOI is not detected as the necklace. The

gaze-driven agent is able to recognize

that the focus point is on the jewellery

of King Caspar and provides informa-

tion on this and the doublet that is close

to the focus point.

Continued on next page
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Painting Coordinates

[x,y]

Themes Manual-AOI agent Themes gaze-driven agent Comments

[0.51, 0.34]

eyes

King Caspar, opulent clothing,

golden incense pot, proud ex-

pression, play of light across his

face and clothing, Haarlem clas-

sicism.

Face of King Caspar, expression

of pride and con�dence, use of

light and shadow to enhance

this dignity

The AOI of interest detected is King Cas-

par, the agent both focus on this, the

gaze-driven agent focusses a bit more

on the expression depicted on his face.

But both agents roughly give the same

information

[0.90, 0.20]

background

background, Haarlem classi-

cism, oil paints

King Caspar, golden incense

pot, one of the three magi, jew-

ellery, necklace and accessories,

his high status, elegance and

artistry of the Dutch Golden

Age

The focus is on the background of the

painting, the gaze-driven agent pro-

vides a more general description as the

manual-AOI agent provides more infor-

mation on the background and the tech-

niques of the painting.

Head of a

Boy in a

Turban

[0.50, 0.30]

forehead

The turban, young boy, tech-

niques to make the turban, cul-

tural signi�cance, the white

ostrich feather as decoration,

showcases the artist’s skill

turban, young boy, techniques

to make the turban, represen-

tation an important element

of various cultural heritages,

artist’s skill

Even though the focus point is on the

forehead, both agents provide roughly

the same information concerning the

turban worn by the boy

[0.40, 0.90]

gold or-

nament

on blue

garment

The blue garment, the boy, 17th-

century fashion, fantasy cos-

tume style, lavish blue pigment,

symbolized power and royalty,

the artist’s skill, emotion con-

veyed in the portrait.

blue garment, intricate details,

golden embellishment, fantasy

aspect of the attire, Gerrit Dou’s

technique, the luxurious fabrics,

17th-century clothing.

Both agents cover the blue garment

and its fantasy aspect. The gaze-driven

agent is able to recognise that the focus

lies on the embellishments on the gar-

ment and �rst focussed on that before

providing additional information.

[0.45, 0.15]

next to

white os-

trich feather

background, chiaroscuro, light

and shodow, Gerrit Dou

turban, white ostrich feather,

symbolic of peace and hope, at-

tention to detail that Gerrit Dou

was known for, decorative ele-

ments, honor both culture and

nature.

The exact point does not correspond to

a AOI, so the manual-AOI agent pro-

vides information on the background

while the gaze-driven agent provides in-

formation on the feather even if it is not

exactly on it.

Portrait of

Dom Miguel

de Castro

[0.60, 0.80]

gold part

of the gilt

garment

The gilt garment, Dom Miguel

de Castro, silver gilt embroidery,

symbolises wealth and elegance,

fashionable style of the 17th

century, signi�cance of status

and artistry

ornate belt, Dom Miguel de

Castro, silver decoration, crafts-

manship, status of the individ-

ual, symbolic of wealth and

power.

The gaze-driven agent recognises that

the focus point is on the belt worn

by Dom Miguel de Castro, while the

manual-AOI agent mostly focuses on

the gilt garment.

[0.15, 0.35]

tip of cava-

lier hat, next

to feather

The cavalier hat, Dom Miguel

de Castro, 17th-century fashion,

ostrich feathers and broaches,

extravagant tastes

Red ostrich feather in the paint-

ing, Dom Miguel de Castro,

symbolises elegance and status,

vibrant red colour, wealth and

power, the luxurious attire

The focus point in on the tip of the hat,

my agent recognises that this is next

to the ostrich feather and just its re-

sponse to this, while the manual-AOI

agent only receives the hat as a AOI.

[0.90, 0.40]

background

background, blue cloudy sky,

open sea, oil paint

cavalier hat, red ostrich feather,

17th century, elegance and

a�uence, wealth and status,

red colour, impression of Dom

Miguel de Castro’s

Because the AOI is the background, the

manual-AOI agent provides a good de-

scription of the background while the

gaze-driven agent provides more infor-

mation on the elements closest to it.

[0.48, 0.30]

eyes

DomMiguel de Castro, a power-

ful and serious expression, sta-

tus, ornate garment, red ostrich

feather, cavalier hat, wealth and

societal position during the 17th

century.

Dom Miguel de Castro, seri-

ous expression, status, ornate

silver gilt embroidery, embel-

lishments on his cavalier hat,

wealth and authority, Africa

and Europe during the 17th cen-

tury.

The gaze-driven agent recognises that

the focus is on his eyes and expression,

and focuses the information on this.

Continued on next page
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Painting Coordinates

[x,y]

Themes Manual-AOI agent Themes gaze-driven agent Comments

Portrait of

Pedro Sunda

[0.62, 0.60]

buttons

from cloth

green velvet suit, Pedro Sunda,

golden ribbons, buttons, Euro-

pean fashion, culture, white col-

lar, colonial power, his posture,

gaze

buttons, The suit, golden rib-

bons, buttons, European fash-

ion, cultural, Pedro Sunda, Eu-

ropean colonial.

Both agents gives generally the same

information, although the gaze-driven

agent is able to detect that our focus lies

on the buttons

[0.65, 0.80]

ivory tusk

ivory tusk, Pedro Sunda, 17th

century, wealth, strength and

power, Pedro Sunda’s role

ivory tusk, Pedro Sunda,

strength and power, richness of

the Congo’s exports, signi�cant

token, European and African

powers

Both agents provide generally the same

information

[0.50, 0.25]

eyes

Pedro Sunda, green velvet,

golden ribbons, buttons, Eu-

ropean fashion of the 1640s,

His posture, gaze, sense of

awareness, servant

Pedro Sunda, elephant’s tusk,

soft lighting, depth and detail of

his expression, dramatic shad-

ows that add to the painting’s

intensity, rich textures, velvet

attire, strength and luxury.

Both agents provide a description of

Pedro Sunda, however the gaze-driven

agent also provides information on the

expression of the �gure as the focus is

on the eyes

Portrait of

Diego

Bemba

[0.50, 0.25]

face, near

eyes

Diego Bemba, clothing, his com-

panion, uniformity, their con-

nection, small casket, diplo-

matic gift.

expressive face of Diego Be-

mba, gazes upward, sense of rev-

erence or gratitude, his attire,

bold colours, servant to Don

Miguel de Castro, the small cas-

ket, diplomatic gesture

With the response of the manual-AOI

agent, it is unclear who the companion

is. The gaze-driven agent distinguishes

that our gaze is upon the face of the sub-

ject and �rst focuses on the expression

portrait.

[0.80, 0.70]

box

small casket held, Diego Bemba,

diplomatic gift, the customs of

giving, foreign land, decorative

nature, artistic elements

Diego Bemba, small box, diplo-

matic gift, courtesy, artistic

craftsmanship, highlighting the

importance of such gifts in his-

torical diplomacy.

Both agents provide the same informa-

tion, as the AOI detected for the manual-

AOI agent is the box.

[0.15, 0.15]

background

background, blend of colours,

shadows, Diego Bemba

upper part of the painting,the

�gure’s gaze is directed up-

wards, gesture of holding the

small casket, connection to the

divine or an o�ering.

The manual-AOI agent provides more

information on the background and

painting techniques, while the gaze-

driven agent provides a more general

description.
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D AGENT PROMPTS

Figure D.1 presents the prompt used by the manual-AOI agent, followed by Figure D.2, which shows the prompt without the knowledge

graph information, and �nally Figure D.3, which includes the contextual knowledge graph.

1 """ ### System Role

2

3 You are an AI assistant serving as a virtual museum guide in a VR exhibition featuring five unique paintings.

4

5 Your task is to engage users by encouraging interaction with the artworks and providing insightful information to enhance

their experience.

6

7 The exhibition environment is as follows:

8 - The main room contains five paintings displayed across two walls.

9 - On one wall , three paintings are arranged side by side in the following order (left to right):

10 1. Portrait of Pedro Sunda

11 2. Portrait of Dom Miguel de Castro

12 3. Portrait of Diego Bemba

13 - On the wall opposite , there are two paintings displayed in this order (left to right):

14 1. Head of a Boy in a Turban

15 2. The African King Caspar

16

17 The user is currently observing a painting with the following details: ({GRAPH.get_last_obj(actorID)}).

18

19 They are specifically focused on this area of the painting: {GRAPH.get_last_aoi(actorID)}.

20

21 Use the painting 's image ({GRAPH.get_image_of_painting(actorID)}) to describe its visual features.

22

23 Use the conversation history ({GRAPH.conversation_history(actorID , agentID)}) to avoid repetition and gauge the user 's

engagement level. Adjust your depth of explanation accordingly:

24 - For highly engaged users , provide detailed insights.

25 - For less engaged users , keep responses concise and to the point.

26

27 If you have provided all the available information about the painting , thank the user and suggest exploring other

artworks in the exhibition , offering to guide them if they are interested.

28

29 ### Prioritization:

30 - Start by providing information about the specific area of the painting the user is observing.

31 - If all available details about this area have already been shared , invite the user to explore other parts of the

painting by highlighting interesting details in those areas , and discuss the painting as a whole.

32 - If the observed area is the background , prioritize explaining the techniques used to create it.

33 - Once all relevant details about the current painting have been shared , guide the conversation toward exploring

other topics or artworks.

34

35 ### Guidelines:

36 - Do not include links , URLs , emojis , or unrelated content.

37 - Avoid speculating or inventing details beyond the provided data.

38 - Refrain from unnecessarily repeating the painting 's name.

39 - Avoid unnecessary repetition of information.

40 - Limit your response to no more than two sentences.

41 """

Fig. D.1. Prompt of Manual-AOI agent for initiating conversation
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1 """ ### System Role

2

3 You are an AI assistant serving as a virtual museum guide in a VR exhibition featuring five unique paintings.

4

5 Your task is to engage users by encouraging interaction with the artworks and providing insightful information to enhance

their experience.

6

7 The exhibition environment is as follows:

8 - The main room contains five paintings displayed across two walls.

9 - On one wall , three paintings are arranged side by side in the following order (left to right):

10 1. Portrait of Pedro Sunda

11 2. Portrait of Dom Miguel de Castro

12 3. Portrait of Diego Bemba

13 - On the wall opposite , there are two paintings displayed in this order (left to right):

14 1. Head of a Boy in a Turban

15 2. The African King Caspar

16

17 The user is currently observing the painting ({GRAPH.get_last_obj_id(actorID)}).

18

19 Use this painting’s image to describe its visual features and the last viewed coordinates marked by the red cross to focus on the element the user

is currently viewing.

20

21 Use the conversation history (provided at the end) to avoid repetition and gauge the user's engagement level. Adjust your

depth of explanation accordingly:

22 - For highly engaged users , provide detailed insights.

23 - For less engaged users , keep responses concise and to the point.

24

25 If you have provided all the available information about the painting , thank the user and suggest exploring other

artworks in the exhibition , offering to guide them if they are interested.

26

27 ### Prioritization:

28 - Start by providing information about the specific area of the painting the user is observing using the image provided

with the red cross.

29 - If the observed area marked by the red cross is on the background, prioritize explaining the techniques used to create it.

30 - If all available details about this area have already been shared , invite the user to explore other parts of the

painting by highlighting interesting details in those areas , and discuss the painting as a whole.

31 - Once all relevant details about the current painting have been shared , guide the conversation toward exploring

other topics or artworks.

32

33 ### Guidelines:

34 - Do not include links , URLs , emojis , or unrelated content.

35 - Do not mention the red cross directly, only mention that the user is interested in a specific area of the painting.

36 - Avoid speculating or inventing details beyond the provided data.

37 - Refrain from unnecessarily repeating the painting 's name.

38 - Avoid unnecessary repetition of information.

39 - Limit your response to no more than two sentences.

40 - Focus on specific areas of the painting, and focus the conversation on the painting’s story, or history, its style, colours and artifacts.

41

42

43 ### Conversation history:

44 GRAPH.conversation_history(actorID, agentID)

45 """

Fig. D.2. Prompt for initiating conversation without cultural heritage information
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1 """ ### System Role

2

3 You are an AI assistant serving as a virtual museum guide in a VR exhibition featuring five unique paintings.

4

5 Your task is to engage users by encouraging interaction with the artworks and providing insightful information to enhance

their experience.

6

7 The exhibition environment is as follows:

8 - The main room contains five paintings displayed across two walls.

9 - On one wall , three paintings are arranged side by side in the following order (left to right):

10 1. Portrait of Pedro Sunda

11 2. Portrait of Dom Miguel de Castro

12 3. Portrait of Diego Bemba

13 - On the wall opposite , there are two paintings displayed in this order (left to right):

14 1. Head of a Boy in a Turban

15 2. The African King Caspar

16

17 The user is currently observing the painting ({GRAPH.get_last_obj_id(actorID)}).

18

19 Use this painting’s image to describe its visual features and the last viewed coordinates marked by the red cross to focus on the element the user

is currently viewing.

20

21 Use these details to provide additional information on the specific areas of the painting ({GRAPH.get_last_obj(actorID)})

22

23 Use the conversation history (provided at the end) to avoid repetition and gauge the user 's engagement level. Adjust your

depth of explanation accordingly:

24 - For highly engaged users , provide detailed insights.

25 - For less engaged users , keep responses concise and to the point.

26

27 If you have provided all the available information about the painting , thank the user and suggest exploring other

artworks in the exhibition , offering to guide them if they are interested.

28

29 ### Prioritization:

30 - Start by providing information about the specific area of the painting the user is observing using the image provided

with the red cross.

31 - If the observed area marked by the red cross is on the background, prioritize explaining the techniques used to create it.

32 - If all available details about this area have already been shared , invite the user to explore other parts of the

painting by highlighting interesting details in those areas , and discuss the painting as a whole.

33 - Once all relevant details about the current painting have been shared , guide the conversation toward exploring other

topics or artworks.

34

35 ### Guidelines:

36 - Do not include links , URLs , emojis , or unrelated content.

37 - Do not mention the red cross directly, only mention that the user is interested in a specific area of the painting.

38 - Avoid speculating or inventing details beyond the provided data.

39 - Refrain from unnecessarily repeating the painting 's name.

40 - Avoid unnecessary repetition of information.

41 - Limit your response to no more than two sentences.

42 - Focus on specific areas of the painting, and focus the conversation on the painting’s story, or history, its style, colours and artifacts.

43

44 ### Conversation history:

45 GRAPH.conversation_history(actorID, agentID)

46 """

Fig. D.3. Prompt for initiating conversation with cultural heritage information
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E QQ PLOTS

(a) Enjoyment G1 (b) Enjoyment G2

(c) Engagement G1 (d) Engagement G2

(e) Perceived Personalization G1 (f) Perceived Personalization G1

Fig. E.1. QQ plots for enjoyment, engagement and perceived personalization for each group
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(a) Collaboration G1 (b) Collaboration G2

(c) Gaze awareness G1 (d) Gaze awareness G2

Fig. E.2. QQ plots for collaboration and gaze awareness for each group
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