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Abstract
Crowdfunding platforms like Kickstarter offer opportunities for entrepreneurs and creators to fund their 
projects.  Most of these projects have a reward-tier structure to fund their campaigns. The reward-tier-
structure largely influences the outcome of the campaign. Therefore, this thesis aims to optimise this structure 
by developing a BOHB (Bayesian Optimization and Hyperband) framework with the integration of LLaMA-
based embeddings, identifying the most effective reward-tier strategies to enhance campaign success rates. 
The BOHB framework is specifically chosen, as it is particularly effective for high-dimensional, non-convex 
search spaces like those found in crowdfunding campaigns. Its adaptive resource allocation and multi-fidelity 
optimisation allow it to efficiently explore vast parameter spaces, identifying optimal reward strategies with 
reduced computational cost. To complement traditional numerical features such as funding goals, number 
of backers, and reward levels, the research integrates LLaMA embeddings which are incorporated in the 
model to predict the campaign success, giving a higher accuracy to the model. These embeddings capture the 
semantic richness and emotional tone of campaign descriptions and reward titles. By combining advanced 
hyperparameter optimisation with the use of LLaMA embeddings, the model identifies optimal reward 
configurations that enhance the probability of campaign success.
The study uses the publicly available Kickstarter database WebRobots.io, alongside additional data collected 
by a custom webscraper script. This thesis uses the data in the category Technology from the Kickstarter 
platform, followed by a data analysis in Python. 
The basic RF model scored 0.7428 on accuracy, 0.7169 on precision, 0.7326 on recall, 0.7247 on the F1-Score 
and 0.8150 on AUC-ROC. The best performing model, the XGBoost BOHB model with all-MiniLM-L6-v2 
Embeddings, scored 0.8180 on accuracy, 0.8177 on precision, 0.8182 on recall, 0.8180 on the F1-Score, and 
0.9011 on the AUC-ROC. This work contributes to the academic understanding of crowdfunding dynamics 
and provides actionable insights for researchers interested in NLP in crowdfunding.
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1. Introduction

This thesis explores the optimisation of reward-tier 
strategies in crowdfunding campaigns, focusing on the 
data available from the biggest crowdfunding platform in 
the Technology category. Crowdfunding made it possible 
for entrepreneurs and creatives to secure funding by 
offering reward tiers to incentivise backers at different 
pricing levels and tactics. One commonly known strategy 
is the ‘Early Bird’ option, where a limited number of early 
supporters receive a discount for their early commitment, 
which creates urgency and momentum. However, the 
optimisation of reward structures can be challenging 
cause of complex pricing strategies, exclusivity, and 
backer behaviour.
This research aims to optimise crowdfunding success 
by developing a Bayesian Optimization and Hyperband 
(BOHB) framework to enhance predictive modelling and 
reward-tier strategies for technology-based campaigns. 
Crowdfunding success is defined as a binary variable 
dependent on if the funding goal is obtained. In this 
thesis, this binary variable is used to measure the success 
and accuracy score of the found configurations of the 
variables.
BOHB is a Machine Learning (ML) technique specifically 
suitable in complex optimisation problems, which is 
applicable here with the high-dimensional optimisation 
problem in crowdfunding. It makes use of guided 
configuration sampling of Bayesian Optimization and 
Hyperband for efficient resource allocation, which 
balances the exploration and exploitation effectively 
(Falkner et al., 2018). Since textual relations play a big 
part in crowdfunding success, we use LLaMA (Large 
Language Model Meta AI) embeddings to extract 
nuanced textual features from campaign descriptions and 
reward names. LLaMA embeddings offer richer semantic 
representations, which improves the predictive capability 
of machine learning models. Large Language Models 
(LLMs) now play a major role in not only research, but 
also daily life (Chang et al., 2023) and new models keep 
being released, offering better performance every time.
These LLaMA embeddings are integrated into an 

optimisation process of two phases. In the first phase, 
BOHB is employed to optimise the hyperparameters 
of both Multi-Layer Perceptron (MLP) and Extreme 
Gradient Boosting (XGBoost) models for the success 
prediction of campaigns. After evaluation, XGBoost is 
chosen as the best performing model, demonstrating 
a higher accuracy than MLP. Building upon this 
foundation, the second phase introduces reward-tier 
information, including the number of rewards, average 
price, early bird and exclusive flags, sentiment analysis, 
reward price distribution, and clustering of reward types. 
BOHB is applied here as well, but then to fine-tune the 
parameters of the XGBoost model, leading to improved 
predictive performance. In the final model, customisable 
configurations are introduced on specific campaign 
parameters such as campaign duration, to simulate 
various scenarios. This specifically gives more insight 
in the reward structures and increases the probability of 
crowdfunding success.
The thesis is supervised by Jörg Osterrieder, Berend 
Roorda, and Stefana Belbe. They are all specialised in 
either finance, machine learning, or both. Motivated 
by personal interest and the academic objectives of the 
Financial Engineering and Management program, this 
research aims to bridge the gap between theory and 
practice. In addition to testing the model, this study 
will deepen the understanding of how AI can assist in 
managing crowdfunding campaigns. By doing so, it will 
provide practical recommendations for entrepreneurs 
looking to maximise funding potential through strategic 
campaign design.                   



1.1 Context
Crowdfunding

Crowdfunding has several applications. It is well-
known as an instrument to collect donations when for 
example a natural disaster occurred, with organisation 
Giro555 as an example (Giro555, n.d.). There are also 
other non-profit organisations which continuously use 
crowdfunding to fund their projects. One example is the 
Ocean Cleanup (The Ocean Cleanup, n.d.). Their aim is 
to have removed 90% of floating ocean plastic by 2040.

Although crowdfunding can be used in commercial 
applications, it also serves as a valuable tool for 
empowering emerging entrepreneurs and creative 
individuals. It enables these often under-resourced 
actors to bring innovative ideas to market, thereby 
promoting diversity and competition in industries 
typically dominated by large corporations. Crowdfunding 
platforms such as Kickstarter and Indiegogo have 

“Crowdfunding is the act of collecting monetary contributions together with feedback and suggestions from a 
crowd of contributors (either in form of donation or in exchange for some forms of reward) through an open 
call on enabling web platforms” (Butticè et al., 2018).

Figure 1: The Ocean Cleanup, they use an innovative system to clean plastic from oceans (The Ocean Cleanup, n.d.)

become popular venues for entrepreneurs and creatives 
to launch projects and seek financial support from the 
public. Both these platforms make use of reward-based 
crowdfunding, where the backer of a project receives 
a reward in return, which is often the product that is 
offered in exchange for a sum of money. Since its launch 
in 2009, Kickstarter has successfully funded over 
266,000 projects with more than 24 million backers 
contributing over $8 billion (About — Kickstarter, n.d.). 
Indiegogo, which was founded in 2008, has realised 
over 800,000 projects with more than 9 million backers 
(Learn About Indiegogo | Indiegogo, n.d.). A key 
difference between these platforms is the funding model: 
while Kickstarter requires projects to meet their funding 
goal to receive any money, Indiegogo offers a flexible 
funding option, allowing project creators to continue 
even if the goal is not reached.
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Crowdfunding success, defined as obtaining the 
campaign goal, is influenced by several factors. This 
includes the target funding goal, social proof (such 
as early backer support), campaign duration, team 
experience (if they have successfully run past projects), 
and the multimedia used (Elrashidy et al., 2024). 

Artificial Intelligence
Various forms of research have been published, and more 
often a form of Artificial Intelligence (AI) is used. AI is 
commonly characterized by the capability of machines to 
exhibit cognitive functions akin to human intelligence, or 
ultimately outperform humans with certain specific tasks. 
Often, Machine Learning (ML) is seen as the same as AI. 
However, AI is an overarching term that encompasses 
additional techniques and requirements besides ML. A 
full AI solution would have automated data identification, 
testing, and decision-making. ML involves manual data 
identification, testing by hand, and human decision-
making. Because it is difficult to implement a full 
working system on AI, most focus in research is on ML, 
to target a specific subprocess (Aziz & Dowling, 2019). 
This can be very specific, such as using ML to analyse the 
videos used on Kickstarter (Korzynski et al., 2021).

Reward-tier strategies
One of the most important factors is the reward-tier 
strategy, which significantly influences campaign 
success. Reward-tier strategies involve offering different 
rewards or perks to backers at varying price points, such 
as the earlier mentioned ‘Early Bird’ option. However, 
as projects increase in complexity, optimising reward 
tiers becomes more challenging. An example of this is 
the game Exploding Kittens, the most backed project on 
Kickstarter, which raised $8.7 million. The platform’s 
scalability features helped the creators avoid under-
ordering or over-ordering, demonstrating how reward 
tiers, combined with effective campaign management, 
can drive success (Kuchera, 2015). An example of a 
reward tier structure is shown in Figure 4, of the BioLite 
FirePit, a product which is a smokeless woodburning 
firepit, used with camping (BioLite FirePit, 2019).
In crowdfunding, there are many different characteristics 
that contribute to success or failure of a campaign. Few 

 Figure 2 (left): Kickstarter Logo (About — Kickstarter, n.d.)        
Figure 3 (right): Indiegogo Logo (Learn About Indiegogo | Indiegogo, n.d.)

Figure 4: Reward Tiers BioLite FirePit: different configurations of products 
(BioLite FirePit, 2019)

examples are the setting the funding goal, the clarity of 
the timeline, and the number of rewards. For all those 
three parameters, there is an optimum value which could 
vary per category of project, that results in a higher 
probability of crowdfunding success. More information 
and studies on these subjects are elucidated in Chapter 2. 
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All these parameters are influenced by human behaviour, 
and this differs in every situation. To illustrate this 
with an example, we look at the number of reward 
options. Elitzur et al. (2024) identified the overchoice 
phenomenon in crowdfunding, demonstrating an 
inverted U-shaped relationship between the number 
of reward options and campaign performance. This 
suggests that while offering diverse reward tiers attracts 
backers, too many options may overwhelm them, leading 
to decreased campaign success. However, studies do not 
seem to agree on the most optimal number of rewards, 
leading to the highest change of project success, and 
lightly contradict each other, most probably as behaviour 
changes over time and differs per demographic group. 
The Discussion Chapter reflects on this subject.  
One other important aspect in crowdfunding is a 
certain behaviour theory: signalling theory. This theory 
is essential for understanding how backers interpret 
the information presented in a campaign (Cumming 
et al., 2024; Moy et al., 2024; Tajvarpour & Pujari, 
2022; Zhai & Shen, 2024). Reward tiers and clear 
timelines both act as signals that can convey reliability 
and professionalism, directly influencing backers’ 
decisions. Striking the right balance between clarity 
and feasibility is key to maximising campaign success. 

Signalling theory also highlights the role of language, 
making Natural Language Processing (NLP) critical for 
this thesis. As an example, Tajvarpour & Pujari (2022) 
found that informal language reduces the crowdfunding 
success, whereas punctuation increases the success. Or 
that risk rhetoric creates a negative external perception 
reducing performance, whereas reward rhetoric creates 
a positive external perception increasing performance. 
This is another example that shows the value of 
semantics used in crowdfunding campaigns, illustrating 
why incorporating a form of text analysis is of high 
importance. Seemingly small factors can matter—higher 
levels of communication openness are linked to greater 
project success (Yasar et al., 2022).
As crowdfunding continues to evolve, the availability of 
large datasets and the increasing sophistication of AI 
offer new opportunities for campaign optimisation. With 
the use of AI and specifically ML, campaign creators can 
better understand backer preferences, predict campaign 
outcomes, and as this thesis shows, refine the reward 
structures. 
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Crowdfunding operates under several models, but 
this thesis focuses specifically on reward-based 
crowdfunding, which is the system used by platforms like 
Kickstarter (Aziz et al., 2023). While these platforms 
provide vast opportunities for entrepreneurs and 
creatives to reach potential backers, many campaigns 
still fail. One of the reasons is a lack of strategy in their 
reward tiers (Greenberg et al., 2013; Kuppuswamy & 
Bayus, 2018; M. Zhou et al., 2016). Selecting the wrong 
reward-tier strategy can confuse or overwhelm potential 
backers, leading to underfunding or campaign failure. 
Research points out issues such as the overchoice 
phenomenon, where too many reward options can 
negatively impact campaign performance (Elitzur et 
al., 2024), and the role of signalling in shaping backer 
perceptions (Cumming et al., 2024; Moy et al., 2024; 
Tajvarpour & Pujari, 2022; Zhai & Shen, 2024). Yet, 
despite these insights, most campaign creators rely on 
intuition or trial-and-error approaches, resulting in 
inconsistent outcomes.

Despite the availability of over 15 years’ worth of 
data from crowdfunding platforms, which has led to 
a rich body of literature, there remains a significant 
opportunity to optimise reward-tier strategies using 
modern analytical techniques. This not only offers an 
opportunity to gain insight into the behaviour of backers 
but also offers a higher change for creative individuals 
who do not have the financial means themselves, to bring 
their project alive. AI has gained attention in recent years 
across finance, being used in areas like trading, portfolio 
management, risk modelling, and text mining (Y. Li et 
al., 2023). Although AI has gained a large presence in 
the crowdfunding domain, applications specifically in 
optimising reward tiers, where predictive analytics and 
insights from backer behaviour could be game-changers, 
still remain relatively underexplored.

The challenge is not that reward-tier optimisation has 
been totally ignored, but that AI advances are evolving 
so rapidly that newer, more sophisticated methods are 
becoming available. Whereas there exist many studies 
that research parts of the reward tier strategy, e.g. 

making use of early-bird options (Wessel et al., 2019), 
there are very few that integrate multiple aspects, since 
this is difficult to capture with traditional approaches. 
This thesis uses NLP and Bayesian Optimization and 
Hyperband (BOHB) which can better account for backer 
behaviour, language patterns, and dynamic preferences 
than traditional static or rule-based approaches. 
Recent breakthroughs in AI, such as LLaMA, provide 
unprecedented capabilities in understanding campaign 
narratives and backer sentiment, but their potential for 
optimising reward-tier strategies in crowdfunding has 
not yet been fully realised.
Without a data-driven method in place for reward-tier 
optimisation, many campaigns fail to reach their funding 
goals, even when they have innovative underlying ideas 
or products. This not only undermines the potential of 
crowdfunding as a powerful financing mechanism but 
also limits growth opportunities for entrepreneurs. 
Therefore, there is a strong need for an AI-enhanced 
solution that can help campaign creators design 
and optimise reward tiers, balancing diversity with 
backer preferences and improving overall campaign 
performance.

Summarised, the problem statement of this thesis 
is to address the gap found in literature in optimising 
reward-tier strategies in crowdfunding campaigns by 
developing a data-driven framework that integrates 
the latest AI techniques, such as BOHB (Bayesian 
Optimization and Hyperband) and LLaMA embeddings, 
to analyse campaign parameters and optimise reward-
tier structures.

The main research question is: How can AI-driven 
methods, specifically BOHB and NLP, be applied 
to optimise reward-tier strategies in crowdfunding 
campaigns, maximising campaign success and improving 
backer engagement?

1.2 Problem Statement
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Following the problem statement, the research delves into the following questions:

1.1)  How do different campaign features (e.g., funding goals, reward levels, early backer incentives) 
interact to influence the financial success and risk profile of a crowdfunding campaign?
The characteristics that influence a crowdfunding campaign are described, the general knowledge about the optimal 
parameters is discussed. Relevant literature will be reviewed to build on existing knowledge. This review is described 
in Chapter 2.

1.2) How do different reward-tier structures influence backer behaviour in terms of funding commitment, 
what role does the use of language have here, and how can AI-driven optimisation enhance this interaction?
This question shows the relevance of this research. It aims to quantify how improving reward-tier structures will 
increase backer engagement. This is discussed in Chapter 2 as well.

2.1)  How can BOHB optimise reward tiers by balancing reward diversity with backer engagement in 
crowdfunding campaigns, thereby minimising financial risks associated with underfunding?
This question elucidates on the characteristics and mechanisms of BOHB. The necessity of BOHB for optimising 
reward tiers is demonstrated by comparing it to other common optimization methods. Relevant literature on BOHB is 
reviewed to demonstrate the novelty and advantages of this ML method in this context, which constitutes the first part 
of Chapter 3.

2.2)  How can LLaMA or other NLP techniques be utilised to identify key textual features in campaign 
descriptions and updates that enhance the prediction of crowdfunding campaign success?
This question also touches on the current literature and explains how LLaMA and other NLP techniques can be 
leveraged to analyse textual content to predict campaign success and related risks. This, shown in Chapter 3, shows 
how NLP improves prediction accuracy in optimising reward tiers.

2.3)  How can the integration of BOHB and NLP models contribute to a more accurate prediction of 
campaign funding outcomes and minimize the financial risks of failing to meet funding goals?
This question explores the synergistic effect of combining BOHB and NLP models, supported by relevant literature, 
in the context of this thesis. This is included in the last part of Chapter 3.

3)     What are the optimal hyperparameters and configurations for BOHB in combination with NLP and 
other ML models to maximise prediction accuracy, and how do they compare to a baseline model?
After data analysis and preparation in Chapter 4, Chapter 5 and 6 answer this question with the development and 
testing of the model that is made in this thesis.

4)      How can AI-driven optimisation of reward-tier configurations enhance crowdfunding campaign 
success by balancing campaign outcomes, reducing backer choice complexity, and minimising financial risks?
This question is covered in Chapter 6, where the model is evaluated, and the results are shown.

1.3 Research Questions
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This subsection elucidates the approach, referencing 
the research questions outlined earlier. The methods for 
conducting this research are described in four key areas: 
literature review, data collection, model design, and 
model testing.

Literature study
In Chapters two and three, a literature study is 
conducted. A systematic search string is composed using 
relevant keywords, and a date range will be selected 
alongside other selection criteria, such as the field of 
studies. The databases of Scopus (Scopus Search | 
Elsevier, n.d.) and ScienceDirect (ScienceDirect.Com | 
Science, Health and Medical Journals, Full Text Articles 
and Books., n.d.) are used. This study will focus on 
answering the research questions outlined in clusters 1 
and 2.
To discover the existing research in the specific topic 
of this thesis developing the combination of reward tier 
optimisation using BOHB and NLP, a Systematic Review 
(SR) is conducted (Kankanamge et al., 2019). While 
SR is often used for scarce and disjointed literature, 
it is also applicable here to synthesise the fragmented 
knowledge in this area. SR is a methodological approach 
to synthesise and summarise the state of knowledge 
on a given topic or research question. It follows strict 
guidelines in three stages: objectivity, transparency, 
traceability, and replicability (Cradock-Henry et al., 
2019). This is executed in three stages (Butler et al., 
2021), for the flow in Chapter 3, where the execution is 
described, the approach is described here:

• Stage 1: Planning. All search strings are defined 
as keywords and are used to search the title, abstract, 
and keywords of relevant publications. The databases of 
Scopus and ScienceDirect are utilised. A date range is 
selected based on the novelty of the subject (if the topic 
is novel, no date range will be applied). Based on the 
number of papers found, a further selection is made.
• Stage 2: Review. The articles are reviewed based 
on primary inclusion and exclusion criteria, focusing on 
title, abstract, and keywords. Duplicates are removed, 
and only accessible articles are included. The full text of 
the selected articles will be reviewed to determine their 

relevance to the research subject.
• Stage 3: Results. The papers are analysed using 
qualitative techniques. One example of a technique that 
can be used is called Pattern Matching. This is mainly 
used for case studies and qualitative research in general 
(Attard Cortis & Muir, 2022), which is the desired type 
of literature, as this thesis also uses qualitative data. The 
found papers can then be categorised and cross-checked 
against other literature. In this thesis, there is no need for 
Pattern Matching, since the result is very limited in size.

Data collection
The model requires training with an adequate volume 
of data. Crowdfunding data is collected using a readily 
available database of Kickstarter campaign information 
provided by WebRobots.io (Web Robots IO, 2025) 
in combination with data collected by web scraping. 
We choose to use the subset of Technology campaigns 
created on Kickstarter. After the data collection, the 
relevant information is cleaned, prepared and analysed. 
A critical aspect of this process is determining which 
data is most relevant for training the model. For 
example, can data from certain periods (e.g., during 
Covid-19) be considered less relevant due to unusual 
market conditions? (Elrashidy et al., 2024) show 
that Covid influenced the reaction to risk disclosure 
and using URL’s. Addressing potential biases, time 
dependencies, and reflecting on the data’s quality 
and representativeness is crucial. Chapter 4 gives 
an extended overview of the data and describes the 
distribution, reflects on the literature, and how it 
influences the model. We now provide a list of all 
features that are used for the models:

• Reward tier features: Reward count, Average 
reward price, Early bird presence, Sentiment of reward 
titles, Top reward name category, Exclusivity
• Campaign metadata: Goal in dollar, Campaign 
duration, Subcategory, Country
• Textual Content: Blurb and slug, Reward titles, 
Sentiment label, Embeddings (LLaMA or sentence-
transformers/all-MiniLM-L6-v2)

1.4 Approach
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Designing the model
This research leverages a BOHB framework alongside 
advanced Natural Language Processing (NLP) 
techniques to optimise reward-tier strategies in 
crowdfunding campaigns. The end goal of the model 
is to use different parameters for campaigns, such 
as a set campaign duration, to find the best reward 
tier configurations, such as the average price. It is an 
iterative process, building on a basic model to extend 
the model with multiple layers, to ultimately arrive at the 
final working model. There are four different steps in 
designing the final model:
• The first version of the model is a basic Random 
Forest (RF) model that can predict campaign success 
based on different campaign parameters such as the 
campaign duration and campaign goal. This model did 
not make use of LLaMA embeddings, but sentence-
transformers/all-MiniLM-L6-v2 embeddings, to 
compare later on.
• The second version of the model did incorporate 
the LLaMA embeddings and compared the performance 
of three different ML models: RF, XGBoost, and MLP. 
To find the optimal settings of these models, BOHB is 
leveraged here as well. 
• In the third version of the model, XGBoost is 
used together with BOHB to determine the optimal 
parameter settings for reward-based attributes, such as 
the number of rewards, or the use of exclusivity, without 
giving any specific campaign information such as the 
country.
• The final model now continues on the 
structure of the third model, but now accepts different 
customisable configurations for campaign parameters, so 
it has a higher relevance to practical applications.
The model architecture is informed by insights from 
the literature review and employs a range of publicly 
available Python libraries. Key components include 
HpBandSter (Falkner et al., 2018b) and Optuna (Akiba 
et al., 2019) for the implementation of BOHB, Hugging 
Face Transformers  (Wolf et al., 2020) for NLP tasks, 
Pandas (Mckinney, 2010) for data manipulation, and 
PyTorch (Paszke et al., 2019) for model training and 
embedding extraction. Central to this approach is the 
integration of LLaMA-derived embeddings for capturing 

textual nuances in campaign descriptions and updates. 
In addition, a separate sentiment analysis model is 
employed to extract backer sentiment, enhancing 
the understanding of narrative-driven influences on 
campaign success. The design prioritises not only 
prediction accuracy but also computational efficiency, 
optimising the resource-intensive processes associated 
with NLP tasks. Further elaboration on the model’s 
design and development process is presented in 
Chapter 5, where experimental setups, hyperparameter 
optimization, and evaluation metrics are discussed in 
detail.

Model testing and validation
In Chapter 6, the model’s reliability, performance, 
and accuracy are evaluated using metrics specific to 
classification tasks, reflecting the goal of predicting 
campaign success. Key metrics include accuracy, 
precision, recall, and F1-score. These metrics are 
particularly valuable for assessing model performance 
in the presence of class imbalance, as they offer a more 
nuanced view than accuracy alone. Additionally, the Area 
Under the Receiver Operating Characteristic Curve 
(AUC-ROC) assesses the model’s ability to distinguish 
between successful and unsuccessful campaigns across 
various thresholds. Moreover, a Sensitivity Analysis is 
performed to investigate the sensitivity of important 
features for the performance of the model.
This chapter will also provide a reflection on the used 
models and how it compares to the literature.
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In summary, this chapter has introduced the key challenges and opportunities in optimising reward-tier strategies 
for crowdfunding campaigns, emphasizing the importance of AI-driven methods like BOHB and NLP for improving 
campaign success. The research questions are outlined to explore how these methods can enhance backer 
engagement, minimize financial risks, and refine campaign strategies. The approach is introduced, and the four 
different design steps of the model are shown. The subsequent chapters will delve deeper into the literature, data 
collection, model development, and testing methodologies, setting the foundation for the practical application of 
these AI techniques in optimising crowdfunding outcomes.

1.5 Concluding words Chapter 1
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2. Literature Review - 
Crowdfunding Campaign Features

This chapter summarises the current overview of 
knowledge in the field, highlighting a gap in the 
literature and demonstrating the extensive possibilities 
and applications of Machine Learning in crowdfunding. 
This chapter gives a list of the ML methods used in the 
most relevant papers, and no definitions are required to 
understand the State of the Art. For a more thorough 
explanation, see Appendix A. Understanding the choice 
of methods is important; however, the specific details 
of methods relevant to this research are explored in 
greater depth in Chapter 3. To achieve this, the chapter 
addresses the following research questions: 

• How do different campaign features (e.g., 
funding goals, reward levels, early backer incentives) 
interact to influence the financial success and risk profile 
of a crowdfunding campaign?

This question has a high relevance to this thesis, as 
during the development of the model, the parameters 
in the data are chosen. If certain parameters have a 
negligibly small influence they could be omitted to limit 
the complexity of the calculations of the model. These 
different campaign features are reflected upon during 
data preparation. In the data Chapter, number four, the 
literature is compared with the findings in the dataset 
that we use in this thesis.

• How do different reward-tier structures influence 
backer behaviour in terms of funding commitment, what 
role does the use of language have here, and how can AI-
driven optimisation enhance this interaction?

Building on the first question, this explores how 
campaign features interact with reward-tier structures. 
These relationships are explored in the subchapter of 
‘Reward-tier Structures’. This part zooms in on the 
backer behaviour related to reward tiers. Furthermore, 
it demonstrates how the data related to crowdfunding 
campaigns is intricate enough to present an optimisation 
problem ideally suited for AI.
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This subchapter serves to show the findings of the initial 
review of the literature. A review of relevant papers 
reveals that there is a strong focus on the prediction of 
the success of the campaigns in crowdfunding. This is 
one of the most evident measures there is, since there 
is always data available about the status of the campaign 
(failed or succeeded), which is quite objective and 
unambiguous. Many studies make use of the same data, 
which is often retrieved from Kickstarter, since it has 
one of the most complete and vast databases there is in 
crowdfunding. It is quite interesting to see that even 
though the researchers work with the same data (mostly 
varying in the period of time), that the research is still 
extensive and many different research questions and 
methodologies are applied. The volume of research on 
crowdfunding continues to grow, and the focus areas 
are evolving. There used to be a focus on social capital, 
peer-to-peer lending, decision-making, venture capital, 
and open innovation. However, nowadays, other topics 
such as COVID-19, fintech, and machine learning 
receive more attention(Aziz et al., 2023). It can form 
a challenge to find a new combination between the 
research question(s) and methodology, therefore, a 
comprehensive dive into the literature is desired. Some 
research goals are categorised, and the methods used are 
described. While not exhaustive, this review illustrates 
the breadth of research available and which type of 
categories are of relevance for this thesis.

Team Characteristics and their Impact
A significant portion of literature delves into the team 
behind the campaign. They discuss the personality, and 
prior crowdfunding performance of the entrepreneur 
and arrive to interesting conclusions that for example 
having a female entrepreneur leads to a higher success 
rate, and narcissistic business owners launch less 
successful campaigns (Aziz et al., 2023). The personality 
is often analysed, and one common finding is the positive 
relationship between openness and crowdfunding 
success (Neuhaus et al., 2021). Furthermore, another 
category looks from a societal perspective, such as 
the challenges women face in using crowdfunding 
for financing (Saluja, 2024). While these findings are 
insightful, they may have limited practical applicability, 

as the composition of the team is often predetermined.

Investor and Backer Motivations
Other studies shift perspective to examine what motivates 
backers to invest. For example, they are more likely to 
repeatedly pick similar reward tiers rather than adhering 
to specific times for their investments. The longer they 
have been on the platform, the more this “sticking” 
behaviour shows up in picking rewards, although it 
appears less influential in determining the timing of 
their investments (Xiao & Yue, 2018). Additionally, 
another study by Hoegen et al. (2018) identifies six main 
categories of factors that influence backer decisions: 
financials and campaign characteristics, project and 
product quality, founder perception and attributes, social 
interactions, community and third-party involvement, 
and contextual elements. Among these, the final 
category, investor characteristics, was found to influence 
the impact of the other categories but did not directly 
contribute to the decision-making process itself. While 
investor characteristics may hold relevance for this 
thesis, it is expected these nuances are captured with ML 
algorithms. If unexpected results occur, this section of 
the literature may be revisited to explore these dynamics 
further.

Temporal and Event-Based Analysis
As mentioned, one of the key topics the last few years was 
how Covid impacted the crowdfunding campaigns. One 
finding is that there were more expressed sad emotions in 
a campaign’s description after the COVID-19 outbreak 
(J. Wang et al., 2022). Another study based in the UK 
finds that competition and Covid had a positive effect on 
crowdfunding success, while the Brexit had a negative 
influence (Vu & Christian, 2024). Some studies look 
at the development in crowdfunding throughout the 
years, such as the legislation that has come into place (Y. 
Zhao et al., 2019). It is important to keep in mind that 
the occurrence of these events or change in regulations 
could give different results in studies executed some 
years ago, in respect to the current ones. One measure 
that could possibly be applied is to put a higher weight on 
more recent campaigns than on older campaigns.

2.1  State of the Art
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The Effects of Crowdfunding
Some papers discuss the relevance of crowdfunding for 
either the company or society that crowdfunding can 
give, as well as the challenges it introduces (Hussain et 
al., 2023). Crowdfunding through online platforms has 
broadened access to capital, empowering entrepreneurs 
to create products and services that cater to diverse 
public needs. In addition, it can help companies to 
validate their idea and build a community of supporters 
(Hoque, 2024). Another finding is that crowdfunding 
could expand the international reach of the company, 
and strengthens its commercial networks (Troise 
et al., 2023). Crowdfunding is particularly valuable 
for firms facing high uncertainty about consumer 
preferences, such as developers of innovative consumer 
products. Furthermore, the structure of reward-based 
crowdfunding, particularly the constraints imposed by 
platforms, aligns firms’ incentives with the interests of 
their backers, reducing the likelihood of moral hazard 
(Chemla & Tinn, 2020). 

However, crowdfunding also comes with risks: the public 
disclosure of a large amount of information can expose 
entrepreneurs to intellectual property theft, fraud, 
and misuse. Entrepreneurs may also face operational 
challenges, such as the strain caused by overfunding. 
Additionally, crowdfunding disrupts traditional financial 
institutions, raising questions about its regulatory and 
legal implications. At the same time, it represents a 
democratisation of finance, addressing inequities in the 
current system by providing new funding opportunities 
for women and minority entrepreneurs (Hoque, 2024).
These findings provide important context for this 
thesis. While the risks and benefits of crowdfunding 
do not directly influence the optimisation of reward-
tier structures, they underline the broader relevance of 
this research. For example, a well-optimised reward-
tier structure could help mitigate risks like financial 
instability and operational strain, while also making 
campaigns more appealing to diverse groups of backers. 
By addressing these inefficiencies, this research 
contributes to making crowdfunding a more sustainable 
and equitable financing option, aligning with the societal 
benefits discussed in the literature.

Prediction of Project Success
The prediction of crowdfunding project success is one 
of the most extensively researched topics in the field. 
This focus is particularly relevant to this thesis, as 
the optimisation of reward tiers is evaluated based on 
campaign success. Recent studies frequently employ 
ML methods, making it important to analyse commonly 
used approaches and their suitability for specific research 
questions. For more detailed information on ML 
methods, refer to Appendix A.
Common Characteristics in Success Prediction Studies
Most success prediction studies share several key 
characteristics. They often incorporate features such as 
funding goals, campaign duration, categories, images, 
videos, and reward levels. Social signals, including 
Facebook connections, Twitter metrics, and the number 
of backers, are also frequently examined. Early studies 
primarily predicted whether a campaign reached its 
funding goal (binary success). Over time, research 
expanded to predict more nuanced outcomes, such as 
time-to-success, pledged funding range, and the factors 
influencing novice versus experienced creators (Ahmad 
et al., 2017; Y. Li et al., 2016; Tran et al., 2016; Ryoba, 
2021; M. Zhou et al., 2016). In the most recent years, 
visual and textual elements are also incorporated into the 
research (Blanchard et al., 2022; Gündüz, 2024; Z. Tang 
et al., 2023).

Early Classification Techniques
In earlier studies, researchers relied on static ML 
methods, often constrained by the limited data available 
at the time. For example:
• Support Vector Machine (SVM): (Etter et al., 
2013) achieved an accuracy of over 76% by focusing on 
Twitter data.
• Combination Methods: Greenberg et al. (2013) 
achieved 68% accuracy using decision tree algorithms, 
SVMs, and AdaBoost. Similarly, M. Zhou et al. (2016) 
reported 73% accuracy, claiming it exceeded educated 
guessing by 14%.
• Logistic Regression: M. J. Zhou et al. (2015) 
obtained 73% accuracy with logistic regression and 
recommended SVM as a classification algorithm, a choice 
supported by Oduro et al. (2022).
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However, these early methods often yielded inconsistent 
results. For instance, Cordova et al. (2015) achieved 
only 67% accuracy when applying logistic regression to 
technology projects. Later studies began incorporating 
more advanced algorithms, which improved prediction 
accuracy.

Advancements in Machine Learning Algorithms
As ML techniques progressed, accuracy rates increased 
significantly. Notable advancements include:
• Random Forest and Naive Bayes: Tran et 
al. (2016) used these models with Twitter features, 
achieving 81% accuracy for Random Forest and 78–80% 
for other models.
• Survival Analysis: Yan Li et al., (2016) combined 
survival analysis with logistic regression and SVMs, 
reporting accuracies of 76% and 78%, respectively.
• Random Forest with AdaBoost: Ahmad et al. 
(2017) achieved over 94% accuracy, marking a major 
improvement over earlier methods.

Emerging Techniques and Deep Learning
Recent years have seen the emergence of deep learning 
and other innovative approaches:
• Deep Neural Networks: Lee et al. (2018) 
employed sequence-to-sequence models with sentence-
level attention and Hierarchical Attention-based 
Networks, achieving 89–91% accuracy, including 76% 
accuracy using only text data.
• Multi-Layer Perceptron (MLP): Yu et al. (2018) 
showed this model outperformed Random Forest with 
AdaBoost, reaching 93% accuracy.
• Deep Learning vs. Traditional Methods: W. 
Wang et al. (2020) demonstrated that deep learning 
achieved the best results (92.3% accuracy) compared to 
decision trees, random forests, logistic regression, SVM, 
and K-nearest neighbours.
• Gradient-Boosted Decision Trees: Y. Guo et al. 
(2021) found that they provide 70.2% accuracy based on 
launch-time information alone.
• Metaheuristic Approaches: Ryoba et al.( 2021) 
applied a whale optimization algorithm with K-nearest 
neighbour, achieving 90.28% accuracy using a subset of 
nine features.

Visual and Language Models
Visual and textual elements are increasingly explored in 
crowdfunding prediction research:
• Visual Data: Blanchard et al. (2022) applied 
flexible ML models, including Lasso, Ridge, Bayesian 
additive regression trees, and XGBoost, to analyse visual 
content.
• Language Models: Language models such as 
bidirectional encoder representations from transformers 
(BERT) now dominate the field. For instance, 
Gündüz, (2024) demonstrated that BERT significantly 
outperformed FastText. Z. Tang et al. (2023) introduced 
a Deep Cross-Attention Network that outperformed 
BERT by integrating video and text data.

More detailed information about the language models is 
provided in Chapter 3.

Key Observation
One consistent finding across studies is the robust 
performance of Random Forest models. For instance, 
Zhong, (2022) highlights Random Forest’s ability to 
overcome issues like low stability and overfitting, often 
outperforming other classifiers. Similarly, Haitham et 
al. (2024) reaffirm the model’s strong predictive power, 
making it a useful benchmark for this thesis.
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From the literature, it’s evident that specific campaign 
features, such as funding goals, reward levels, and 
backer incentives, play crucial roles in influencing a 
campaign’s success and its associated financial risks. In 
this subchapter, all factors are stated and explained how 
they interact with different outcomes. It is important 
to note that the factors are identified as non-linear and 
can interact dynamically for each project (Oduro et 
al., 2022). This outline also shows the diversity and 
divergency of the factors. They are grouped in eight 
critical key themes to achieve the desired objectives.

1. Clear and obtainable Funding Goals
Many papers point out that the funding goal amount 
is a clear factor of the success of a project (Ahmad et 
al., 2017; Kuppuswamy & Bayus, 2018; Mollick, 2014; 
Ryoba et al., 2021; M. Zhou et al., 2016). Elitzur et al. 
(2023) Found that in their model, the log of the funding 
goal was the most influential metric, with text variables 
included second. Clear financial goals are fundamental 
to building trust and reducing backer uncertainty. 
Lukkarinen et al. (2016) and Pinkow & Emmerich (2021) 
demonstrate that achievable funding targets foster 
confidence among backers, directly improving campaign 
outcomes. Frydrych et al. (2014) found that lower 
funding targets signal legitimacy by creating modest, 
achievable expectations. This is in line with the effect of 
extra contributions just before reaching the target goal 
due to the psychological effect of goal proximity., and 
when it is reached, the contributions tend to decrease 
(Kuppuswamy & Bayus, 2017). Butticè et al. (2018) 
shows that higher targets are negatively associated 
with success. Conversely, excessively ambitious goals 
increase the risk of unmet expectations in the case of 
medical campaigns, as noted by Aleksina et al. (2019). 
The balance between confidence and financial potential 
is crucial for setting realistic goals. Y. Wang et al. (2021) 
emphasise that low funding goals increase perceived 
achievability, while Coakley et al. (2021) argue that 
overly conservative targets may limit financial success. 
Transparent milestones, as highlighted by Weber et 
al. (2023), further enhance backer trust by clearly 
delineating how funds will be utilised. 

2. Overfunding Risks and Clear timelines
If the project duration is too long, it negatively impacts 
the success of the project (Fernandez-Blanco et al., 
2020). Clear timelines improve backer confidence and 
enhance financial success. Y. Wang et al. (2021) found an 
inverted U-shaped relationship between timeline clarity 
and crowdfunding success, in the technology category. 
Frydrych et al. (2014) noted that shorter campaign 
durations reflect realistic and focused planning, 
signalling legitimacy to backers. Moreover, clear 
timelines mitigate the negative effects of overfunding by 
ensuring efficient resource allocation (Y. Wang et al., 
2021). While overfunding provides resource advantages, 
it introduces risks such as project delays and unmet 
backer expectations. Blockbusters increase platform 
visibility but may monopolize backer resources (Z. Wang 
et al., 2022). Weber et al. (2023) and Sendra-Pons et 
al. (2024) emphasise that signalling realistic goals and 
maintaining transparent communication are essential to 
managing these risks. 

3. Frequent Updates and Communication style
Following up on transparent communication, this 
alongside frequent updates significantly influence backer 
trust and engagement. Hui et al. (2014) and N. Wang et 
al. (2018) demonstrate that regular updates keep backers 
informed and engaged, reducing risks associated with 
uncertainty. The use of social media generally aids the 
project (Jankü et al., 2023). Maintaining engagement 
with backers over time helps sustain momentum and 
improves outcomes (Sendra-Pons et al., 2024; Q. 
Zhang et al., 2017). Another recent study found a 
significant relationship between quality/trust signals 
and campaigns’ funding success (Elrashidy et al., 2024). 
Transparent communication, particularly regarding 
project milestones and progress, fosters credibility 
(Aleksina et al., 2019; Q. Li & Wang, 2024; M. Zhou et 
al., 2016). Beyond transparency, narrative legitimacy in 
rewards-based crowdfunding often stems more from the 
online community within the platform than from visual 
pitches alone (Frydrych et al., 2014). Besides having 
a clear communication style, the style of voice of the 
description of the project has importance as well.

2.2  Influence of campaign features
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Clarity and emotional appeal in project descriptions are 
critical factors driving backer contributions (K.-F. Yang 
et al., 2023; X. Zhang et al., 2021) as well as positive 
sentiment (Adamska-Mieruszewska et al., 2021; Jankü et 
al., 2023; W. Wang et al., 2017). Positive sentiment in 
descriptions increases campaign success rates, especially 
in tech-focused campaigns (Yosipof et al., 2024). 
Furthermore, a product description should contain 
buzzwords and have a semantic richness – have many 
words which trigger a larger thought pattern (Babayoff & 
Shehory, 2022). Furthermore, simple, understandable 
language must be used (Adamska-Mieruszewska et al., 
2021). Even the verbs needed to request the reader to 
invest in the project matter (Carradını & Nystrom, 2024). 
Linguistic style, defined by features like concreteness, 
preciseness, and interactivity, has been shown to 
significantly impact success rates, particularly for 
social campaigns (Parhankangas & Renko, 2017). Most 
successful descriptions make use of general persuasion 
principles, such as reciprocity (Mitra & Gilbert, 2014). 
Frydrych et al. (2014) highlight that aligning the narrative 
to the platform community’s expectations enhances 
backer trust, reinforcing the campaign’s legitimacy. 
Rose et al. (2021) add that campaigns featuring products 
in early development stages or with long delivery times 
often feel psychologically distant to backers, reducing 
contributions and success rates. To counter this, 
outcome-focused mental simulation—helping backers 
imagine the benefits of the product—can effectively 
increase engagement and funding commitment.

4. Visual Elements
Combining textual and visual data enhances success 
prediction, as it complements textual content to signal 
professionalism and reduce perceived risks (Blanchard 
et al., 2022). They can enhance engagement as well 
(Barnes, 2024; Sendra-Pons et al., 2024; M. Zhou et al., 
2016), because most likely the positive first impressions 
from the images significantly influence backer decisions 
(Q. Guo et al., 2022). Moreover, visual appeal amplifies 
network effects – where people share and interact more 
with the campaign, driving engagement across related 
campaigns (Y. Wang et al., 2022). Furthermore, the 
number of videos seems to enlarge the campaign success 

(Ahmad et al., 2017; Kuppuswamy & Bayus, 2018; 
Mollick, 2014; Ryoba et al., 2021; M. Zhou et al., 2016). 
While Frydrych et al. (2014) emphasise narrative over 
visuals in signalling legitimacy, visuals still serve as a vital 
supplement for enhancing campaign professionalism. 
Elrashidy et al. (2024) found the use of photos to have an 
adverse effect on the success of the campaign, however, 
mixing multimedia has a positive effect.

5. Social Proof and Endorsements
The network effect is quite important. Network effects 
amplify campaign visibility and success, especially in 
technology niches (Y. Wang et al., 2022). The number 
of comments is an indicator of how successful the 
campaign will be (Fernandez-Blanco et al., 2020). 
Strong online communities amplify the effectiveness 
of campaign features (Marinova, 2019). Plus, social 
proof and endorsements amplify campaign credibility, 
leading to increased backer trust and contributions. 
Active engagement on social media is highly correlated 
to crowdfunding success (Q. Zhang et al., 2017). 
Support from the platform for the project and frequent 
updates both are positively correlated with the success 
of the project (Martínez-Cháfer et al., 2021). Q. Li & 
Wang (2024a) and Jankü et al. (2023) highlight the role 
of third-party endorsements and strong social media 
engagement in driving backer participation. Social 
interaction drives engagement, especially in innovative 
product campaigns (Pati & Garud, 2021). Psychological 
determinants like social proof and relatability enhance 
backer motivation (Popescul et al., 2020). It is important 
to address the public adequately, cultural alignment of 
strategies improves performance, emphasizing the need 
for context-specific approaches (Haasbroek & Ungerer, 
2020). Cultural and social alignment of narratives 
boosts campaign performance (Rama et al., 2022). 
Furthermore, aligning the goals to the demographics 
of the audience is important (Belleflamme et al., 2014). 
Even the identity of the entrepreneur seeking funding 
matters (Sendra-Pons et al., 2024). Important is that 
the online presence is not disclosed (Elrashidy et al., 
2024). Solo-founders have a lower chance succeeding 
(McCarthy et al., 2023). 
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6. Early Backer Incentives and Engagement
Early backer incentives create momentum critical for 
campaign success. Research by Etter et al. (2013) and 
Kindler et al. (2019) shows that campaigns with strong 
initial engagement are more likely to succeed. Similarly, 
Hui et al. (2014) show that visible support from early 
adopters creates a bandwagon effect, motivating further 
contributions. C. Zhao et al. (2019) argue that these early 
contributions set a positive tone, attracting subsequent 
backers. This phenomenon underscores the importance 
of well-timed rewards or exclusive offers to secure early 
support. 

7. Category of Project
The category of the project is important in two ways: 
different categories have different characteristics that 
perform well, and a certain category membership can 
offer an advantage because of a ‘blockbuster’. This is 
a project that performs extremely well. Incremental 
innovations are more likely to succeed than radical 
innovations. Non-profit projects are generally more 
successful than for-profit projects (Butticè et al., 2018). 
Some studies show examples of how different attributes 
work differently for other categories. For movie 
crowdfunding campaigns, storytelling and milestone-
based rewards significantly improve backer engagement 
(M.-Y. Chen et al., 2022). Plus, positive sentiment in 
descriptions is particularly effective in tech-related 
campaigns (Yosipof et al., 2024). Lastly, clear academic 
value and detailed explanations attract diverse backers 
in academic funding (Sauermann et al., 2019). In 
general, tailoring campaigns to niche markets ensures 
higher success rates and stronger backer connections 
(Corsini & Frey, 2023). One other interesting thing to 
note is that environmentally oriented campaigns attract 
diverse backers and higher success rates (Hörisch & 
Tenner, 2020). They also resonate with environmentally 
conscious backers (Bento et al., 2019). Environmentally 
focused campaigns attract global backers, especially in 
developed markets (X. Tang et al., 2024). The category 
membership also can cause similar projects to fail 
or succeed. Blockbusters increase visibility but may 
monopolize resources, impacting smaller campaigns (Z. 
Wang et al., 2022).

8. Tailored and Personalized Reward Structures
Reward levels are included in predicting the outcome of 
the campaign and influence the success (Greenberg et 
al., 2013; Kuppuswamy & Bayus, 2018; M. Zhou et al., 
2016). In the study of Elitzur et al. (2023) the reward 
options were the fourth most important criterium, 
taking into account text variables. Greater variety and 
personalization increase campaign attractiveness, and 
socially interactive rewards (e.g., merchandise) correlate 
with higher success rates (Butticè et al., 2018). The 
supply of multiple reward options is important (Kunz 
et al., 2017). One study showed the most important 
feature in their outcomes was the number of reward 
options (Zhong, 2022a). One example that shows 
the significance is the overchoice phenomenon exists 
in crowdfunding as well, with the tipping point of 33 
options (Elitzur et al., 2024), which seems contradictory 
to the findings of (Martínez-Cháfer et al., 2021), who 
found the number of reward options are independent 
of the project success. Reward levels tailored to specific 
backer demographics enhance participation and 
financial success. Mitra & Gilbert, (2014) and Adamska-
Mieruszewska et al. (2021) argue that simplicity and 
clarity in reward descriptions increase accessibility for 
a broad audience. Persuasive elements in text interact 
with reward tiers to influence outcomes (Allison et al., 
2017). Babayoff & Shehory (2022) further highlight 
that semantic richness and emotional resonance in 
reward descriptions improve backer engagement, 
especially in niche markets. Furthermore, personalised 
and tiered rewards significantly enhance backer 
engagement. Fernandez-Blanco et al. (2020) and W. 
Wang et al. (2024) demonstrate that tailored rewards, 
such as milestone-based incentives, align with backer 
preferences and drive participation. For example, 
niche campaigns in the video game and sustainability 
sectors benefit greatly from reward customisation 
(Bento et al., 2019; M. Y. Chen et al., 2021). However, 
in sustainable projects, the complexity of managing 
personalised rewards must be carefully addressed to 
avoid inefficiencies (Corsini & Frey, 2023). Reward 
tiers and funding structures significantly affect product 
development timelines and risks (Candogan et al., 2024).
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Importance of Research
The interaction of these eight campaign design 
factors—clear financial goals, achievable funding 
targets, personalised rewards, early backer incentives, 
frequent updates, overfunding management, social 
proof, and tailored reward levels—plays a critical role 
in crowdfunding success. Language use has also been 
shown to significantly influence outcomes: in a large-
scale study of 45,000 Kickstarter projects, linguistic 
features alone accounted for approximately 58% of the 
variance in project success (Mitra & Gilbert, 2014). This 
figure does not reflect perfect prediction but highlights 
the unexpected importance of narrative and persuasive 
phrasing, since in this study only language (and not other 
features) was analysed. Given that language impact varies 
by category, this thesis focuses on technology campaigns, 
where prior research indicates that positive sentiment 
and phrasing are particularly predictive (Yosipof et al., 
2024). A multimodal model can aid the accuracy, as an 
example: combining text, visuals, and social features 
significantly improves success prediction (Cheng et al., 
2019). Furthermore, as all elements interact differently 
with each other (Oduro et al., 2022), ML algorithms 
seem in place, since they can account for many different 
scenarios. Lastly, the reward structure is a vital element 
in the crowdfunding campaign (Greenberg et al., 2013; 
Kuppuswamy & Bayus, 2018; M. Zhou et al., 2016), and 
therefore, forms a good topic for additional research.
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There are 4 major crowdfunding models: equity-based, 
donation-based, loan-based, and reward-based. The 
lending and the reward-based models raised most funds 
across the globe (Wangchuk, 2021). Since most public 
information is available, the reward-based model is 
researched in this thesis. This model carries a medium 
amount of risk for both the founders and the pledgers, 
as the highest risk is that the founder cannot provide 
the pledger with the reward, and the money is refunded 
(Hossain & Oparaocha, 2017). Rewards consist of either 
material compensation or social acknowledgment (Kraus 
et al., 2016). The amount of risk and the reward tiers 
are linked to each other (Candogan et al., 2024). As 
mentioned in the previous paragraph, the reward options 
heavily influence the success of the campaign (Greenberg 
et al., 2013; Kuppuswamy & Bayus, 2018; M. Zhou et 
al., 2016). Understanding these interactions is crucial to 
optimising campaign outcomes.

Number of Rewards
As mentioned, this is a vital element (Zhong, 2022), 
although not all studies seem to agree (Martínez-Cháfer 
et al., 2021). There are several psychological concepts 
which play a role in this matter. Y. Lin et al. (2016) 
discuss the choice overload hypothesis, where the 
potential backer is dazed by the number of options, also 
referred to as the overchoice phenomenon (Elitzur et 
al., 2024). Y. Lin et al. (2016) find that the overchoice 
phenomenon does not exist in crowdfunding for projects 
with a maximum of 30 reward options. Elitzur et al. 
(2024) find a very high tipping point of 33, showing 
that in general, more reward options increase success 
probability. However, another study by Cai et al. (2021) 
finds that there is an inverted U-shaped relationship 
between the campaign success and the number of 
rewards. They find the most optimal reward number is 
10.

Strategic Pricing
The pricing of the rewards interacts with the number of 
options. One clear example is the dual-process theory, 
which suggests that people either think with their 
System-1 processing (fast, automatic and intuitive), or 
System-2 processing (slow, deliberate and analytical). 
Crowdfunding backers tend to use System 1, which is 
associated with several cognitive biases. One of those 

is the middle-option bias, where backers may choose 
the middle reward option more than they choose other 
options (Simons et al., 2017). Other effective tactics are 
pricing awards with a number ending with a 4 or a 9, and 
bundling, but for crowdfunding only with a maximum of 
4 options (Keisar & Lev, 2023). Another tactic which is 
frequently studied is applying a lottery. More backers are 
attracted when using this strategy, but the backers that 
would pledge a big amount of money hold back when this 
strategy is implemented, which causes a lower funding 
amount (Gong et al., 2021). Moreover, a donation option 
could be added to the reward tiers. This is mainly for 
prosocial-cause projects beneficial to reach campaign 
success (J. Chan et al., 2023).

Language and Rewards
Mitra & Gilbert (2014) and Adamska-Mieruszewska 
et al. (2021) argue that simplicity and clarity in reward 
descriptions increase accessibility for a broad audience. 
Furthermore, semantic richness, emotional resonance 
(Babayoff & Shehory, 2022), and persuasive elements 
interact with the reward tiers and can improve backer 
engagement (Allison et al., 2017). Not only the content, 
but even the quantity of the words used matters. Bi et al. 
(2017) found that the word count of the introduction in 
reward-based crowdfunding typically signals the project 
quality. More readers will invest with a higher word 
count.
Another paper studies the use of the Machiavellian 
rhetoric and measure the relationship between 
the frequency of Machiavellian rhetoric use and 
crowdfunding performance. This type of language is 
divided into eight facets: revenge, intimidation, betrayal, 
manipulation, ingratiation, supplication, self-disclosure, 
and persuasion. The use of revenge, self-disclosure, 
and intimidation have negative effects on the campaign. 
However, signals of ingratiation and persuasion have 
mixed positive effects, where ingratiation increases 
the number of backers, but not the funding success. 
For persuasion it is the other way around, and betrayal 
rhetoric is positively related to both measures (Calic 
et al., 2021). Furthermore, it is determined that an 
effective entrepreneurial narrative in a reward-based 
crowdfunding campaign consists of the following 
elements: 1) problem/need; 2) project; 3) product; 4) 
team; and 5) venture (Crescenzo et al., 2022).

2.3 Reward-tier Structures
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Timing
Lin et al. (2016) also find that projects with late-added 
rewards receive relatively more funds, independent on 
if they are successful or unsuccessful. For successful 
projects, they receive 1.4 times more of raised-goal 
rations than those without. Another tactic that enhances 
the campaign performance is to signal information 
regarding the future retail price (Sewaid et al., 2021).

Personalization and Exclusivity
There are several ways to implement personalisation 
as a strategy in reward options. Applicable options 
to enhance the campaign success are to use socially 
interactive rewards such as merchandise (Butticè et 
al., 2018), tailored rewards such as milestone-based 
incentives (Fernandez-Blanco et al., 2020; W. Wang 
et al., 2024), or the use of exclusivity for early backers 
with early birds (Wessel et al., 2019). Moreover, rewards 
that offer an intrinsic motivation, which regard a product 
that is sold as individual ownership, such as a prototype 
or limited edition, allow the project to achieve bigger 
funding (Cappa et al., 2021; Maiolini et al., 2023). 
Y. Lin et al. (2016) show that in both successful and 
unsuccessful projects, projects with limited rewards 
have a higher raised-goal ratio. They devote this to the 
fact that scarcity appeals, and that the limited-edition 
products mostly result in irrational purchases and faster 
sales. However, with too many exclusive options, there is 
an adverse effect (Keisar & Lev, 2023). Dynamic updates 
to limited-edition options can mitigate this, renewing 
backer interest and driving contributions (L. Yang et al., 
2020).
With early-bird options, there is the so-called 
“phantom effect”, where backers choose the equivalent 
but undiscounted reward option more frequent. In 
traditional offline retail, a sold-out hurts, but here, it 
is effective to promote sales. This effect is especially 
strong with a moderate amount of discount for early 
bird options. Plus, the effect is reliant on social proof; 
if many others choose the early bird option, and there 
is a huge discount, people are less likely to buy the 
undiscounted option (M. Chen et al., 2021; Wessel et al., 
2019). Lastly, reward levels that let pledgers participate 
in and experience the project are correlated with project 
success (Regner & Crosetto, 2021).

AI implementation
In the past, traditional methods were used to predict 
the success of crowdfunding campaigns, such as linear 
regression or logit. These are largely dependent on 
parameterization and assumptions (Cavalcanti et al., 
2024). There are several more recent studies, as shown 
in 2.1: State of the Art, which use Machine Learning and 
arrive to more accurate predictions for the success of the 
campaigns (Cavalcanti et al., 2024; Elitzur et al., 2023). 
In the very recent years, many ML methods have been 
tested, but it seems BOHB in combination with LLaMA 
embeddings has not yet been studied, although research 
seems to point out Bayesian semi-parametric approaches 
would be the next type of model to test (Oduro et 
al., 2022). The next chapter will delve into how the 
application of this type of approach can aid the prediction 
of success of reward-based crowdfunding campaigns.
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This literature review highlights there is an extensive body of research about crowdfunding campaigns, enabled by 
the availability of large public databases like Kickstarter. The role of campaign features and advanced ML methods 
in predicting and enhancing campaign success is frequently emphasized (Blanchard et al., 2022; Elitzur et al., 
2023). Key findings indicate that reward-tier structures, clear financial goals, and personalised strategies are critical 
factors influencing backer behaviour and funding outcomes (Greenberg et al., 2013; Kuppuswamy & Bayus, 2018). 
Additionally, the integration of textual, visual, and social features has been shown to significantly enhance prediction 
accuracy, particularly in technology-related projects where language plays a central role in engaging backers 
(Babayoff & Shehory, 2022; Mitra & Gilbert, 2014). This illustrates the reward tier structures can be complex, and of 
high importance for the success of a campaign. Using ML to control some of those parameters will therefore benefit 
campaign creators.
Furthermore, the literature underscores the robust performance of Random Forest as a benchmark ML model, 
particularly when analysing complex and non-linear relationships in crowdfunding data (Haitham et al., 2024; Zhong, 
2022). However, gaps remain in applying advanced Bayesian semi-parametric approaches. The novel approach to 
utilising BOHB combined with LLaMA embeddings holds promise for optimising reward-tier strategies, particularly 
through its ability to analyse the semantic richness, emotional resonance, and persuasive elements in language that 
significantly influence campaign success (Allison et al., 2017; Calic et al., 2021). These insights set the stage for the 
development of AI-enhanced methodologies to improve campaign outcomes and reduce financial risks in reward-
based crowdfunding.

2.4 Concluding words Chapter 2
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3. Literature Review - 
AI-Driven Optimisation and NLP in Crowdfunding

This chapter continues the literature review initiated 
in the previous chapter. It starts off with a Systematic 
Review (SR) to capture the present applications of the 
combination of optimisation using BOHB and NLP 
in crowdfunding, to further highlight the gap present 
in literature and to be able to build further on existing 
literature. After this, 3 research questions are answered 
necessary to grasp the specific background knowledge 
required to create and tune the model to its best 
capabilities:

• How can BOHB optimise reward tiers by 
balancing reward diversity with backer engagement in 
crowdfunding campaigns, thereby minimizing financial 
risks associated with underfunding?

This question discovers why the characteristics of 
Bayesian semi-parametric approaches make BOHB 
suitable to apply in the optimisation of crowdfunding 
campaigns. It explains the specific mechanism of BOHB, 
and its applications in another context. It critically 
reviews its limitations and possibilities. This subchapter 
is therefore also part of the methodology, as it shows 
which underlying concepts and formulas are used.

• How can LLaMA or other NLP techniques be 
utilised to identify key textual features in campaign 
descriptions and updates that enhance the prediction of 
crowdfunding campaign success?

This question continues on the importance of 
language used in crowdfunding campaigns, as shown 
in the previous chapter. Moreover, it continues the 
methodology used in this thesis. It shows how the use of 
LLaMA could significantly improve the accuracy of the 
model, and explains the mechanism, its shortcomings, 
advantages, and applications behind this model.

• How can the integration of BOHB and NLP 
models contribute to a more accurate prediction of 
campaign funding outcomes and minimise the financial 
risks of failing to meet funding goals?

The answer to this question shows how BOHB and the 
use of NLP can be used together, and why it has such 
advantages. Furthermore, it completes the theoretic part 
of the models used in this thesis.
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A Systematic Review (SR) is carried out in three steps, 
as described earlier in Chapter 1. The goal of the SR is to 
find all relevant literature on the specific subject: the use 
of BOHB and NLP in the application of crowdfunding. 
The first step to conduct this SR is the planning stage, 
where all the search strings are defined to search the title, 
abstract and keywords in the databases of Scopus and 
ScienceDirect. Since the topic is novel, as BOHB was 
only used starting 2017 (Klein, Falkner, Springenberg, 
et al., 2017; L. Li et al., 2017), no date range needs to 
be selected. After this step, there remains a certain 
selection of papers which is further filtered in the two 
other stages. Since ScienceDirect only allows a maximum 
of eight Boolean search strings, the string is limited to 
use this number of operators. In the search strings there 
is put a focus on a crowdfunding context, or the reward-
tiers, an optimisation algorithm, specifically Bayesian 
or HyberBand, plus some form of NLP. The following 
table shows the search strings applied and the number of 
results it gives, executed on the 14th of January 2025, in 
Table 1:
Stage 1:

Stage 2:
In the second stage a review takes place of the papers. 
Here, only accessible articles are included, and only 
articles written in English. Only research articles and 
papers are included, others such as book chapters are 
excluded.
After this, the abstracts are read to filter the papers 
which are not relevant, the subjects which do not discuss 
crowdfunding nor ML. Subsequently, duplicates are 
removed, with the exclusion of duplicate articles from 
the results of queries and duplicate articles between the 
two databases (removed from the SD column).  Finally, 
the papers are proofread, and the final selection is made 
by eliminating retracted or irrelevant articles. There 
are 6 elements on which the papers are checked, if it 
concerned the topic of crowdfunding, if reward-tiers 
are present, if they use ML methods, if they use textual 
analysis, if a LLM or something such as BERT is used, 
and lastly, if an advanced hyperparameter optimization 
strategy, such as Bayesian Optimization, Hyperband, 

3.1 Systematic Review

Search Strings Scopus: ScienceDirect:

(“crowdfunding” OR “Kickstarter”) AND (“optimization” OR “BOHB” OR 
“Bayesian”) AND (“text analysis” OR “natural language processing” OR 
“NLP”)

3 198

(“crowdfunding” OR “reward-tier strategy”) AND (“Bayesian” OR “Hyper-
Band”) AND (“Language Model” OR “text analysis”)

0 23

(“crowdfunding” OR “Kickstarter”) AND (“machine learning” OR “AI”) 
AND (“LLaMA” OR “Language Model” OR “text analysis”)

5 140

(“crowdfunding” OR “Kickstarter”) AND (“Bayesian optimization” OR 
“BOHB”) AND (“BERT” OR “LLaMA” OR “NLP”)

0 1

(“crowdfunding” OR “reward tiers”) AND (“optimization” OR “Bayesian”) 
AND (“Language Model” OR “NLP” OR “text mining”)

5 178

(“crowdfunding success” OR “Kickstarter”) AND (“Bayesian optimization” 
OR “BOHB”) AND (“Language Model” OR “text-based insights”)

0 1

(“crowdfunding campaigns” OR “Kickstarter”) AND (“reward-tier strategy” 
OR “optimization”) AND (“BERT” OR “LLaMA” OR “text analysis”)

1 36

(“crowdfunding” OR “Kickstarter”) AND (“AI-driven optimization” OR 
“Bayesian methods”) AND (“Language Model” OR “text analysis” OR 
“NLP”)

0 5

Table 1: Stage one SR: Search Strings
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Table 4: Properties of different papers in SR

Table 2 (up): Stage two SR: part 1; Table 3 (down): Stage two SR: part 2

BOHB, or a comparable method, is applied. If at least 
three of those characteristics are present, the paper 
is considered relevant to the topic. In total, 43 papers 
remained relevant.

Stage 3:
No paper checks every box. This shows the newness 
of the subject. In the remaining selection, 22 papers 
matched three of the characteristics, 19 papers matched 
four, and only two papers had five of the criteria. Only 
seven studies used a LLM such as BERT, and solely 
three of the studies applied Bayesian Optimization or 
something similar. The full overview of papers can be 
found in Appendix B.

Most relevant papers
One relevant paper which matched 5 of the criteria, 
regards how linguistic styles (subjective vs. objective) in 
different sections of crowdfunding narratives influence 
funding success (W. Wang et al., 2021). Analysing 
over 328,000 Kickstarter campaigns, the authors used 
Bayesian inference and text mining to assess narrative 
structure across different sections (e.g., title, abstract, 
rewards, biography). Their results suggest that subtle 
linguistic positioning (e.g., placing objective content at 
the start of a description) can modestly but significantly 
affect campaign outcomes. The model incorporating 
these linguistic features improved prediction accuracy by 
1.76 percentage points, from an already strong baseline 

of 76.37%. While the gain is modest, it demonstrates 
the value of incorporating structured language analysis 
in crowdfunding prediction models and highlights 
the potential of NLP-enhanced methods to fine-tune 
campaign effectiveness.
The other paper which checked five of the six criteria, 
employs the BERT model to assess the linguistic quality 
of crowdfunding descriptions, revealing how nuanced 
metrics like average BERT scores (indicative of lower 
writing quality) predict funding outcomes differently 
in “story” and “risk” sections. This paper underscores 
the significance of leveraging NLP models like BERT 
to uncover the nuanced impact of linguistic quality on 
funding outcomes, offering valuable insights for tailoring 
reward-tier descriptions to optimise backer engagement. 
Its findings suggest that integrating advanced AI 
techniques can enhance both the strategic design and 
textual refinement of crowdfunding campaigns, directly 
aligning with this research focus on optimising reward-
tier strategies (C. S. R. Chan et al., 2021).

Furthermore, the abstracts of all 43 papers are analysed 
on their keywords. Using a Python script, the number 
of certain keywords is analysed. The result is shown 
in Figure 5. The keyword frequency analysis reveals 
that terms such as “crowdfunding” (170), “project” 
(125), “campaign” (57), “success” (53), “model” (36), 
and “description” (32) are highly prevalent across 
the selected abstracts. These frequencies reflect the 

Criteria Number of papers

Subject of Crowdfunding Campaigns 43

Reward-Tier Campaigns 16

Uses a form of Machine Learning 40

Uses a Textual Analysis 43

Makes use of an LLM & Similar (e.g., BERT) 7

Makes use of Bayesian Optimization & Similar 3
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dominant focus of academic literature on understanding 
campaign-level dynamics, success factors, and modelling 
approaches in crowdfunding. Notably, keywords 
directly connected to this thesis, such as “reward” (11), 
“framework” (12), “prediction” (24), and “accuracy” 
(7), are also present but to a lesser extent, highlighting 
a gap in detailed optimisation strategies for reward-tier 
structures. Furthermore, the near absence of terms like 

Figure 5: Keyword Frequency in Abstract

“BOHB,” “hyperparameter,” “LLaMA,” and “nlp” 
suggests that the integration of advanced hyperparameter 
optimisation and language embeddings remains an 
underexplored area.
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Hyperparameter Optimisation (HPO) aims to find the 
optimal of an unknown black box function, where either 
BO or random search is most often used (Cho et al., 
2020). BOHB consists of two HPO methods: Bayesian 
Optimization and Hyperband. Short definitions and 
explanations are given with simple illustrations to explain 
the concept, where Appendix C gives more detail and the 
pseudocode. This section shows why these mechanisms 
are suitable for use in crowdfunding optimisation 
problems.
The technique Bayesian Optimization predicts how 
well a set of hyperparameters will perform, by using 
a probability model based on past results (L. Li et al., 
2018). It relies on a surrogate function, which is a 
simpler, approximate model that is faster to evaluate 
than testing the actual hyperparameters. In addition, 
it uses an acquisition function to decide which set of 
hyperparameters to evaluate next. The acquisition 
function balances two goals: exploring new, less-tested 
options and exploiting promising configurations that are 
likely to perform well. By iterating this process, Bayesian 
Optimization identifies the best set of hyperparameters 
as its output (Bischl et al., 2023).

In this thesis, Bayesian Optimisation (and Hyperband) 
is used to tune parameters of other ML models, to boost 
their performance. Furthermore, it is extended to search 
for the optimal reward-tier structure in crowdfunding 
campaigns: such as the ideal number of rewards or 
average pledge amount. For example, when optimising 
the number of rewards, the algorithm treats this 
number as a variable whose effect on campaign success 
is not known in advance. It begins by evaluating a few 
configurations; say, campaigns with 3, 5, or 7 reward 
tiers, and measures how successful these are using an 
XGBoost prediction model. These are observations, 
displayed in Figure 6. The performance feedback from 
XGBoost helps Bayesian Optimization fit a surrogate 
model that estimates how different numbers of reward 
tiers affect campaign success. This is also shown in 
Figure 6. Then, the acquisition function selects the 
next number of rewards to test, balancing the trade-off 
between trying unexplored values (exploration) and 
refining promising ones (exploitation).

Figure 6: Simplification of Bayesian Optimisation

This process iteratively narrows in on the number of 
rewards that maximises predicted campaign success. This 
is more efficient than trying yourself or using a method 
like grid search. As mentioned, the figure accompanying 
this explanation illustrates the mechanism: it shows the 
actual performance curve (real function), the surrogate 
model, uncertainty across the space, and how the 
acquisition function chooses where to search next.

Hyperband is most closely related to a repeated process 
of Successive Halving (SH). This is a process where a 
fixed budget is assigned to configurations, also referred 
to as candidates. First, it uses low resources, but at every 
stage, the worst-performing configurations are removed, 
and a higher focus is put on the most promising ones. 
Ultimately, only the best configuration (candidate) 
remains. The budget can be divided between exploring 
a lot of candidates or evaluating fewer candidates with 
more detail (Bischl et al., 2023). The combination 
of both offers a faster convergence to optimal 
configurations. It uses the guided configuration sampling 

3.2  Bayesian Optimisation and Hyperband

= Observation

= Real Function

= Surrogate Function

= Uncertainty

= Acquisition Function
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of Bayesian Optimization and Hyperband for efficient 
resource allocation, which balances the exploration 
and exploitation effectively (Falkner et al., 2018). 
Since crowdfunding is so high-dimensional, it makes 
it very suitable to apply in this context. A simplified 
representation of Hyperband is shown in Figure 7, where 
in the left of the image, it is shown how the budget of 
different candidates is re-evaluated from the situation on 
the left, to the right.

The combination of both offers a faster convergence to 
optimal configurations. It uses the guided configuration 
sampling of Bayesian Optimization and Hyperband 
for efficient resource allocation, which balances the 
exploration and exploitation effectively (Falkner et al., 
2018). Since crowdfunding is so high-dimensional, it 
makes it very suitable to apply in this context.

Implementation and Libraries Used
Several studies have applied the BOHB algorithm to 
optimize ML models. One found setup involves splitting 
data into 80% for training and 20% for testing, with 
both sets scaled to have a mean of zero and standard 
deviation of one. This standardisation is particularly 
effective for gradient-based models, while tree-based 
models like XGBoost do not require it but can still 
benefit from normalisation to make their results easier 
to understand. However, another method which is 
often used is 10-fold cross-validation (often used in 
ML to reduce the bias) to evaluate hyperparameter 
configurations. Cross-validation tends to provide a more 
robust estimate of model performance by reducing the 
impact of data variability, making it especially valuable 
for smaller datasets or when overfitting is a concern. The 

performance metric to be optimised (e.g., validation 
loss or accuracy) is specified during coding. The choice 
of evaluation metric is crucial and should align with 
the objectives of the crowdfunding prediction models. 
Since this research focuses on classifying campaign 
success, metrics such as accuracy, F1-score, and AUC 
(Area Under the Curve) are prioritised for their ability 
to measure both overall correctness and the balance 
between precision and recall. Given the potential for 
class imbalance—where successful campaigns may be less 
frequent than unsuccessful ones—metrics like F1-score 
and balanced accuracy are particularly informative, 
ensuring that minority classes are accurately represented 
in the model’s performance evaluation. Mostly, studies 
allocate a search budget of 50 trials/evaluations (Falkner 
et al., 2018; Sani et al., 2021).
For BO and other ML models for comparison, the 
following libraries are used:
• Scikit-learn: used for ML algorithms such as RF 
(Sani et al., 2021).
• Scikit-optimize: used for Bayesian optimisation 
with Gaussian Process and Random Forest surrogate 
models (Sani et al., 2021).
• Hyperopt: used for Bayesian optimisation based 
on a Tree-structured Parzen Estimator (TPE) surrogate 
(Sani et al., 2021).
Different libraries have been employed to implement the 
BOHB process:
• Optuna: uses a TPESampler for Bayesian 
optimisation and a HyperbandPruner to execute BOHB 
efficiently (Nguyen & Liu, 2025).
• Ray-Tune: enables large-scale, distributed 
BOHB optimisation and manages computationally 
intensive tasks effectively (Im et al., 2025).

Total Budget

Figure 7: Simplification of Hyperband
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For deep learning tasks, models are built and 
trained using PyTorch, with BOHB optimizing key 
hyperparameters such as learning rate, hidden layers, 
batch size, and activation function (Y. Zhang et al., 
2024). Distributed frameworks like Ray-Tune ensure 
efficient exploration of large search spaces while 
minimising computational overhead.
Moreover, two studies have publicly shared their BOHB 
implementations:
• Falkner et al. (2018) provide an open-source 
implementation of BOHB and Hyperband, available 
at https://github.com/automl/HpBandSter. Their 
approach leverages the Multivariate KDE for modelling 
density distributions and uses random forests to estimate 
classification error and training time.
• Nguyen & Liu (2025) implemented BOHB using 
Optuna, which combines a TPESampler for Bayesian 
Optimisation and a HyperbandPruner for resource 
allocation. A step-by-step tutorial for replicating their 
case studies is provided in their paper.

Comparison with other HPO Methods
To evaluate the results obtained with BOHB, it can be 
compared with other optimisation methods like BO, 
with the three different surrogate models: Sequential 
Model-Based Algorithm Configuration (SMAC), TPE, 
or Spearmint (L. Li et al., 2018), as well as Hyperband 
(HB), random search (Sani et al., 2021), or greedy 
search (Im et al., 2025). Studies have shown that BOHB 
generally outperforms these models (Klein, Falkner, 
Bartels, et al., 2017). While some advanced models like 
FABOLAS can surpass BOHB, they typically require 
more computational resources (Klein, Falkner, Bartels, 
et al., 2017). Besides Bayesian methods, Genetic 
Algorithms (GAs), Particle Swarm Optimization (PSO), 
and hybrid models are also applied for HPO, but they are 
often more computationally expensive (Swaminatha Rao 
& Jaganathan, 2024).

Advantages:
By combining the strengths of both Bayesian 
Optimisation (BO) and HB, their drawbacks are 
eliminated as well (Joseph et al., 2024). While BO is 
sensitive to assumptions about the problem space, 
BOHB remains robust and improves sampling, while 
HB provides early stopping and efficient resource 
allocation (L. Li et al., 2018). This enables BOHB to find 
good configurations early in the optimization process 
(Falkner et al., 2018). One study by J. Yang et al. (2024) 
successfully applied BOHB to optimise window size, 

batch size, and layer units for car rental price prediction, 
handling multi-dimensional search spaces, limited 
computational budgets, and noisy outcomes. This 
illustrates BOHB’s suitability for optimising reward 
tiers in crowdfunding, as it efficiently manages high-
dimensional parameter spaces and noise (Falkner et al., 
2018).
BO methods are already able to outperform random 
search (L. Li et al., 2017), but when combined with HB, 
it gives optimal results. BOHB is often selected due 
to its high performance, comparative computational 
complexity and the availability of asynchronous 
execution (Yaloveha et al., 2022). It has been shown that 
BOHB performs other HPO methods when tuning SVM 
and DL models (L. Yang & Shami, 2020). One study 
compared an optimised CatBoost model with BOHB to 
outperform all other tested optimisation methods (L. Lin 
et al., 2024).

Challenges and Limitations
While highly effective, BOHB has limitations in 
extremely noisy settings, where low-fidelity evaluations 
may be misleading (Falkner et al., 2018). Moreover, 
the reliance on the KDE could limit the scalability in 
very high-dimensional spaces. L. Yang & Shami (2020) 
mention that BOHB’s evaluations with smaller budgets 
must be representative of the entire dataset to prevent 
slower convergence than standard BO models.
Some models are faster than BOHB, such as 
HyperSTAR—which evaluates 50% fewer configurations 
for better performance (Mittal et al., 2020), or MFES-
HB, which achieves 3.3-8.9 speedups over BOHB (Y. 
Li et al., 2021). Lastly, Hyper-Tune is also shown to 
achieve a speedup of 11.2x over BOHB (Y. Li et al., 
2022). However, there is a scarcity in literature on these 
methods, and they have not been tested as extensively as 
BOHB. For example, HyperSTAR has only been tested 
on image classification datasets (Mittal et al., 2020).

Evaluation/Empirical Benchmarking
BOHB can be benchmarked against other HPO methods 
using standard libraries like HPOlib (L. Li et al., 2018). 
For comparison, mean MAE, RMSE, and R2 scores are 
often averaged across multiple samples, as demonstrated 
by Sani et al. (2021), and they also ran the default 
hyperparameter settings in the Scikit-learn package or 
XGBoost. Other evaluations include Explained Variance 
Score (EVS), Mean Absolute Error (MAE), R2, and Mean 
Absolute Percentage Error (MAPE) (Ling et al., 2022). 
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The rapid advancements in Natural Language Processing 
(NLP) have significantly improved textual analysis and 
decision-making in finance. NLP represents and analyses 
human language computationally. It consists of two 
components: Natural Language Understanding (NLU) 
and Natural Language Generation (NLG). The former 
is the ability to analyse language in various ways, and the 
latter to produce language itself. NLP is used in various 
ways, such as machine translation, text categorisation, 
information extraction or summarisation. Nowadays, 
there are a lot of databases available with labelled data 
which can for example be used for a sentiment analysis 
(Khurana et al., 2023). Large Language Models 
(LLMs), such as LLaMA (Large Language Model Meta 
AI), released in February 2023 (Minaee et al., 2024), 
represent a major breakthrough in NLP due to their 
ability to process and generate human-like text at scale, 
and excel in both NLU and NLG. LLMs are advanced 
language models, and they have massive parameter sizes 
and very high learning abilities (Chang et al., 2023). 
LLaMA is currently one of the best performing LLMs, 
comparing with the performance GPT-4 and Claude 3.5 
Sonnet (Grattafiori et al., 2024), and it is an open-source 
model, allowing everyone to use it for free. LLaMA 
was trained on several datasets, of which two-third was 
Common Crawl (an open repository of web data), but 
also C4, Github, Wikipedia, books, ArXiv, and Stack 
Exchange (Le et al., 2023). Using an LLM has several 
advantages. First, it is capable to handle sequential 
data efficiently, which makes it capable of handling 
parallelisation and capturing long-range dependencies 

in the text. Another benefit, not utilised in this thesis, 
but useful to name for future research, is Reinforcement 
Learning from Human Feedback (RLHF). This allows 
the model to be finetuned due to user input (Chang et 
al., 2023). It natively supports multilinguality, coding, 
reasoning, and tool usage (Grattafiori et al., 2024).
All LLM are based on a transformer architecture, where 
there is a certain input, the source sequence, received by 
an encoder, that converts it into a vector that represents 
the semantics. Subsequently, a decoder processes this 
vector to the desired output language. The terminology 
can be quite ambiguous, since some papers like Le et 
al. (2023) mention a model like GPT-3 has these two 
components, while their architecture is slightly different, 
since it does not explicitly contain an encoder. LLaMA 
and GPT-4 are autoregressive language models. They 
predict the next word based on the previous words; 
they only have a Decoder. BERT is a masked language 
model, where it predicts omitted words in a sentence 
based on the previous and next words. It makes use of 
a Bidirectional Encoder. Last, BART (Bidirectional 
and Auto-Regressive Transformer), is a hybrid model 
in-between the two categories, and uses an encoder-
decoder architecture. It corrupts a sequence and then 
predicts the original sequence (Min et al., 2023). In 
Figure 8, the 3 different architectures are visualised. The 
Transformer architecture (Vaswani et al., 2017) relies on 
self-attention to process text efficiently and capture long-
range dependencies. More details on this architecture 
are stated in Appendix D. This foundational model has 
enabled significant improvements in NLP tasks.

3.3 LLaMA and key textual features 

The monkey eats a ...

Autoregressive Decoder Biderectional Encoder

Biderectional Encoder

Autoregressive DecoderThe monkey eats a banana The monkey eats a banana

The ...  eats a ...

Figure 8: different architectures visualised, adapted from (Lewis et al., n.d.)
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Text Analysis for Crowdfunding
Prior research has shown that textual factors, such 
as project descriptions, peer review sentiment, and 
linguistic patterns significantly influence crowdfunding 
success (L. Li et al., 2022; Peng et al., 2022; K. F. 
Yang et al., 2023). This demonstrates the relevance of 
deploying NLP on crowdfunding data, aligning with 
findings that textual signals impact campaign outcomes. 
In this thesis, we make sure to implement a Sentiment 
Analysis.
Sentiment Analysis identifies the emotional inclination 
of a text, either with three classes (positive, neutral 
or negative) or binary (positive and negative).  We 
do note that LLaMA 3.2 faces challenges in handling 
nuanced expressions like sarcasm and irony (Buscemi 
& Proverbio, 2024). Therefore, we aim to use an 
additional model to capture specifically the sentiment. 
This dual-model approach makes sure that there is a 
deep contextual understanding and accurate sentiment 
detection. 
To achieve optimal representation of textual features, 
we do apply LLaMA 3.2 embeddings to campaign 
descriptions and reward structures. This enables the 
identification of influential keywords and linguistic 
signals that contribute to predictive modelling. Unlike 
traditional embeddings like Word2Vec and GloVe 
(Otter et al., 2021), LLaMA 3.2’s Transformer-based 
architecture allows it to understand long-range 
dependencies and contextual relevance more effectively.

Embedding Approach
Recent developments in NLP have led to rapid evolution 
of models. Traditional approaches such as n-gram 
analysis and penalized logistic regression were still used 
in the context of crowdfunding as recently as 2022: Peng 
et al. (2022) examined linguistic factors in crowdfunding 
success with these methods. However, transformer-based 
models have since become the new standard, as they can 
capture contextual and semantic nuance beyond simple 
word frequencies.
In this thesis, embeddings, which are dense vector 
representations of textual inputs, are used as features 
for ML, rather than relying on generative capabilities 
of LLMs. These embeddings are crucial for capturing 
semantic and emotional tone in crowdfunding campaign 
descriptions and reward tiers. In this thesis we chose 
to compare 2 different embedding models; sentence-
transformers/all-MiniLM-L6-v2 (All-MiniLM-L6-V2, 
n.d.) and LLaMA 3.2 – 3B Instruct (Llama-3.2-3B-

Instruct, n.d.). The former is a lightweight transformer 
model optimised for sentence similarity and semantic 
search. It is widely used for embedding short texts due 
to its fast runtime, small memory footprint, and excellent 
performance on classification and clustering tasks. 
According to the Massive Text Embedding Benchmark 
(MTEB) (MTEB, n.d.), MiniLM ranks among the top-
performing open-source models in multiple sentence-
level tasks—making it ideal for structured Kickstarter 
texts.
LLaMA 3.2 – 3B Instruct is a compact yet powerful LLM 
from Meta, as explained earlier. In this thesis, it is solely 
used as a feature extractor. LLaMA is chosen for its 
parameter efficiency, open-source availability, and strong 
performance on semantic benchmarks. While typically 
used for generation, the model is repurposed in this work 
to convert campaign texts into meaningful embeddings, 
making them suitable for downstream prediction tasks 
with models like XGBoost.
These models were selected not only for their technical 
strengths but also for their practical advantages. Unlike 
OpenAI’s text-embedding-ada-002, which is a paid, 
closed-source model requiring API access, both LLaMA 
and MiniLM are free and reproducible, aligning with 
the academic standards of transparency and local 
experimentation.

Other Embedding Models
While models like BERT, RoBERTa, and GPT-4 
are also well-regarded, each comes with trade-offs. 
BERT remains a strong benchmark, especially when 
computational resources are limited. GPT-4 is far more 
powerful, but primarily designed for generation, with 
high inference costs and limited access. Additionally, 
while OpenAI’s text-embedding-ada-002 performs well 
in general-purpose applications, its usage incurs costs 
and lacks full local control.
In contrast, LLaMA 3.2 – 3B outperforms GPT-3 (175B) 
on many NLP benchmarks (Minaee et al., 2024) and 
smaller models in the LLaMA family have demonstrated 
superior alignment in terms of both helpfulness and 
harmlessness (Grattafiori et al., 2024). This makes it 
a strong candidate for embedding extraction. We do 
acknowledge that LLaMA has some shortcomings. Since 
LLaMA is not specifically optimized for fine-grained 
sentiment detection (Buscemi & Proverbio, 2024), 
this work supplements its embeddings with a dedicated 
sentiment analysis model: cardiffnlp/twitter-roberta-
base-sentiment (Barbieri et al., 2020). This transformer-
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based model from Hugging Face is fine-tuned on 
large-scale social media sentiment data, which closely 
resembles the tone and brevity of Kickstarter campaigns. 
It effectively classifies text into positive, neutral, or 
negative categories, offering a clearer signal of emotional 
appeal in campaigns.
While the approach to compare LLaMA and MiniLM 
for this thesis, as these are two well-known performing 
models, in the future other embedding models could be 
researched, as there are 276 models shown in the MTEB. 
The Discussion chapter will discuss this further.

Fine-tuning and Adaption
While LLaMA supports advanced fine-tuning 
techniques, the focus of this thesis is on its embedding 
capabilities for predictive modelling rather than full fine-
tuning. We still discuss the possibility, since this could 
be used for later research. Fine-tuning large language 
models like LLaMA is computationally intensive, 
requiring significant resources to update millions of 
parameters. Recent methods like delta-tuning (Ding 
et al., 2023) optimize a small subset of parameters 
while freezing the rest, reducing computational costs. 
Techniques such as Low-Rank Adaptation (LoRA) 
further minimize resource consumption by breaking 
down attention weight updates into smaller, more 
manageable components (Ding et al., 2023). While these 
methods are state-of-the-art for efficient fine-tuning, they 
are not applied in this thesis due to the focus on LLaMA 
pre-trained embeddings instead of model retraining.
LLaMA has many possibilities to be optimised or 
finetuned. Another way of implementing LLaMA is 
prompt engineering. This is a practical alternative 
for task-specific guidance without altering model 
parameters. P. Liu et al. (2023) highlight how structured 
prompts can guide model responses, either through 
manual template engineering or automated learning 
strategies. Prompts can be discrete, using actual words, 
or continuous, operating directly within the model’s 
embedding space. This method is efficient, as it enhances 
adaptability without the computational burden of fine-
tuning.
In this thesis, hyperparameter optimisation of the 
success-prediction model (e.g. with XGBoost), in 
combination with the embeddings, is prioritised over 
fine-tuning and prompt engineering. To enhance 
prediction accuracy and generalisation without the 
computational cost of full model adaptation, only LLaMA 

embeddings are used. However, there is reflected on the 
possibility to use these methods in the Discussion of this 
thesis.

Implementation and Libraries used
Meta provides all LLaMA3 models freely on https://
llama.meta.com. They openly release the flagship model, 
with pre-trained and post-trained versions to accelerate 
a responsible path towards the development of artificial 
general intelligence (Grattafiori et al., 2024).
In this study, we use PyTorch 2, an advanced version 
of PyTorch that integrates TorchDynamo, a Python 
bytecode transformation tool that optimises computation 
at runtime, and TorchInductor, a compilation backend 
that generates high-performance code for GPUs 
(CUDA) and CPUs. These enhancements improve 
model efficiency, reducing computational overhead 
while maintaining PyTorch’s flexibility. PyTorch 2’s 
optimisations help improve runtime efficiency and 
scalability, which supports smoother integration of large 
models like LLaMA during embedding generation. 
(Ansel et al., 2024). Additionally, Hugging Face plays 
a crucial role in modern NLP research, offering a 
unified ecosystem for transformer-based models. The 
Transformers library provides seamless access to pre-
trained models like BERT, GPT, and LLaMA, enabling 
fine-tuning, evaluation, and dataset management (Wolf 
et al., 2020). The library integrates seamlessly with 
PyTorch, simplifying the use of pre-trained models like 
LLaMA and MiniLM for embedding extraction in this 
thesis.. The exact methods and more specific libraries are 
described in Chapter 5.

Advantages and Challenges
One advantage of LLaMA is that it is completely open 
source. There are a few other models (OPT, GPT-NeoX, 
BLOOM, and GLM), but they are not competitive with 
the state-of-the-art. Second, they offer both smaller 
and bigger models. Their smallest model, LLaMA-13B, 
outperforms GPT-3 on many benchmarks despite being 
ten times smaller. The model can be run on a single 
GPU, and their 65B-parameter model is competitive 
with advanced models such as Chinchilla or PaLM-
540B (Touvron, Martin, et al., 2023). LLaMA has been 
evaluated against state-of-the-art language models across 
multiple NLP benchmarks, demonstrating strengths 
in efficiency and knowledge-intensive tasks while 
revealing areas for improvement. Although originally 
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evaluated on reasoning benchmarks, LLaMA’s strong 
performance on a variety of NLP tasks highlights its 
ability to capture complex semantic patterns: useful when 
converting crowdfunding narratives into embeddings. 
While LLaMA lags behind in long-context QA tasks, its 
strong factual representation ability remains valuable for 
summarising shorter texts like Kickstarter campaigns. 
Its efficient language modelling, shown by low perplexity 
scores, indicates a strong internal representation of 
language, making LLaMA embeddings a good fit for text-
based machine learning models. (Touvron, Lavril, et al., 
2023).

Empirical Evaluation and Benchmarking
Evaluating NLP models is challenging because natural 
language is inherently flexible, meaning the same 
information can be expressed in multiple valid ways. 
Normally, models require specialised benchmarks such 
as GLUE and SuperGLUE to assess their performance 
(Chang et al., 2023). Since we are only dealing with 
classification tasks, we solely need to include the 
following: 
• Accuracy, Precision, Recall, and F1-score – 
Frequently used to assess model correctness in text 
classification, sentiment analysis, and named entity 
recognition (Alomari, 2024).
• Confusion Matrices & Agreement Rates 
– Used to compare model outputs and understand 
misclassification trends (Repede & Brad, 2024).
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While LLaMA on its own is a powerful model for 
generating high-dimensional text embeddings, it does 
have some shortcomings, particularly for nuanced 
sentiment analysis (Chang et al., 2023) and logical 
inference (Rawte et al., 2023), since it has difficulties 
with nuanced expressions such as sarcasm and can have 
an optimistic bias (Buscemi & Proverbio, 2024). For 
analysing crowdfunding campaigns, this can be an issue, 
since it highly relies on textual features (L. Li et al., 
2022; Peng et al., 2022; K. F. Yang et al., 2023). One 
measure to overcome these constraints, is to integrate 
BOHB to optimize the hyperparameters of RF, MLP and 
XGBoost, which are driven by LLaMA 3.2 embeddings. 
HPO improves the accuracy of predictive models by 
fine-tuning parameters such as learning rate, number of 
layers, and batch size (Inman et al., 2023). Automating 
this selection process through BOHB not only enhances 
predictive accuracy but also significantly reduces 
computational overhead.
This subchapter will ultimately answer this question: 
How can the integration of BOHB and NLP models 
contribute to a more accurate prediction of campaign 
funding outcomes and minimise the financial risks of 
failing to meet funding goals? This is the final theoretical 
research part of this thesis. 

Applications of BOHB in Text-based Models
BOHB is often used to find the optimal parameter 
settings for ML models. Relevant applications of BOHB 
include:
• Text classification and sentiment analysis: 
optimising LSTM and Transformer models to improve 
sentiment detection and text categorization (Genc et al., 
2020; Han et al., 2020)
• Document classification: enhanced accuracy 
in document labelling tasks though efficient 
hyperparameter searches (J. Guo & Li, 2019).
• Language modelling: finetuning 
hyperparameters for sequence generation tasks, 
improving fluency and coherence (Mittal et al., 2020).
The use of BOHB for optimising ML models in this study 
is designed to maximise the representation power of the 
LLaMA embeddings, enhancing the prediction accuracy 
for campaign success.

Compatibility of LLaMA embeddings and BOHB
LLaMA generates high-quality embeddings that contain 
the semantic meaning of the campaign description and 
the reward tiers. However, to leverage these embeddings 
effectively, we need well-optimised ML learning methods 
tuned by BOHB. Several key benefits make BOHB 
particularly well-suited for fine-tuning ML models, as 
well as using it combination with many embeddings:
• Efficient hyperparameter search: BOHB balances 
exploration and exploitation through its acquisition 
function and guided sampling (Bischl et al., 2023). 
Instead of relying on grid search or random search, it 
intelligently selects hyperparameter configurations 
that are likely to yield better performance, reducing the 
number of required evaluations.
• Resource-efficient training: the Hyperband 
component of BOHB ensures that poorly performing 
configurations are pruned early, reducing the 
computational burden. This strategy has been 
successfully applied in domains such as arrhythmia 
detection (Han et al., 2020) and reinforcement learning 
(Baek et al., 2023), where it significantly decreased the 
training time.
• Scalability for large models or large embeddings: 
BOHB has been used effectively in high-dimensional 
optimisation problems, such as material science (Y. 
Zhang et al., 2024) and energy applications (How et 
al., 2022). Given the complexity of the large amount of 
LLaMA embeddings, BOHB’s scalability ensures that 
hyperparameter tuning remains computationally feasible 
even with large parameter spaces.
The suitability of BOHB for this thesis is further 
reinforced by its ability to optimise both continuous and 
discrete hyperparameters, handle noisy performance 
evaluations, and dynamically allocate resources where 
they are most needed (Falkner et al., 2018). 

3.4 The Integration of BOHB and NLP
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Implementation Strategy
The implementation strategy of this thesis is complex but 
can be reduced to the following steps:
• A transformer-based model from Hugging Face, 
cardiffnlp/twitter-roberta-base-sentiment, is used to 
classify each text as positive, neutral, or negative.
• Model implementation: LLaMA 3.2 is integrated 
with Hugging Face’s Transformers, to generate 
embeddings from textual data, such as campaign 
descriptions and reward tiers.
• Hyperparameter optimization: the main 
BOHB will be executed with Optuna, as this has most 
documentation available and is easy to integrate with 
HuggingFace and Pytorch (Nguyen & Liu, 2025). 
BOBH is used for both tuning the ML models (RF, MLP, 
and XGBoost) as well as the parameters in reward tier 
strategies.
• Evaluation Metrics: Performance is measured 
using Accuracy, Precision, Recall, F1-Score, and 
AUC-ROC to evaluate campaign success predictions 
effectively.
This pipeline ensures that there is a high computational 
efficiency, plus accounts for a high predictive accuracy. 
It forms a balance between computational resources and 
performance.

Expected Advantages and Challenges
BOHB has proven to be an effective HPO method 
across various domains, as well with the integration 
with NLP. It has the advantages of a faster convergence, 
a reduced computational cost. Studies (Azadi et al., 
2025) have shown that integrating BOHB with Monte 
Carlo sampling techniques enhances accuracy and 
efficiency, a reduced computational cost, and has a better 
generalisation on NLP tasks, reinforcement learning 
studies (Baek et al., 2023) highlight its effectiveness in 
optimizing NN layers for text-based tasks. However, 
it can also pose some challenges associated with its 
application:
• Computational cost of multiple trials: It can 
make optimization costly in complex domains like stock 
market predictions  (J. Guo & Li, 2019).
• Risk of overfitting: BOHB’s iterative tuning 
may lead to overfitting if not carefully managed. Studies 
(Nguyen & Liu, 2025) report high accuracy but 
prolonged computation times.

• Trade-off between efficiency and performance 
gains: the efficiency gains provided by BOHB may 
sometimes come at the cost of performance consistency. 
Studies on battery state-of-charge predictions (How 
et al., 2022) found that while BOHB optimised 
model complexity, trade-offs between accuracy and 
computational efficiency had to be balanced.
By leveraging BOHB, with careful management of 
computational trade-offs and potential overfitting risks, 
we can successfully employ this technique to find the 
optimal reward tier structure.
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This chapter has established the novelty of using BOHB alongside LLaMA embeddings for optimising reward tiers 
in crowdfunding. Through the Systematic Review (SR), it was demonstrated that no prior studies have explored this 
specific combination, confirming the unique contribution of this research. 
LLaMA is one of the best LLMs available, and due to its open-source availability, it is favoured over the other models. 
It is used to generate embeddings to catch the semantic meaning of the language used in the reward structures. 
Integrating BOHB with LLaMA embeddings, alongside hyperparameter tuning of ML models is a strategic approach 
to enhancing the model’s efficiency and performance in a domain where the use of language has high importance. 
BOHB offers a structured and resource-efficient optimisation method, balancing exploration and exploitation to 
identify the most effective configurations. 
With this foundation, the model set-up can be performed by implementing LLaMA embeddings in HuggingFace, 
defining the hyperparameters by BOHB in Optuna, and eventually evaluating the model with metrics such as the 
F1 score. The chapters following this chapter will explore the data used in this thesis and test the hypothesis of the 
expected performance of LLaMA embeddings incorporated in a tuned ML model (RF, MLP, or XGBoost) by BOHB, 
alongside the optimisation of the reward parameters performed by BOHB as well.

3.5 Concluding words Chapter 3
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4. Data Collection and Preparation

This chapter outlines the data collection process, and 
the key decisions made during data preparation. The 
dataset combines structured campaign data from (Web 
Robots IO, 2025) with additional reward-tier information 
collected via a custom browser-based Tampermonkey 
userscript. This additional data is essential to reward-
specific information required for analysing and 
optimising reward configurations.
Following collection, the data is cleaned and formatted to 
ensure it is complete, consistent, and ready for analysis. 
An Exploratory Data Analysis (EDA) was then conducted 
to evaluate the dataset’s representativeness, identify 
anomalies, and uncover initial patterns, supported by 
visualisations to enhance interpretability. We reflect on 
the literature if the data matches previous studies.

Subsequently, the dataset is tailored for ML using 
LLaMA embeddings and BOHB. Feature selection is 
applied to retain only relevant variables for predicting 
campaign success. Sentiment analysis is performed to 
extract emotional tone from campaign text, and textual 
fields are vectorised into numerical formats interpretable 
by ML models.
Finally, the data is split into training, validation, and 
test sets to ensure robust evaluation. The resulting 
feature matrix—composed of numerical, categorical, and 
semantic representations—forms the foundation for the 
predictive modelling and optimisation in the following 
chapters.
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The data used in this research, consisting of information 
from over 14000 Kickstarter campaigns, is collected 
through a combination of publicly available data provided 
by Web Robots IO (Web Robots IO, 2025) and custom 
webscraping using a browser-based Tampermonkey 
userscript. This section outlines the data sources, 
scraping methodology, limitations, and the key variables 
included in the final dataset.

Data Sources
The primary dataset employed in this research is 
obtained from Web Robots IO, a widely used source 
for publicly available Kickstarter data. Since March 
2016, they have run monthly crawls using an automated 
scraper collecting Kickstarter campaign data in both 
CSV and JSON formats. The version used for this thesis 
is scraped in March 2025 and includes data on more 
than 50,000 campaigns, divided into 50 CSV files. Each 
file has a consistent schema, with 42 columns detailing 
campaign attributes such as the number of backers, 
funding goals, currency conversions, campaign duration, 
creator metadata, project descriptions, and categorical 
classifications.
The campaigns in the dataset span Kickstarter activity 
from 2009 to 2025, mainly covering projects launched 
in English-speaking regions including the United States, 
United Kingdom, Canada, and Australia. Fortunately, 
this dataset contains direct URL links to each campaign’s 
reward page. These links proved essential for extending 
the dataset with tier-specific reward information, which is 
not available in the original structured files.
To enable analysis of reward-tier configurations at scale, 
it is necessary to extend the dataset by collecting granular 
reward-level data for each campaign. This includes the 
tier descriptions, pricing, estimated delivery dates, and 
number of backers per tier. These are all features one 
needs to optimise a reward tier strategy.

Scraping Method
There are multiple methods explored to retrieve the 
needed reward-specific data. These include sending 
authenticated requests to Kickstarter’s GraphQL API 
using session cookies and CSRF tokens, manually 
extracted from browser sessions. However, all of the 

attempts to collect the data resulted consistently in 
403 Forbidden errors, largely due to Kickstarter’s use 
of Cloudflare protection, which uses powerful bot-
detection mechanisms such as TLS fingerprinting and 
dynamic header validation. Subsequent efforts using 
Selenium with ChromeDriver, both in standard and 
“undetected” configurations, were partially successful 
in loading Kickstarter pages, but still failed to bypass 
Cloudflare’s JavaScript challenge and CAPTCHA 
system. Manual attempts to extract updated session 
cookies and use them in scripted HTTP requests 
also failed to yield reliable access, indicating that 
Kickstarter’s security architecture required more than 
just static cookie headers to authorise requests.
Ultimately, the reward data is successfully collected 
using a custom-built Tampermonkey userscript that 
runs directly in the browser. This script operates within 
a legitimate browser session, thereby inheriting all 
the necessary authentication and bypass mechanisms 
already completed by the user. The script processes 
batches of 200 Kickstarter campaign reward pages at a 
time, scraping the visible content from each page. The 
most important information such as the URL, reward 
title, price, number of backers, expected delivery 
date, detailed description, and included items, are 
extracted and compiled into structured CSV files. In 
total, 75 batches were processed manually, resulting in 
an extensive dataset of reward-tier information across 
approximately 14,000 campaigns. 

Limitations
Although Web Robots IO also offers datasets for 
Indiegogo, the data quality and structure are significantly 
more limited. Indiegogo datasets do not include reward 
page URLs, making it infeasible to extract detailed 
tier-level data in a scalable manner. For this reason, 
Indiegogo campaigns are excluded from the scope of this 
thesis.
In addition, the study focuses exclusively on Kickstarter 
campaigns within the Technology category. This 
choice is made based on literature and the big share 
this category offers. Technology projects tend to have 
more complex and varied reward structures, and prior 
research has shown that the integration of textual, 

4.1 Data Collection & Description
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visual, and social features significantly enhances 
predictive performance, particularly in technology-
driven campaigns where narrative plays a central role in 
attracting and engaging backers (Babayoff & Shehory, 
2022; Mitra & Gilbert, 2014).

Key Variables
In summary, the dataset used in this thesis comprises 
roughly 14,000 Kickstarter technology campaigns, 
enriched with additional reward-specific information. 
For each campaign, the following key variables are 
available:

From the reward-tier scraping process:
• The number of backers per reward tier,
• The reward description,
• The monetary price of each tier,
• The expected delivery date of each reward,
• The title and label of each reward,
• The individual items or benefits included in each tier,
• The original URL to the reward page (for verification 
or manual inspection).

From the original Kickstarter dataset (Web Robots IO):
• The campaign title and short description (blurb),
• The full project description (textual content),
• The funding goal and amount pledged,
• The number of backers and funding success status,
• The campaign launch and deadline dates,
• The category and subcategory of the campaign (e.g., 
Technology > Gadgets),
• The creator information and project location (e.g., 
country, city),
• The currency and converted pledged amount (USD),
• The campaign duration (in days),
• Various social and visual signals, such as presence of a 
video, images, or FAQs.

This combined dataset, which combines both structured 
and unstructured features, forms the basis for the 
subsequent analysis, with the goal of understanding and 
optimising reward tier configurations in crowdfunding 
campaigns.
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This section shows the data cleaning and preprocessing 
procedures after collecting and scraping campaign 
and reward information from Kickstarter. These steps 
ensure the data can be used without any errors and is 
representable, needed for the exploratory analysis and 
ML development.

Original Dataset
The original dataset is compiled using data provided 
by Web Robots IO, which systematically scrapes 
Kickstarter project data from their public website. 
Initially, the dataset included information on 16,909 
campaigns. However, due to Web Robots IO’s strategy 
of scraping multiple subcategories-rather than top-
level categories exclusively, duplicate entries were 
introduced. Since Kickstarter enforces rate limits on API 
and page requests, scraping in a single run is impossible. 
As a workaround, smaller subcategories are scraped 
independently, which increases coverage, causing some 
duplicates. The duplicate campaigns are identified 
and removed, resulting in 14,906 unique campaigns. 
Of these, 21 campaigns have reward pages that were 
inaccessible at the time of scraping, likely removed by 
the project creators, yielding a final usable base of 14,885 
campaigns. Of these campaigns, a total of 100,599 
individual reward tiers were collected using a custom 
Tampermonkey browser script, preserving the one-to-
many structure between campaigns and their associated 
rewards. This scraping process creates two distinct 
but linked datasets: the campaign information, and the 
reward information. This separation is intentional, as 
one campaign could contain even more than 30 rewards, 
making it difficult to integrate the datasets into one.

Data Cleaning Procedures
Both datasets are cleaned fully to ensure quality, 
uniformity, and suitability for ML tasks. Key cleaning 
operations include:
• Handling Missing and Erroneous Values
 o Rows missing critical information (e.g., reward 
URL, goal, pledged amount, or campaign dates) are 
removed.
 o Infinite and implausible numeric values are 
replaced with NaN and, where appropriate, imputed with 

neutral values such as zero.
• Format Standardization
 o All date fields (e.g., created_at, deadline, 
Delivery) are parsed into datetime objects.
 o Campaign duration is derived and 
supplemented with the launch year.
 o Monetary values (goal, pledged, reward prices) 
are converted into USD using the provided fx_rate 
column, producing consistent *_usd fields.
 o A binary indicator funding_success is added to 
label campaign outcomes.
• Categorical and Textual Field Cleanup
 o Categorical fields (e.g., country, category) are 
cleaned and standardised in casing.
 o The price fields are stripped of currency 
symbols and cleaned of noise.
 o All reward prices are converted to floating-
point values to ensure compatibility 
• Structural Integrity and Dataset Separation
 o A reward_count column is added in the 
campaign-level dataset to quantify the number of tiers 
per project.
 o The campaign statistics are kept separate of the 
reward statistics, to ensure they are only counted as one 
entry and not X * number of rewards

The result is a pair of fully cleaned and harmonised 
datasets-one structured for reward-level analysis and the 
other for campaign-level modelling. 

4.2 Data Preprocessing & Cleaning
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Exploratory Data Analysis (EDA) is an important first 
step in the data analysis process. It summarises the main 
characteristics of the dataset using statistical and visual 
methods in order to better understand the structure, 
detect patterns, identify anomalies, and generate 
hypotheses (Exploratory Data Analysis, 1977). To quote 
John Tukey: “The greatest value of a picture is when it 
forces us to notice what we never expected to see”. In 
this section, key variables from both the campaign and 
reward tiers are explored through descriptive statistics 
and graphical representations, made with Tableau and 
Python. Particular attention is given to how these features 
relate to funding success, reward pricing behaviour, and 
textual elements like campaign descriptions.

Data in a nutshell
First, we present some general descriptive statistics to 
describe the reach and the characteristics of the dataset.

Number of Campaigns 14,885

Average number of rewards 6.76

Average pledge amount per campaign $55998.20

Average backers per campaign 282.24

Average backers per successful campaign 577.45

Success Rate 47.06%

Average Campaign Duration 35.92 days

Aside from these statistics, we examine the geographical 
reach, which is shown in Figure 9. There might 
be regional differences for the campaign success 
characteristics. In this case, there is a large dominance 
of campaigns in the United States. This may imply 
cultural standardisations for rewards. Plus, the success 
rates differ quite substantially per country, as can be 
seen in the Appendix E. Furthermore, in Figure 10, the 
different subcategories of the campaigns are presented. 
The bigger the circles, the higher the average success 
rate per subcategory. Some of the numbers are quite 
remarkable, and therefore, the number of entries is 
checked per subcategory. Makerspaces contains only 
22 campaigns, and therefore, the sample size seems 

too small to draw conclusions. However, subcategories 
such as Gadgets and Hardware contain 1760 and 428 
campaigns respectively. These subcategories are most 
successful but can be largely influenced by the period 
of time. Literature shows the category of the campaign 
influences the campaign success: different categories 
have different characteristics that perform well, and a 
certain category membership can offer an advantage 
because of a ‘blockbuster’ (Butticè et al., 2018).

Reward Tier Behaviour
The central focus of this thesis is the reward tier 
structure; thus, it is quite important to examine the 
general characteristics of the campaigns regarding this 
specific subject. Are they quite uniformly distributed, 
or are there many different set-ups? First, there is 
the number of rewards per campaign. According to 
literature, having multiple reward options is important 
(Kunz et al., 2017) and in one study, the most important 

4.3 Exploratory Data Analysis (EDA)

Table 5: General Statistics Dataset

Figure 9: Country distribution of dataset

Figure 10: Sub-category distribution of dataset
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feature in their outcomes was the number of reward 
options (Zhong, 2022). In Appendix E, the number 
of rewards per campaign. It shows most campaigns 
have between 1 and 15 rewards. As shown, the most 
optimal reward number is determined to be 10 (Cai et 
al., 2021), many campaigns are still below this number. 
Furthermore, the pricing of the rewards is shown in 
Appendix E. A closer inspection of the reward price 
distribution reveals sharp spikes at psychologically 
appealing price points such as $99, $199, $299, 
and so on. This pattern reflects the widespread use 
of the 9-ending pricing strategy, a well-established 
psychological pricing technique used by marketers to 
influence consumer perception. According to Kumar 
& Pandey (2015), such prices are cognitively perceived 
as significantly lower than the next rounded threshold, 
for example, $199 is associated more with $100 than 
with $200. This strategy exploits the “level effect”, 
where consumers unconsciously round down prices, 
and the “image effect”, where 9-ending prices suggest 
promotions or value deals. The spikes observed in the 
data suggest that many creators adopt this strategy, 
possibly to maximise backer appeal at perceived value 
points, especially among price-conscious or low-
involvement consumers. However, for crowdfunding 
this is only beneficial for a maximum of 4 options (Keisar 
& Lev, 2023). In Figure 11, the price distribution of 
the rewards is shown, for successful campaigns and for 
unsuccessful campaigns. For successful campaigns, the 
average reward price is slightly lower, but not enough 
to state that lower reward prices have a higher chance of 
success.
The average number of backers per reward is 41.75, 
however, once examined more closely, this is not 
closely located to the median. In Appendix E it is 
shown most rewards have 0 up to 10 backers, and there 
are a few outliers that are referred to as the so-called 
‘blockbusters’. One noticeable fact is the small spikes 
at 50, 100 and 200 backers. This is most likely because 
creators of campaign can create a maximum number of 
backers which is used most often for early birds.

Campaign Dynamics
Beyond reward-specific features, the broader structure 
and configuration of a campaign plays a critical role in 
determining its likelihood of success. These dimensions 
cannot be ignored as they interact with the reward 

tiers presented. This section explores how high-level 
campaign attributes such as funding goals, actual pledge 
amounts, campaign duration, and backer engagement 
interact with campaign performance. These elements 
reflect strategic choices made by creators regarding 
ambition, reach, and momentum and can offer insight 
into underlying behavioural or market-driven patterns.

In literature described in Chapter 2, papers presented 
that campaigns that have an obtainable funding goal, thus 
slightly lower funding goal, have a better possibility of 
reaching their goal (Ahmad et al., 2017; Kuppuswamy 
& Bayus, 2018; Mollick, 2014; Ryoba et al., 2021; M. 

Figure 11: Box-plots Reward Prices (left unsuccessful campaigns, right successful)
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Zhou et al., 2016). Moreover, a long project duration can 
negatively impact the success of the project Fernandez-
Blanco et al. (2020) and Y. Wang et al. (2021) found an 
inverted U-shaped relationship between timeline clarity 
and crowdfunding success specifically in the technology 
category. Last, combining textual and visual data 
enhances success prediction (Blanchard et al., 2022). 

Figure 14 visualises the relationship between campaign 
goals and actual pledged amounts, with the colour 
indicating funding success. As expected, successful 
campaigns (shown in dark blue) cluster above the 
diagonal where pledges exceed goals. Interestingly, many 

Figure 11: Box-plots Reward Prices (left unsuccessful campaigns, right successful) Figure 12: Box-plots campaign duration (left unsuccessful, right successful)

Figure 13: Status campaigns

of these campaigns significantly overshoot their target, 
suggesting strong momentum effects or social proof 
dynamics. On the other hand, a dense layer of failed 
campaigns (light blue) lies along the x-axis, indicating a 
substantial number of projects that fail to gain traction 
at all. Notably, campaigns with moderate goals — 
particularly between $1,000 and $50,000 — appear to 
have the highest density of success, reinforcing the idea 
that realistic goal setting may serve as a tactical advantage 
in driving both performance and backer engagement. 
One last noticeable characteristic is that almost no 
campaigns very close to their goal have failed. This can 
be seen by the small gap between the light blue and dark 
blue dots closer to the origin of the plot. This is in line 
with the psychological effect of goal proximity presented 
by Kuppuswamy & Bayus (2017).
Figure 12 presents the box plots of the campaign 
durations for successful and unsuccessful campaigns. 
This is contradicting with the findings of literature, as 
here it seems that slightly shorter campaigns seem less 
successful on average, but there is no large difference in 
campaign duration.
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Figure 14: Pledged amount vs. Goal

Figure 15: Percent funded vs. Goal for cancelled campaigns
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Furthermore, the presence of a picture and a video was 
checked. All campaigns in the sample  
contained a picture, 12026 had a video added. The 
average success rate of campaigns with a video was 
53.71%, whereas of the 2859 campaigns without a video 
the average success rate was 19.10%. This confirms the 
findings of literature that more visual elements enhance 
success.
Figure 13 shows the state of all campaigns. Once zoomed 
in on the cancelled campaigns, one notices that the 
majority did not reach its goal. For few campaigns 
however, it would be a possibility that the demand could 
not be met by the supply chain, as this is a common issue 
in production. In Figure 15 one can observe that few 
campaigns, looking at the logarithmic scale, had reached 
a much higher pledged amount than their goal.

Correlation Analysis
With all these presented variables, we can create a 
correlation matrix, visualised in Figure 16. The most 
interesting relationships are observed in the collum or 
row ‘funding_success’. This shows the observation that 
has been made earlier, a higher reward count correlates 
slightly with a higher success rate. Two other measures 
which slightly correlate with a higher campaign success, 
are the ‘pledged in dollar’ and ‘backers count’. One 
would expect a higher correlation; however, success 
is defined as a binary variable and thus dampens the 
correlation. 
Furthermore, the ‘campaign duration’ has a slight 
negative correlation with the funding success. This 
confirms the findings by literature. While the correlation 
matrix indicates a slight negative relationship between 

Figure 16: Correlation Matrix of the dataset



60

campaign duration and success, this is not immediately 
apparent in the box plot comparison, where successful 
campaigns have roughly the same median duration as 
unsuccessful campaigns. This discrepancy is explained 
by the presence of long-duration outliers among failed 
campaigns, which pull down the correlation despite 
having little influence on the median. Furthermore, 
when grouping campaigns into short, medium, and long 
duration bins, the data reveals that short campaigns 
(under 20 days) have the highest success rate (~52.5%), 
while long campaigns (over 40 days) show a significant 
drop in success (~36.3%). This nonlinear trend 
highlights the nuanced relationship between duration 
and performance: while moderate-length campaigns may 
perform well, extremely long campaigns are generally 
detrimental, likely due to backer fatigue or perceived lack 
of urgency. To confirm this, a violin plot was generated. 
This is shown in Figure 17, where the unsuccessful 
campaign duration plot is more top-heavy. 
Furthermore, ‘percent funded’ is weakly correlated 
with everything. Since this is a derived metric (pledged/
goal), it is not unexpected. Contradicting to the earlier 
mentioned literature, ‘goal in dollar’ does not seem to 
have any clear relation to any other metric.

Textual Characteristics of Campaigns
In addition to numerical and structural attributes, the 
textual elements of a Kickstarter campaign—such as its 
blurb, slug, and reward titles—can play a significant role 
in influencing its perceived appeal, trustworthiness, and 
eventual success. This section explores the language 
patterns associated with both successful and unsuccessful 
campaigns, as well as the naming conventions used in the 
most popular reward tiers. 
Figure 18 presents two word clouds that visualize the 
most frequently occurring terms in the blurbs and slugs 
of successful (left) and unsuccessful (right) campaigns. 
Clear semantic themes emerge from this comparison.
Successful campaigns are characterised by language 
focused on design, technology, and functionality—
frequent words include “design,” “smart,” “camera,” 
“easy,” and “device.” This suggests an emphasis on 
product completeness, usability, and innovation. 
The appearance of words like “build” and “create” 
may also indicate the appeal of maker-culture and 
tangible outcomes, which could resonate with 
Kickstarter’s tech-savvy backer base. In contrast, 
unsuccessful campaigns show greater usage of 
more abstract or platform-focused terms such as 
“platform,” “project,” and “help.” While the word 

Figure 17: Violin Plots Campaign Duration
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“app” appears prominently in both, the context in 
which it is framed seems to differ. Unsuccessful 
campaigns may rely more heavily on aspirational 
or conceptual language (e.g., “change the world,” 
“connect people”) without clearly communicating 
tangible benefits.
The prominence of words like “will” and “want” 
may reflect future promises rather than present 
deliverables. Successful campaigns appear to use 
clear, concrete, and product-focused language, 
consistent with prior research emphasising the 
importance of transparency, clarity, and emotional 
resonance in campaign 
narratives (Adamska‐Mieruszewska et al., 2021; 
K. F. Yang et al., 2023; Babayoff & Shehory, 2022). 
This aligns with findings that a positive, concrete, 
and persuasive communication style fosters backer 
trust and increases contribution likelihood ((Q. Li & 

Wang, 2024; Parhankangas & Renko, 2017). 
Beyond campaign summaries, the titles of reward 
tiers also reveal patterns worth exploring. Figure 19 
shows the 20 most backed reward titles across all 
campaigns. Similarly, the dominance of “early bird” 
and “special offer” labels among the most backed 
rewards supports prior evidence that personalization, 
exclusivity, and scarcity enhance campaign appeal 
(Butticè et al., 2018; Wessel et al., 2019). These 
strategies tap into psychological triggers like urgency 
and perceived value, reinforcing behavioural 
phenomena such as the phantom effect and scarcity-
driven purchases (M. Y. Chen et al., 2021; Y. Lin et 
al., 2016). Together, these findings emphasise that 
how a campaign communicates, both semantically 
and structurally, can be just as critical as what it 
offers.

Figure 18: Word clouds of campaign texts

Figure 19: Most successful reward titles
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To make sure the predictive modelling and optimisation 
are effective, the dataset undergoes a structured 
preprocessing pipeline to be able to use it for feature 
selection and prepare for modelling. This includes 
selecting informative features, labelling emotional 
tone, vectorising textual content, splitting the dataset 
for evaluation, and formatting inputs for efficient 
hyperparameter search.

Feature Selection
The selected features are divided into three primary 
groups: reward-tier characteristics, campaign metadata, 
and textual content. These features capture both 
quantitative and qualitative aspects of the crowdfunding 
projects, allowing the models to learn from structural and 
semantic signals alike.

Reward tier features:
o Reward count: A measure of variety; too many options 
risk overchoice (Elitzur et al., 2024), and the optimal 
number of rewards seems to be around 10 (Cai et al., 
2021).
o Average reward price: Indicates perceived value and 
price positioning.
o Early bird presence: Known to drive early engagement 
(Wessel et al., 2019). 
o Sentiment of reward titles: Reflects persuasive or 
emotional tone (Yosipof et al., 2024).
o Top reward name category: General naming patterns 
like “Bundle” or “Early Bird” show the strategy used in 
the reward tiers.
o Exclusivity/limited: Scarcity can create urgency (Y. Lin 
et al., 2016).

Campaign metadata:
o Goal in dollar: Higher goals reduce success odds 
unless justified by product value (Ahmad et al., 2017; 
Kuppuswamy & Bayus, 2018; Mollick, 2014; Ryoba et al., 
2021; M. Zhou et al., 2016).
o Campaign duration: As shown, this is tied to urgency 
and momentum, data reveals that short campaigns 
(under 20 days) have the highest success rate on average, 
coherent with literature (Fernandez-Blanco et al., 2020).
o Subcategory: Different categories might behave 

differently, as shown in our dataset the success 
percentages differ quite a lot between the subcategories.
o Country: The same principle holds for the different 
countries, and cultural preferences can have a large effect 
on certain preferences.

Textual Content:
o Blurb and slug: The campaign’s summary pitch.
o Reward titles: Often used to communicate urgency or 
exclusivity.
 o Sentiment label: Indicates tone and 
engagement potential, generated from the blurb and 
slug.
 o Embeddings (LLaMA or sentence-
transformers/all-MiniLM-L6-v2): Represent tone, 
clarity, and abstract themes. The sentence-transformers/
all-MiniLM-L6-v2 are extracted from the blurb and 
reward titles, and the LLaMA embeddings are exracted 
from the campaign title, description, goal, duration and 
reward tiers ( saved as prompts).

Excluded from this setup are the full reward descriptions 
and shipping details due to incompleteness, 
heterogeneity, and incompatibility with structured 
optimisation.

Sentiment and Emotion Labelling
To extract emotional tone from campaign texts and 
reward texts, sentiment analysis is applied to the blurb 
and slug of each campaign. A transformer-based model 
from Hugging Face, cardiffnlp/twitter-roberta-base-
sentiment, is used to classify each text as positive, 
neutral, or negative. This model is chosen because it is 
fine-tuned on large-scale, real-world sentiment datasets 
derived from social media which closely resembles the 
tone and brevity of Kickstarter campaign texts. The 
unified API allows seamless integration of pre-trained 
models, while the Model Hub facilitates access to 
task-specific fine-tuned variants such as the one used 
here. Compared to rule-based sentiment tools like 
VADER, which are often used as baselines in sentiment 
analysis but underperform on nuanced or ambiguous 
expressions, transformer-based models offer superior 
generalization and deeper contextual understanding 

4.4 Data Preparation 
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(Medhat et al., 2014), as mentioned in Chapter 3. Before 
classification, the text inputs are pre-processed through 
cleaning and tokenisation, which involves converting to 
lowercase, removing punctuation or noise, and breaking 
the text into tokens or sub-word units that the model can 
process (Daniel & Martin, 2024).

Vectorisation of Text Data for Baseline model
To enable ML models to interpret campaign text, the 
raw language must be converted into a numerical format. 
This process, known as text vectorisation, transforms 
words or sentences into embeddings. These embeddings 
are essential for feeding textual data into ML models 
as such models cannot operate directly on raw text. 
For the baseline model we use different embeddings 
than the LLaMA Embeddings to compare the results. 
To incorporate abstract linguistic features into the 
RF model, only select textual fields were transformed 
into dense vector representations using sentence 
embeddings. Rather than embedding the entire dataset, 
two fields were specifically chosen:
• Blurb and slug: These typically reflect tone, urgency, 
and the persuasion strategy.
• Reward titles: Aggregated across reward tiers, these 
titles often include promotional phrases, or limited time 
offers such as “Early Bird”, which can signal pricing 
tactics and appeal.
For this thesis, a transformer-based embedding approach 
is used, as it offers superior performance in capturing 
contextual meaning compared to traditional methods 
like TF-IDF or Word2Vec. Specifically, the sentence-
transformers/all-MiniLM-L6-v2 model is chosen for its 
balance of speed, accuracy, and compactness. This model 
is part of the Sentence-Transformers framework and is 
based on the MiniLM architecture—a distilled variant 
of larger transformer models like BERT—optimised for 
sentence-level semantic understanding. It generates 
dense, low-dimensional embeddings (384 dimensions) 
that encode not just the presence of words, but also 
their contextual relationships and underlying intent. 
The preprocessing pipeline consists of cleaning the 
text (blurb and slug), converting it to lowercase, and 
applying tokenisation using the sentence-transformers 
library. The resulting vectors are saved in .npy format 
or appended to the dataset as additional columns. These 
embeddings only serve as input for the baseline RF 
model. This step is critical, as it allows the model to 
leverage semantic patterns embedded in the text—such as 

emotional tone, clarity, and thematic framing—which are 
known to influence crowdfunding success. Without this 
transformation, the model would be unable to recognise 
or learn from linguistic patterns in campaign language.

For the baseline Random Forest (RF) model, the 
dataset was split using a stratified hold-out strategy to 
maintain the original class distribution of successful and 
unsuccessful campaigns across all subsets. This method 
ensures that the model is exposed to a representative 
sample of the campaign outcomes during training, 
validation, and testing, preventing any imbalance from 
skewing results. The splitting process was conducted in 
two steps, where initially, 90% of the data was reserved 
for training and validation, while 10% was set aside for 
final testing. Within the 90% subset, the data was further 
divided into 70% for training and 20% for validation. The 
final distribution of the data was as follows: Training set: 
63% of the total dataset; Validation set: 18% of the total 
dataset; Test set: 10% of the total dataset. For BOHB 
there is a different set-up, described in the next Chapter.
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This chapter has established the foundation for optimising reward-tier configurations through the collection, 
cleaning, and structuring of a rich Kickstarter dataset. Combining Web Robots IO campaign data with custom 
webscraping for reward tiers resulted in a uniquely granular dataset containing both campaign-level and reward-level 
features.
Key preprocessing steps such as deduplication, monetary conversion, and format standardisation ensure data 
integrity, while exploratory analysis confirmed alignment with known crowdfunding patterns according to 
literature. The data was first suited to make a first RF baseline model, which is the first model to predict the success 
of the campaigns given the retrieved data. The baseline model uses embeddings often used in short social media 
descriptions, suitable for this context, to compare it later on with the LLaMA Embeddings that are generated in the 
next Chapter as well. 
The resulting dataset is fully prepared for use in the RF model. It includes numerical, categorical, and vectorised 
textual features. This structured and semantically enriched dataset forms the empirical core for the optimisation 
experiments presented in the following chapters.

4.5 Concluding words Chapter 4
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5. Model Development

To support this modelling architecture, three targeted 
research questions were explored in the preceding 
theoretical section in Chapter 3:

• RQ2.1 demonstrated BOHB’s adaptive resource 
allocation and probabilistic modelling, suitable in a high-
dimensional design space while minimising the risk of 
overfitting.
• RQ2.2 outlined the unique role of textual 
features—such as clarity, sentiment, and tone—in shaping 
campaign outcomes, captured in LLaMA embeddings 
and sentiment scores.
• RQ2.3 clarified how the interaction between 
reward design and campaign narrative can be jointly 
modelled using an architecture that supports both dense 
textual embeddings and hyperparameter search, enabling 
strategic optimisation of campaign configuration.

This chapter builds on the theoretical foundations 
presented in Chapter 3 and continues with the 
implementation. This chapter shows the overall 
modelling strategy and outlines the rationale behind the 
decisions while developing the model. The proposed 
modelling approach consists of four steps:

• A Random Forest (RF) model, that acts as a 
baseline model, to test a simple prediction of success of 
campaigns based on campaign and reward attributes.
• Three different ML learning models (RF, MLP, 
XGBoost) with the LLaMA embeddings, to see if there 
is a better performance of the success prediction of the 
model and to see which ML model is best suited to be 
used in the following steps, of which the ML model is 
tuned by BOHB.
• A model that uses the preferred ML method 
(XGBoost) together with BOHB to predict success in the 
general case (no input of campaign variables)
• The final reward-tier optimiser model using 
BOHB, aimed at improving reward-tier design by tuning 
pricing, quantity, and tier structure to increase funding 
success and minimise financial risk, by giving the 
campaign category, country, duration, and funding goal.

The model development and training processes for 
this thesis were conducted using Python 3.8.10 on the 
Jupyter Notebook server provided by the University of 
Twente. These servers run on Dell PowerEdge R750 
machines, equipped with 72 Cores / 144 Threads, 
256 GB Memory, and 2 x Nvidia A16 GPUs, ensuring 
sufficient computational power. The model in this thesis 
emerges as a novel contribution in response to the lack 
of structured reward-tier optimisation methods found in 
current research. While past studies have either focused 
on predictive models for campaign success (Ahmad et al., 
2017; Elitzur et al., 2023; Ryoba et al., 2021; M. Zhou et 
al., 2016) or very specific subjects such as general pricing 
heuristics for rewards (J. Chan et al., 2023; Gong et al., 
2021; Keisar & Lev, 2023; Simons et al., 2017), very few 
have explored a method that both predicts and actively 
optimises using textual and structured inputs.
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To establish a performance benchmark and validate 
the quality of the prepared dataset, a baseline model is 
constructed prior to implementing more complex model 
structures. This serves two purposes: first, to assess the 
quality of the dataset and compare the performance to 
literature; and second, to provide a reference point for 
comparing the performance of more advanced models 
later in this thesis. The RF classifier is selected as the 
baseline model due to its robust performance across 
a wide range of supervised learning problems. RF 
offer high interpretability, handle both categorical and 
numerical features well, and are resilient to overfitting 
due to their ensemble nature. Moreover, prior research 
in crowdfunding prediction has shown their strong 
predictive performance, especially when working with 
tabular data and mixed feature types (Haitham et al., 
2024b; Zhong, 2022a). While the Random Forest model 
is not used as the final predictive tool, it plays a key role 
in validating preprocessing choices, understanding 
feature behaviour, and establishing a reliable baseline 
for future model comparison. They do lack the ability to 
understand semantic and contextual relationships in text. 
Therefore, in this model, the sentence-transformers/all-
MiniLM-L6-v2 embeddings are used, to later compare 
the results with the LLaMA embeddings.

Performance Metrics
The model is trained on the training set and evaluated on 
both the validation and test sets. Additionally, a 5-fold 
stratified cross-validation is performed to assess model 
variance. The evaluation results are summarized in 
Table 5. These results show that the model is consistent 
across different data splits, with limited variance, 
suggesting reliable generalization to unseen data. The 
high precision indicates that when the model predicts 
a successful campaign, it is likely correct, which is an 

important property for applications where false positives, 
such as investing in a failing campaign, are costly. Given 
the financial consequences of misclassification, F1 score, 
and precision are preferred metrics over accuracy alone.

To get more information about the model’s capabilities, 
two images are shown in Figure 23 and Figure 
24, respectively a Confusion Matrix and a Feature 
Importance Plot. The confusion matrix below provides 
a clear view of the model’s classification performance 
on the validation set. It shows that the model correctly 
classified a substantial number of both successful (979) 
and unsuccessful (1297) campaigns, while it incorrectly 
classified 279 unsuccessful and 422 successful ones. 
In binary classification often false positives are more 
common. This conservative bias may be justifiable 
in a crowdfunding context, where overestimating 
potential success could mislead creators. A Feature 
Importance Plot ranks the input features according to 
their influence on model predictions, helping to identify 
which reward-tier or campaign-level attributes are 
most impactful. Feature importance is derived using 
Gini impurity, highlighting which features the model 
relied on most frequently to make splits and decisions. 
Unsurprisingly, the funding goal is the most influential 
feature, reinforcing findings from Mollick (2014) and 
Kuppuswamy & Bayus (2018) that campaigns with 
overly ambitious goals are less likely to succeed. The 
early_bird_flag is also important, aligning with the idea 
that urgency mechanisms help generate early momentum 
Wessel et al. (2019). Other high-impact variables include 
reward count, confirming the notion of choice overload 
(Elitzur et al., 2024), and campaign category, showing 
the different performance of categories such as Gadgets 
and Social Good. Additionally, campaign age contributed 
moderate predictive power, likely capturing shifts in 

Validation Set Test Set 5-Fold Cross-Validation 
(Mean ± Std Dev)

Accuracy 76.45% 76.96% 76.96% ± 0.94%

F1 Score 73.64% 73.39% 73.60% ± 1.25%

Precision 77.82% 80.44% 79.83% ± 1.12%

Recall 69.88% 67.48% 68.28% ± 1.80%

Table 6: Performance Metrics Baseline Model

5.1 Random Forest Baseline Model
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platform dynamics or best practices over time. Finally, 
the reward_name_cluster feature, which groups reward 
tier naming strategies (e.g., “starter,” “bundle”), showed 
that linguistic packaging plays a role in model decisions, 
which supports the broader claim that language framing 
influences perceived value and campaign appeal Yosipof 
et al. (2024). The emb_reward_reward_title_x is an 
embedding, thus a fixed-length numerical vector that 
preserves a certain semantic meaning and linguistic 
structure. The exact meaning of these embeddings 
is unknown but can be approached. As an example, 
the meaning of emb_reward_reward_title_242 is 
approached later this subchapter.

Embedding-Based Semantics and SHAP Dependence
SHAP (SHapley Additive exPlanations) is applied to get 
a deeper insight in Feature Importance. SHAP assigns 
each feature a marginal contribution to the model’s 
output on a per-sample basis, making it particularly 
suited for uncovering how specific features affect 
individual predictions (Joseph et al., 2024; Kavzoglu & 
Teke, 2022). This method provides local interpretability, 
complementing traditional global feature importance 
metrics. Interesting enough one can see that the SHAP-
based ranking of influential features differed from the 
feature importances derived from Gini impurity, the 
default method used by Random Forests. Gini impurity 
reflects how frequently a feature is used to split data 

across all trees in the ensemble, providing a measure of 
aggregate importance. SHAP values assess the actual 
contribution of each feature to prediction outcomes. 
This makes SHAP more sensitive to subtle but consistent 
patterns, particularly useful when working with high-
dimensional or correlated features such as embeddings. 
The SHAP results brought renewed attention to several 
features. Reward count, previously seen as moderately 
important, emerged as one of the top predictors under 
SHAP. This suggests that the model does not only reacts 
to how often the feature is used in decision trees, but 
how its specific values influence prediction outcomes. 
Similarly, category_main_Gadgets showed strong 
predictive influence. This aligns with earlier findings in 

Figure 21: Feature importances baseline model

Figure 20: Confusion Matrix baseline model
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the dataset that certain campaign domains, particularly 
those grounded in tangible technology products, are 
more likely to succeed. One interesting finding is that 
emb_reward_title_242, one dimension of the dense 
sentence embeddings derived from reward tier titles, 
is highly correlated with the success of a campaign, 
which can be seen in Figure 21. If we zoom in on what 
this embedding is correlated with in Figure 23, we 
find that campaigns with high values in emb_reward_
title_242 frequently featured reward titles with detailed 
specifications, technical terminology, and references 
to electronic components or sensors. In contrast, 
campaigns with low values tend to be more abstract or 
service-oriented, often framed around social initiatives 
or local community engagement. Some of the latter were 
written in Spanish, suggesting that this embedding may 
also encode linguistic or cultural markers.

Implications for Modelling and Theory
The analysis of embedding dimensions alongside SHAP 
values offers critical insight into the model’s ability to 
leverage textual features in a meaningful way, and its 
importance. This finding supports the growing body of 
research suggesting that transformer-based language 
models can extract actionable features from marketing 
and persuasive text, enabling more accurate outcome 
prediction (Reimers & Gurevych, 2019). Furthermore, 
the interpretability of emb_reward_title_242 indicates 
that learned embedding dimensions, although abstract, 
can correspond to recognisable communicative 
strategies, such as technical specificity versus emotional 
appeal.

Figure 22: SHAP Feature Importances Baseline Model Figure 25: SHAP correlation values emb_reward_title_242

Figure 23: Campaign text with high emb_reard_title_242 values

Figure 24: Campaign text with low emb_reard_title_242 values
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Figure 23: Campaign text with high emb_reard_title_242 values

Figure 24: Campaign text with low emb_reard_title_242 values

Crowdfunding campaigns are heavily text-driven, 
where the project descriptions, reward tiers, campaign 
goals, and timeframes contain important indicators of 
a campaign its success, as those elements are central in 
conveying a campaign’s value proposition, urgency, and 
credibility to potential backers. Using only traditional 
numerical features would not capture the nuanced 
signals within textual content, such as emotional appeal, 
clarity of description, or perceived value of rewards. 
To address this, we employ LLaMA 3.2 - 3B Instruct, 
a state-of-the-art large language model, to generate 
high-dimensional embeddings. LLaMA is chosen for 
the reasons mentioned in Chapter 3: it captures long-
term dependencies in textual data, preserves semantic 
information about reward structures, campaign goals, 
and project descriptions, and LLaMA’s architecture 
enables it to process varied textual inputs-campaign 
narratives, reward titles, and descriptions-into a unified 
vector space. The embeddings are generated using 
Hugging Face’s Transformers library, which facilitates 
seamless integration with PyTorch. The generation 
process consists out of merging campaign data with the 
reward information based on the project slug, where the 
campaign title, description, goal, duration and reward 
tiers are saved as prompts. These prompts are used to 
create the final embeddings.

Data Preparation and Model Training
The generated embeddings are combined with campaign 
metadata and funding success labels (0 for unsuccessful, 
1 for successful). With this structured dataset, we can 
use different ML models to predict the success of the 
campaign. The four chosen models are:

• Logistic Regression (LR): One of the most basic 
models chosen as a benchmark.
• Random Forest (RF): Chosen for its interpretability 
and ability to handle imbalanced classes.
• XGBoost: Preferred for its gradient boosting 
mechanism, allowing better handling of structured data 
and complex decision boundaries.
• Multilayer Perceptron (MLP): Used for capturing non-
linear relationships due to its deep learning architecture.

The models are trained and validated using an 80/10/10 
split; 80% for model learning, 10% as validation set 
for hyperparameter adjustments, and 10% as a test 
set to evaluate its performance. The model training is 
performed with scikit-learn for LR, RF, and MLP, and 
XGBoost library for the XGBoost model.

Model Evaluation and Comparative Analysis
A more extended evaluation is presented in the next 
Chapter, but since one model had to be chosen to 
continue the modelling process with, the models are 
already compared on performance. Each model is 
evaluated based on Accuracy, Precision, Recall, and the 
F1-Score. A summary of the results is provided in Table 
x. XGBoost and MLP had both a good performance. 
Figure 29 shows how they compare on all metrics. There 
is chosen to optimise the MLP and XGBoost model, since 
they both generally perform better than the RF model. 
One can also notice the least complex model, LR, already 
provides a good performance. This is similar with the 
study by M. J. Zhou et al. (2015) mentioned in Chapter 
2, which obtained accuracy of 73%. Here an accuracy of 
more than 74% is achieved, most probably since more 

5.2 LLaMA 3.2 Embeddings & 
Model Comparison

Model Accuracy Precision Recall F1-Score AUC-ROC

Logistic Regression 0.742780 0.716927 0.732558 0.724659 0.815020

Random Forest 0.746138 0.749196 0.677326 0.711450 0.815057

XGBoost 0.763600 0.745614 0.741279 0.743440 0.847130

MLP 0.751511 0.703325 0.799419 0.748299 0.832128

Table 7: Performance Metrics LR, RF, XGBoost, MLP
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information, such as the reward information and the 
embeddings, are used. MLP scored the highest on Recall, 
or recognising the true positives, but the precision was 
lower than the other models. The confusion matrices are 
shown in Figure 28, further showing the performances of 
the models, made with matplotlib and seaborn.

BOHB Hyperparameter Optimization
We proceed with BOHB to fine-tune the 
hyperparameters of the models. We explore the 
hyperparameter space for learning rate, max depth, 
and number of estimators (XGBoost), as well as hidden 
layer sizes and activation functions (MLP). We also 
minimise the cross-validation error during training 
using ConfigSpace and hpbandster for automated 
configuration sampling. The outcome of the BOHB 
optimisation showed an increased performance of 
the XGBoost and MLP models. We again generate 
Confusion Matrices (Figure 27) to compare the results. 

Mainly the recall and F1-score are improved. 

Figure 26: Model Performances Visualised

Figure 27: Confusion Matrices of optimised XGBoost and MLP

Figure 28: Confusion Matrices of LR, RF, MLP, XGBoost
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Figure 28: Confusion Matrices of LR, RF, MLP, XGBoost

The primary goal of our analysis is to optimise 
reward strategies and use the success metric to see 
which reward parameters are most effective. We first 
simulate the general case, where we do not enter any 
campaign-specific information. We use the dataset that 
has standardised information about the Kickstarter 
campaigns, including funding targets, campaign 
duration, number of backers, category, and country. 
Additionally, we use the cleaned reward information 
with information about reward attributes, such as 
average reward price, exclusivity, early bird flag, 
and reward clustering. Moreover, we keep using the 
LLaMA Embeddings that we generated in the previous 
sub-chapter. Last, we use the one-hot encodings for 
campaign categories and countries, ensuring that 
categorical data is numerically represented. The final 
dataset contains 14,885 campaigns and 3,119 features. 
This consolidated dataset served as the input for the 
modelling and the optimisation process.

Modelling Approach
To predict campaign success, we used the XGBoost 
Classifier with the optimised settings by BOHB in 
the previous sub-chapter, combined with Optuna 
for hyperparameter optimization. The objective is to 
maximize the F1 score, focusing on optimising predictive 
accuracy across both successful and unsuccessful 
campaigns, given their near-even distribution. Despite 
the balanced classes, F1 score remains the preferred 
metric as it balances both precision and recall, ensuring 
that the model effectively captures both successful 
and unsuccessful campaigns without bias towards one 
class. The model included the following reward-based 

features: reward count, average reward price, presence 
of early bird rewards, presence of exclusive rewards, 
and the reward name cluster. Furthermore, the model 
included the following campaign attributes: campaign 
duration, and funding target. The LLaMA embeddings 
are also included, and lastly, the categorical encodings: 
columns for category and country. Optuna optimised all 
the former mentioned reward-based features, plus the 
campaign-based features. The model is trained using an 
80-20 train-test split and evaluated using the weighted 
F1 score. The training process involved imputing still 
missing values using the mean strategy.

Results and Feature Importance
The optimised model achieves a best F1 score of 
0.795, indicating a reasonable level of predictive 
accuracy. Figure 32 depicts the top 20 Feature 
Importances as derived from the XGBoost model. The 
feature importance analysis revealed that the most 
LLaMA embeddings are the most influential feature, 
suggesting that certain linguistic structures or meanings 
significantly boost the chances of success. It indicates 
that textual information about campaigns carries 
substantial predictive power. Categorical features such 
as campaign categories (e.g., Gadgets) also carry high 
importance. It is interesting to see why these LLaMA 
embeddings have this large influence. This is further 
explored in the Sensitivity Analysis in Chapter 6. 
Moreover, the Discussion Chapter reflects on the choice 
for these embeddings, and the different result that is 
obtained compared to the sentence-transformers/all-
MiniLM-L6-v2 embeddings.

5.3 Generalized Success Prediction 
with XGBoost and BOHB

Figure 29: Top 20 Feature Importances XGBoost with BOHB
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The next step to evolve the model, is to implement it in a 
real use-case scenario, where it has practical relevance, 
a tool campaign creators can use to optimise their own 
campaign. The model introduces several advancements 
over the previous model presented in the previous 
sub-chapter. It now also incorporates the average 
calculated sentiment of the reward tiers, to also inform 
the campaign creators which tone to use to address 
the potential backers. The BOHB is applied through 
Optuna, state-of-the-art hyperparameter optimization 
framework, as used in the study by Nguyen & Liu 
(2025). Optuna uses the same reward-based features as 
in the previous model to optimise, along with the added 
sentiment score, from -1 for negative, and 1 for positive. 
Similarly, as in the previous model, the search space 
had the reward count ranging from 1 to 33, complying 
with the finding in literature that there is a tipping point 
starting at 33 reward options (Elitzur et al., 2024). The 
space for the average reward price spans from 10 to 
1000, the early bird and the exclusive flags are binary 
indicators, and the reward name cluster contains either a 
0 for no cluster that is matched, or 1 to 4, which represent 
4 different reward clusters with a certain semantic 
meaning. Similar as before, Optuna aims to maximize the 

F1-score, for a given number of trials.
Examples of optimisation studies
We now perform five different studies, to discover how 
the model changes its predictions for different input. 
We investigate whether the F1-score will change for 
different input, and how certain parameters can take 
more specific values tied to different categories. For each 
study, we take n=20 trials, as the incremental benefit of 
increasing trials starts to taper off after around 20–30 in 
many optimisation scenarios. This merely illustrates how 
different inputs affect the output. Table 8 and 9 show the 
conducted studies.
The optimisation process also reveals deeper insights 
into campaign design principles. For instance, while 
early-bird rewards are traditionally viewed as critical for 
driving initial momentum, the optimisation indicates 
that they may not always be necessary, especially when 
exclusive rewards are present. Similarly, the clustering 
of reward names hints at thematic preferences among 
backers that can be strategically targeted for higher 
engagement. We discuss these findings further in 
the next Chapter, the Evaluation, and the Discussion 
Chapter.

5.4 Reward-Tier Optimiser 
with Customisation Strategy

Study Category Country Campaign Duration Funding Goal ($)

1 Apps The Netherlands 30 days 50,000

2 Gadgets United States 45 days 50,000

3 Software United States 60 days 100,000

4 Design United Kingdom 30 days 25,000

5 Games Japan 20 days 15,000

Study F1-score 
(rounded)

Reward 
count

Average reward 
price ($)

Early bird Exclusive Sentiment 
(rounded)

Reward name 
cluster

1 0.792832 1 479.40 0 0 -0.3722 2

2 0.785858 28 226.76 0 0 -0.2961 0

3 0.785858 27 230.46 0 1 -0.9974 3

4 0.785858 19 208.66 0 1 -0.6292 1

5 0.785513 28 298.19 0 1 -0.0744 4

Table 8: 5 Different sets of study parameters

Table 9: 5 Different outcomes of studies
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In this chapter, we presented the development and optimisation of a multi-step ML pipeline to predict and enhance 
the success of crowdfunding campaigns. Starting with a Random Forest baseline model, we established a reference 
for performance and identified key predictive features. Although effective in its simplicity, the model lacked the 
capacity to capture the semantic richness of campaign descriptions, which led us to integrate LLaMA embeddings 
in the next phase. These embeddings allowed us to represent textual information more effectively, improving the 
model’s understanding of narrative and emotional tone.
Subsequently, we introduced XGBoost as the primary predictive model due to its superior performance in terms 
of F1 score and interpretability of feature importance. To further optimise the predictive accuracy, we used BOHB 
for hyperparameter tuning, refining key parameters related to campaign attributes and reward features. This 
optimisation process not only improved model performance but also revealed the critical impact of certain features, 
such as early bird rewards, average reward price, and campaign sentiment, as in agreeance with literature.
The final phase introduced the reward-tier optimiser using Optuna, aimed at optimising reward structures for specific 
campaign scenarios. By combining sentiment analysis with reward-based features, we created a more nuanced 
model capable of suggesting optimal configurations for different categories, countries, and funding goals. Several 
exploratory studies demonstrated how varying these parameters influenced campaign success, providing valuable 
insights into strategic reward design.
Overall, the model progressed from basic prediction to targeted optimisation, offering a data-driven tool to improve 
reward strategies in crowdfunding. In the following chapters, we will further evaluate its practical implications, 
limitations, and potential for future research.

5.5 Concluding words Chapter 5
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6. Model Evaluation

This final chapter, before the discussion and conclusion, 
reflects on the performance of the model. First, it 
is compared with previous literature research. How 
does the baseline model perform compared to models 
presented earlier in crowdfunding research, as quite 
a vast number of models have been tested? Second, 
the models presented in this thesis are compared. The 
baseline model, trained with other embeddings than the 
LLaMA embeddings, are compared. There is reflected on 
the choice of ML learning models, with XGBoost chosen 
as preferred model for the other models using BOHB. 
The inner workings of the model are explored through 
a deeper analysis, and a sensitivity analysis is applied to 
certain variables. There is reflected on the robustness of 
the model, as well as an error analysis. There are many 
ways to iterate on the model, or to boost its performance. 
These are discussed in the next Chapter, the Discussion.

This Chapter completes the answers to the last research 
questions; namely:
• What are the optimal hyperparameters and 
configurations for BOHB in combination with NLP and 
other ML models to maximise prediction accuracy, and 
how do they compare to a baseline model?
• How can AI-driven optimisation of reward-tier 
configurations enhance crowdfunding campaign success 
by balancing campaign outcomes, reducing backer 
choice complexity, and minimising financial risks?
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In this section, we systematically compare the findings 
of our models, including the baseline Random Forest 
model, LLaMA 3.2 embedding-based models, and the 
optimised XGBoost and MLP models, with the literature 
reviewed in Chapter 2. This comparison focuses on two 
key areas: predictive performance and the influential 
features.

Performance
First, we look at the baseline model we created. The 
predictive accuracy of our baseline RF model achieved 
an accuracy of 76.96%, which is in line with the findings 
from the literature. For instance, Zhong (2022) 
demonstrated that RF models consistently outperform 
other traditional ML methods like logistic regression 
and SVM for crowdfunding prediction tasks. Similarly, 
Haitham et al. (2024) observed that RF classifiers 
maintain stability and generalisation capability even in 
high-dimensional spaces, making them a good choice for 
baseline comparisons. When we compare its accuracy 
with earlier models, it seems to underperform when 
compared with more recent campaigns, since for example 
Tran et al. (2016) obtained an accuracy of 81% with RF, 
and Ahmad et al. (2017) obtained an even higher accuracy 
of 94%. However, these respectively also incorporated 
Twitter features, and the other additional information 
about the creator such as the number of Facebook 
friends. Thus, we conclude the model performs up to 
standard.
In contrast, our advanced models leveraging LLaMA 
3.2 embeddings and XGBoost gave accuracy scores 
of 76.36% for XGBoost and 75.15% for MLP. This is 
consistent with literature emphasising the advantage 
of gradient-boosted methods and neural networks 
for handling complex, non-linear relationships in 
crowdfunding data (Y. Guo et al., 2021; Lee et al., 2018; 
Yu et al., 2018). Notably, our MLP model, while slightly 
lower in overall accuracy, excelled in recall, identifying 
a higher proportion of successful campaigns, aligning 
with W. Wang et al. (2020), who noted deep learning’s 
strength in capturing intricate patterns missed by 
ensemble methods.
Furthermore, our fine-tuning with BOHB yielded 
additional performance gains, particularly for XGBoost 

and MLP, supporting findings by Ahmad et al. (2017), 
who showed that hyperparameter optimisation 
can significantly enhance model performance in 
crowdfunding contexts. The overall best F1-score 
achieved was 0.795 with the optimised XGBoost model, 
reflecting a balanced prediction capacity for both 
successful and unsuccessful campaigns, resonating with 
findings from Tran et al. (2016) and Y. Li et al. (2016).

Influential Features
Most of the models highlight the importance of specific 
features that also were present in literature. The 
baseline RF model showed the funding goal as the most 
critical predictor of success, agreeing with findings by 
Mollick (2014) and Kuppuswamy & Bayus (2018), who 
emphasised realistic goal setting as essential for backer 
confidence. Similarly, the inclusion of embeddings in 
our advanced models revealed that semantic richness 
in reward descriptions directly influenced campaign 
success. This observation aligns with the work of Yosipof 
et al. (2024), who found that positive sentiment and 
detailed language significantly impact technology-
focused campaigns. Interestingly, the SHAP analysis of 
our baseline model showed that the reward count is a 
top predictor, reflecting the choice overload hypothesis 
described by Elitzur et al. (2024), which found a tipping 
point at 33 reward options. Furthermore, campaign 
categories, particularly technology and gadgets, are 
consistently influential, matching findings by Corsini 
& Frey (2023), who notes that category alignment with 
backer expectations enhances campaign visibility and 
funding potential. The dominance of the early bird flag 
indicates that early incentives are a strong predictor of 
campaign success and is also mentioned by Wessel et al. 
(2019), known to drive early engagement.

6.1 Comparison with literature
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The Sensitivity Analysis aims to evaluate the robustness 
and reliability of the model by systematically altering key 
input features and observing the changes in predicted 
outcomes. This helps to understand which features have 
the strongest influence on campaign success and identify 
any vulnerabilities or biases in the model. We execute 
this analysis since we noticed some strange values in the 
Reward-Tier Optimiser with Customisation Strategy 
Model, some F1-score values were the same, even when 
entering different values as input. During the different 
trials, there were not many duplicate F1-score values, 
but it seems worth to investigate this observation. There 
could be several reasons causing this phenomenon: 
XGBoost is a powerful classifier, but it may learn 
generalised patterns for certain types of campaigns. This 
could particularly be the case if LLaMA embeddings for 
these two categories are semantically close. Another 
reason could be that the hyperparameter space has flat 
regions, where small changes to some parameters do not 
affect the outcome. This is a known type of behaviour 
in complex models. One other reason could be that 
the number of trials were too little. With performing a 
Sensitivity Analysis, we can find out how much change 
one certain parameter in the model makes. For now, we 
stick to analysing the general model, as the customised 
model has so many different configurations, analysing it 
would be an extensive process.

Feature Importances
We already plotted the 20 most important features of the 
model, by the XGBoost model in Figure 29, and now we 
add the SHAP analysis in Figure 30. We find that most of 
the important features, in both plots, are certain LLaMA 
Embeddings, and certain campaign categories (e.g., 
Gadgets) – also referred to as subcategories, as the main 
category remains Technology – carry high importance 
as well. We look at them more closely to find out what 
they represent, as they are still abstract representations 
of language. We take both the LLaMA Embedding 
number 1602 and 2246, as they arose as the features 
with the highest influence on success. In Figure 31 the 
distributions of both variables are plotted for the cases of 
successful, and unsuccessful campaigns. The correlation 
with success for the LLaMA Embedding 1602 is -0.3975. 

The correlation for the LLaMA Embedding 2246 is 
0.3748. In Figure 30, the different projects associated 
with these embeddings can be seen. The projects highly 
associated with Embedding 1602 seem to have a strong 
focus on security, artificial intelligence, and automation. 
For the lower values, there is a shift towards more niche 
markets and physical consumer products. This suggests 
that perhaps more niche campaigns have a higher success 
rate. On the other hand, the LLaMA Embedding 2246 
may capture physical technology innovation, particularly 
around devices and fabrication, and for the negatively 
associated projects there is a noticeable drop-off in 
technological hardware projects, and more emphasis is 
placed on social initiatives or commemorative events. 
This is similar to the findings of the RF baseline model.

Sensitivity Analysis
For the Sensitivity Analysis, we focus on the most 
influential features identified during the model 
development phase, and the most influential LLaMA 
Embeddings derived from the Feature Importance 

6.2 Sensitivity Analysis

Figure 30: SHAP values XGBoost model with BOHB



78

analysis and SHAP Analysis. These include the Reward 
Count, Average Reward Price, Early Bird Flag, Exclusive 
Flag, Sentiment Score, Reward Name Cluster, Campaign 
Duration, Funding Goal, and the LLaMA Embeddings 
2246, 11, 1531, 1602, 376, 1088, 1563. The represented 
Sensitivity Analysis is shown in Figure 33. We will now 
carefully examine the sensitivity scores.

• Reward Count: The F1-score indicates that the model 
is only sensitive to a very large number of rewards. 
This contradicts literature and previous assessment 

of the data, where the optimum was found around 10. 
Moreover, there should be a higher sensitivity for lower 
reward numbers as well.
• Average Reward Price: There is a clear upward trend 
having a high plateau between $300–$900. This 
observation aligns with literature suggesting that backers 
are attracted to well-priced rewards that balance value 
and exclusivity.
• Early Bird Flag: The model’s performance remains 
constant regardless of the early bird flag’s value. This 
suggests that early bird incentives may not strongly 

Figure 31: Distribution LLaMA Embeddings with Success labels

Figure 32: Projects with a high or low correlation of the selected LLaMA Embeddings
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influence the model’s assessment of campaign success. 
This is highly unexpected and does not agree with 
literature and the earlier findings with the top 20 reward 
names in the dataset.
• Exclusive Flag: Similar to the early bird flag, this is 
not expected. In literature and the data inspection, it 
showed making use of exclusivity, increases the chance of 
campaign success.
• Reward Name Cluster: The model’s sensitivity is low 
across the different clusters, although there are slight 
variations. This indicates that the linguistic framing of 
reward names does have some influence, but it is not a 
primary driver of predictive success, which is also not 
expected.
• Campaign Duration: There is a sharp peak in 
performance for campaigns around 10-20 days and 70–
80 days. It did show up in the violin plot shown earlier 
in Chapter 4, there are simply no unsuccessful values for 

70 or more days, thus the model may assume this leads to 
success.
• Funding Target: A steep decline in the F1-score 
is observed as the funding target increases beyond 
$20,000. This aligns with crowdfunding literature.
All the LLaMA embeddings cause the F1-score to clearly 
fluctuate with changes in this embedding’s values. 
This suggests that specific semantic patterns captured 
by these dimensions, possibly related to technical 
innovation or specific project descriptors, impact the 
model’s prediction.

Figure 33: Sensitivity Analysis
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The sensitivity analysis points out a strange occurrence: 
the early bird flag seems of no influence. Aside from that, 
literature is not in agreeance with the number of rewards, 
nor the exclusivity flag. One possible explanation 
could be the use of the LLaMA embeddings. As they 
are abstract of meaning, it is difficult to see what they 
represent, and if there is possibly a feature redundancy 
and overfitting. When inspecting the data that was used 
to generate these embeddings, it became apparent that 
the LLaMA-based embeddings were generated from 
composite prompts that already contained many of these 
structured variables. The embeddings were based on the 
campaign titles, the campaign description, the reward 
tiers, the goal, and duration. 
This likely caused feature leakage, where the embedding 
vectors already encoded information that was separately 
passed as tabular input. As a result, structured inputs 
added little value—or even distorted the model’s learning 

process—because the same information was redundantly 
presented in two different forms.

Testing with Alternative Embeddings
To test this hypothesis, we replaced the LLaMA 
embeddings with sentence-transformers/all-MiniLM-
L6-v2 embeddings. These were generated only from the 
descriptive campaign texts (campaign blurb and reward 
titles), excluding numeric features like goal or duration. 
First, the XGBoost model was evaluated with these new 
embeddings. The results in Table 10, and the visuals of 
Figure 34, show how they compare to the RF model that 
used the same embeddings. The results are still better 
than the RF model, and they outperform the XGBoost 
model with the LLaMA Embeddings. 

6.3 Review Embeddings

Model Accuracy F1 Score Precision Recall AUC-ROC

Random Forest 0.7645 0.7364 0.7782 0.6988 0.8401

XGBoost LLaMA 
Embeddings

0.7636 0.7434 0.7456 0.7413 0.8471

XGBoost 
MiniLM Embed-
dings

0.7918 0.7717 0.7976 0.7475 0.8887

Figure 34: Comparison model performance RF and XGBoost same embeddings

Table 10: Metrics of RF and XGBoost with 2 different embeddings
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Compared to earlier results with LLaMA embeddings 
(see Table 7 in Chapter 5), this configuration shows clear 
improvements across all metrics, especially in AUC-ROC 
and F1 Score. This supports the hypothesis that more 
focused embeddings, which avoid information overlap 
with structured features, lead to better generalisation.
When we look at the feature importance, we do find 
that certain properties, such as the sub-categories, goal, 
campaign duration and average reward price are now 
more prominent in the top 20.

BOHB with New Embeddings
We then applied Bayesian Optimisation with Hyperband 
(BOHB) using the same refined sentence-transformer 
embeddings. The objective was to find optimal 
hyperparameters of the campaign properties for the 
XGBoost model without tuning campaign structure. 
For a 20-trial run, we found: Best Parameters: {‘reward 
count’: 4, ‘avg_reward_price’: 570.212868382487, 
‘early_bird_flag’: 1, ‘exclusive_flag’: 0} Best F1 Score 
Achieved: 0.7806941628336065.
When we test the complete model for its performance on 
the test set, we find the results presented in Table 11.
These results are as well better than the previous model. 
It seems the MiniLM Embeddings deliver better results 
in this specific situation than the LLaMA Embeddings.

Early Bird Flag
As a last step, we explore if the model now resembles 
more the finding that adding an Early Bird Reward will 
increase the chance of campaign success.
Unexpectedly, we find that in this model as well, the early 
bird flag has little significance. Most surprisingly, there is 
even a slightly higher chance on success without having 
an early bird presence. 
In Figure 36, the red line (median) shows that most 
campaigns experience 0 effect on flipping the early bird 
presence. The mean change equals -0.015. On average, 
enabling the early bird reward decreases the predicted 
probability of success by ~1.5 percentage points. The 
fraction where change is larger than 0 equals 0.48: in 
48% of the samples, the probability increased when 
enabling early bird.

Accuracy F1 Score Precision Recall AUC-ROC

0.8180 0.8177 0.8182 0.8180 0.9011

Figure 35: Sensitivity to Early Bird flag

Figure 36: Sensitivity to Early Bird flag per sample

Table 11: Metrics BOHB with MiniLM Embeddings

Table 12: Feature importance XGBoost other embeddings
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In this section, we present a comparative evaluation of 
the different models developed throughout this thesis. 
The goal is to analyse their predictive performance in 
forecasting campaign success, as well as to evaluate the 
effectiveness of various feature engineering techniques 
and optimisation strategies. The models evaluated are 
the LR, RF baseline model, the Advanced ML Models 
with LLaMA Embeddings (RF, MLP, XGBoost), and 
Generalized Success Prediction Model with XGBoost and 
BOHB, as well as the models with the other embeddings, 
discussed in the previous subchapter.

Evaluation Metrics
To ensure consistent evaluation across models, we used 
the following performance metrics:
• Accuracy: Measures the overall correctness of 
predictions.
• Precision: The proportion of true positive predictions 
among all positive predictions.
• Recall (Sensitivity): The proportion of true positives 
captured among all actual positives.
• F1-Score: The harmonic mean of precision and recall
• AUC-ROC: The trade-off between sensitivity and 
specificity.
The F1-Score is emphasised as the primary evaluation 
metric throughout the thesis, given its capacity to balance 
precision and recall, especially in cases where false 
positives and false negatives carry distinct implications 
for campaign investment decisions.

Model Performance Overview
Below in Table 12, we summarise the key performance 
metrics obtained for each model.
We see that on most metrics, the RF Baseline model, 
with the sentence-transformers/all-MiniLM-L6-v2 
embeddings, performs better than with the LLaMA 
embeddings. We notice the XGBoost models perform 
better with the sentence-transformers/all-MiniLM-
L6-v2 embeddings instead of the LLaMA embeddings. 
Initial LLaMA embeddings may have been too dense and 
information-rich, leading to redundancy and degraded 
model interpretability. By refining the source of 
embeddings and clearly separating textual and structured 
features, the model achieved higher accuracy, stability, 
and generalisation.
One can clearly see the XGBoost is the preferred 
model to use in the continued set-up, as it has a higher 
accuracy and precision. Both the optimised models with 
BOHB, outperformed all other models in terms of F1-
Score. Its ability to handle structured and unstructured 
data efficiently makes it well-suited for crowdfunding 
prediction. The introduction of BOHB improved 
hyperparameter tuning, yielding a substantial increase 
in F1-Score. This demonstrates the effectiveness of 
structured hyperparameter search for optimising 
campaign configurations.

6.4 Model Comparison

Model Accuracy Precision Recall F1-Score AUC-ROC

Logistic Regression 0.7428 0.7169 0.7326 0.7247 0.8150

Random Forest (Baseline) 0.7696 0.8044 0.6748 0.7339 0.8401

RF with LLaMA Embeddings 0.7461 0.7492 0.6773 0.7114 0.8151

MLP with LLaMA Embeddings 0.7515 0.7033 0.7994 0.7483 0.8321

XGBoost with LLaMA Embeddings 0.7636 0.7456 0.7413 0.7434 0.8471

MLP optimised 0.7670 0.7467 0.7500 0.7484 0.8472

XGBoost optimised 0.7703 0.7582 0.7384 0.7482 0.8466

XGBoost with MiniLM embeddings 0.7918 0.7976 0.7475 0.7717 0.8887

XGBoost + BOHB (General Model) 0.7944 0.8017 0.7491 0.7952 0.8808

XGBoost + BOHB with MiniLM 
embeddings

0.8180 0.8177 0.8182 0.8180 0.9011

Table 12: All Performance Metrics
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When comparing the performance of the initial models to literature, no strange values are seen. The models 
boosted by BOHB yielded additional performance gains, which was expected by the studies described in Chapter 
2. The baseline model showed the funding goal as the highest predictor of success, which aligned with literature as 
well. Moreover, the inclusion of embeddings in all our advanced models revealed that semantic richness in reward 
descriptions directly influenced campaign success. In the SHAP analysis of the baseline model the reward count is 
also a top predictor, which is in agreeance with literature as well. Other important features discovered in the baseline 
model are the early bird flag and the category.
Looking at the performance of the model, in comparison to each other, we find that the final model does have the 
highest scores on all metrics, except the recall, which is highest of the optimised MLP model. It turned out that 
LLaMA Embeddings are not the most suitable in this context, and the sentence-transformers/all-MiniLM-L6-v2 
embeddings performed better. While this chapter continuously shows a strong performance of the model, there 
are some peculiar observations. The feature importance of the baseline Random Forest model is almost completely 
different than the feature importance of the XGBoost model in combination with BOHB. With the latter model, the 
early bird presence is not correlated with a higher chance of success of the campaign. The next Chapter reflects on 
this finding. The sensitivity analysis reveals that some of the embeddings are the most important features of the model 
predicting campaign success.

6.5 Concluding words Chapter 6
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7. Discussion

First, we reflect on the results obtained with the 
model. We reflect on the design process of the model, 
improvements that could have been made, and if the 
outcomes were expected. We inspect the weak points of 
the model, evident from the Evaluation. Furthermore, 
the practical relevance of the model is evaluated. 
Subsequently, we look at inherent weak properties of 
the model, annotations on certain undesired properties 
the model components can bring, and the limitations in 
time and computing power. Last, we discuss possible 
improvements for future versions of the model by 
employing a more advanced or extended model.

Model performance and practical implications 
We reflect on the most notable observations of the 
Evaluation; the difference of performance with different 
embeddings and the difference of feature importance 
in the baseline Random Forest model and the advanced 
XGBoost with BOHB model. One area of potential 
model fragility lies in the choice of embeddings. While 
the LLaMA 3.2 3B Instruct model offers powerful 
semantic representations, it is relatively new and has not 
yet been widely benchmarked in structured prediction 
tasks. Public leaderboards, such as the MTEB Hugging 
Face benchmark, demonstrate that lighter-weight 
models like all-MiniLM-L6-v2 or mpnet-base-v2 still 
outperform LLaMA variants on various sentence-level 
retrieval and classification tasks. Thus, testing multiple 
embedding models, including text-embedding-ada-002, 
which although paid, offers strong performance, 
could help validate the robustness of the language 
features used. This comparative analysis would help 
ensure the observed model behaviour is not an artifact 
of a particular embedding strategy. Moreover, the 
feature importance in the latter model is not always in 
coherence with findings in literature. In the Random 
Forest model, traditional reward-based features like 
reward count, average reward price, and the early bird 
flag were assigned significant importance, aligning 
with the literature that we outlined in Chapter 2 and 
underscores their influence on campaign success (Y. 
Lin et al., 2016; Wessel et al., 2019) However, in the 
advanced XGBoost + BOHB model, the early bird flag, 
which is often cited as a critical mechanism for driving 

early backer engagement, emerged as almost entirely 
irrelevant in the sensitivity analysis. This finding directly 
contradicts established research and general assumptions 
in crowdfunding literature, which shows that early 
momentum is a strong predictor of campaign success. 
Unfortunately, the near-zero importance of the early 
bird flag is not just an anomaly, it introduces questions 
about the interpretability and practical relevance of our 
XGBoost + BOHB model. Since the Kickstarter dataset 
is widely adapted by researchers, this cannot be caused 
by data that has different values. If one of the most widely 
accepted mechanisms for boosting initial backer interest 
is deemed ineffective by the model, it implies that either:
• The model is not capturing certain temporal or 
behavioural dynamics correctly.
• There is a possible feature interaction effect not 
captured by the individual analysis, such as early bird 
rewards only being effective when paired with specific 
price points or campaign durations.
Furthermore, the implications for the reward-tier 
optimisation framework are substantial. The primary 
aim of the model is to optimise reward-based parameters 
to enhance campaign success. If critical levers like early 
bird options are dismissed as ineffective, the actionable 
insights the model provides may lack practical utility 
for campaign creators. This diminishes the model’s 
relevance in real-world scenarios where campaign 
strategists rely on early momentum tactics as a proven 
method for driving backer engagement. 
To address this issue, a deeper temporal analysis can 
be employed to see if the early bird effectiveness is 
time-sensitive and is not present in the current model 
structure. We could also test interaction terms to 
examine whether early bird flags have conditional 
dependencies with other parameters, such as campaign 
duration or average reward price. One other possibility 
is revisiting feature engineering to ensure that the 
representation of early bird dynamics is correctly 
captured in the input data.
Without addressing these aspects, the model’s capacity 
to provide meaningful optimisation for reward tiers sadly 
remains somewhat limited, as without understanding 
this, the consequences of placing an Early Bird offer in a 
campaign are now not clear with this model.
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Limitations and Challenges
The ML mechanisms used do not only bring advantages. 
There is a trade-off for the fast-computing method that 
BOHB uses. Generalisation is a common concern for 
multi-fidelity algorithms, like BOHB, since they extract 
subsets to represent the entire dataset (L. Yang & Shami, 
2020). Aside from this, it can be difficult to correctly 
apply NLP as it is so complex. As mentioned, LLMs can 
exhibit social biases and toxicity during the generation 
process. This can give biased outputs. They also have 
limitations in using the most up to date data, they 
cannot incorporate real-time or dynamic information. 
Moreover, LLMs can be sensitive to adversarial prompts: 
subtle input manipulations that cause erratic outputs 
(Chang et al., 2023). One other crucial consideration 
in introducing the LLaMA embeddings is how they 
interact with the existing structured features, such 
as campaign duration, goal amount, and category. In 
the current setup, LLaMA embeddings are integrated 
alongside these structured features without explicit 
cross-referencing or interaction modelling. This design 
choice allows the model to independently learn the 
contribution of semantic content versus numerical and 
categorical data. However, it also opens up potential 
dependencies that could influence predictions in 
unintentional ways. For instance, if certain narrative 
styles are more prevalent in specific categories or 
are historically linked to particular goal ranges, the 
embeddings might inadvertently capture these biases, 
amplifying correlations that may not generalise well. This 
possibly could have caused the strange occurrences we 
just observed. Possibly, the model could be inspected 
without the integration of the LLaMA Embeddings to see 
if this causes any significant shifts in feature importance 
or model performance. This comparative analysis would 
help isolate the true contribution of LLaMA embeddings 
versus structured numerical and categorical features, 
revealing whether their inclusion introduces noise, 
amplifies biases, or genuinely improves predictive 
capacity. Furthermore, it would allow for a deeper dive 
of the embeddings’ role, whether they primarily capture 
narrative quality, sentiment, or merely reflect latent 
patterns tied to campaign categories or funding goals.

Future Enhancements and Optimisations
While working on this thesis, the many different options 
to tackle the presented problem became evident. There 
are many different approaches one could take; one 
evident option would be to use BOHB to tune a LLaMA 
model, or similar LLM. There are several possibilities 
to do this. One could fine-tune LLaMA (or a smaller 
model like BERT) on a task (e.g., success prediction or 
sentiment classification). Or combining other tuning 
methods with BOHB; an alternative approach could 
involve parameter-efficient fine-tuning methods such 
as delta-tuning. Delta-tuning techniques, such as 
LoRA and adapters, have been shown to significantly 
reduce computational costs by modifying only a small 
subset of model parameters instead of fine-tuning the 
entire model. This could be a promising direction for 
future research, especially in resource-constrained 
environments. Another addition could be to include 
parameters such as more reward information, if there 
is a physical reward or digital reward, if it includes an 
experience, the number of limited-edition tiers, or the 
percentage of tiers with emotional language. Moreover, it 
would be interesting to use prompt engineering to create 
better reward descriptions.
The conclusion that can be derived from this thesis, is 
that we have proven the use of language has a substantial 
effect on the outcome of the campaign in the category 
Technology, as we continuously saw that certain 
embeddings scored high in feature importance. This 
matches with earlier findings in literature by Yosipof et 
al. (2024). Therefore, it would be interesting to explore 
the options even more to predict crowdfunding success 
with NLP, as this is a relatively undiscovered research 
area. Moreover, it would be very interesting to combine 
it with the analysis of media. LLaMA is currently working 
on multimodal extensions to the models, enabling 
image recognition, video recognition, and speech 
understanding capabilities (Grattafiori et al., 2024), and 
when this is available, could support the crowdfunding 
research. 
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8. Conclusion

This thesis presented an integration of Bayesian 
Optimization HyperBand (BOHB) and LLaMA 3.2 
Embeddings to predict and optimise the success of 
Kickerstarter Technology crowdfunding campaigns, 
with a particular focus on reward-tier configurations. 
This is a novel contribution to the existing crowdfunding 
literature. The study began with a comprehensive data 
collection process that combined publicly available 
Kickstarter data with custom-scraped reward-tier 
information. After this data was pre-processed into 
structured datasets and an exploratory analysis was 
performed, a baseline Random Forest (RF) model 
was created. This basic model was used to compare 
the findings and its performance with literature and 
form a reference point for the other models that were 
developed. The basic model scored 0.7428 on accuracy, 
0.7169 on precision, 0.7326 on recall, 0.7247 on the F1-
Score and 0.8150 on AUC-ROC. The best performing 
model, the XGBoost BOHB model with all-MiniLM-
L6-v2 Embeddings scored 0.8180 on accuracy, 0.8177 on 
precision, 0.8182 on recall, 0.8180 on the F1-Score, and 
0.9011 on the AUC-ROC.
Building upon that baseline model, we introduced 
LLaMA 3.2 Embeddings to capture the semantic 
richness of campaign descriptions and reward titles. 
These Embeddings were integrated into three different 
Machine Learning models: RF, MLP, and XGBoost. 
While the RF model with LLaMA Embeddings did 
not improve its performance, we continued to pursue 
this strategy as the LLaMA embeddings encompass 
far more dimensions than the embeddings used in the 
baseline model. The advanced models demonstrated 
improvements in capturing textual nuances and 
campaign features, with XGBoost emerging as the 
best-performing model in terms of F1-score, accuracy, 
and interpretability. BOHB was used to tune the 
hyperparameters of the XGBoost and MLP models, 
improving performance significantly, confirming its 
efficacy in high-dimensional, multi-fidelity settings. 
During Evaluation, the all-MiniLM-L6-v2 showed 
improved results over using LLaMA Embeddings, as the 
initial LLaMA embeddings may have been too dense and 
information-rich, leading to redundancy and degraded 
model interpretability.

The primary innovation of this study is the Reward-Tier 
Optimiser, which applies BOHB to fine-tune reward 
parameters, including price, exclusivity, and sentiment, 
based on campaign characteristics. This optimiser not 
only predicted campaign success but also suggested 
optimal reward configurations for maximum backer 
engagement. Five case studies demonstrated the model’s 
ability to adapt its predictions based on campaign type, 
country, duration, and funding goal, highlighting its 
possible real-world applicability.
Despite its successes in configuring the different reward-
tier configurations, the study revealed some limitations, 
particularly in the interpretability of LLaMA embeddings 
and the unexpected insignificance of early bird flags—
contradicting established crowdfunding literature. This 
anomaly underscores the need for further exploration 
of temporal dynamics and feature interactions in 
crowdfunding campaigns. Moreover, the sensitivity 
analysis showed that certain reward-based features were 
underutilised by the model, indicating potential for 
refinement in feature representation and interaction 
modelling.
From a practical standpoint, this thesis validates 
the integration of advanced NLP techniques with 
HPO methods like BOHB for reward optimisation in 
crowdfunding. It paves the way for campaign creators to 
utilise Machine Learning not only to predict campaign 
outcomes but also to strategically design reward 
structures that enhance backer engagement. The 
findings also open avenues for future research in multi-
modal analyses, where LLaMA’s evolving capabilities 
could integrate visual and textual campaign elements for 
even greater predictive power.
Ultimately, this research shows potential for creating 
models that can assist us in decision-making, which 
can capture invisible semantic meaning. It makes a 
significant step toward data-driven campaign design and 
successful crowdfunding outcomes.
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Appendix A: 
Overview of common ML methods

Artificial intelligence is commonly characterized by the 
capability of machines to exhibit cognitive functions akin 
to human intelligence. Furthermore, there is strived 
to reach artificial superintelligence, machines that can 
outperform humans. Often, machine learning is seen as 
the same as AI. However, AI is an overarching term that 
encompasses additional techniques and requirements 
besides ML. A full AI solution would have automated data 
identification, testing, and decision-making. ML involves 
manual data identification, testing by hand, and human 
decision-making. Because it is difficult to implement a 
full working system on AI, most focus in research is on 
machine learning (Aziz & Dowling, 2019).

Machine Learning
ML is thus a branch of AI, in which algorithms (computer 
programs) use data to automatically improve themselves 
through experience and learning. Therefore, it aids in 
detection, recognition, and prediction with the help of 
historical data. The performance is dependent on the 
quality and quantity of the data that is available, and the 
type of the algorithms in use. There are two types of 
data, labelled and unlabelled. The first has both input 
and output information, the latter only has output 
information (Ghaffarian et al., 2022).
ML has two broader categories: supervised, and 
unsupervised machine learning. In supervised learning, 
labelled data is used. A function between the input and 
output is determined. It is similar to traditional statistics 
where a relationship is determined between certain 
variables. They are mainly used for regression and 
classification tasks. Unsupervised ML you analyse the 
data to learn more about the structure. This technique 
only uses unlabelled data. This approach is employed in 
the absence of comprehensive data knowledge and when 
the data do not exhibit a discernible pattern, facilitating 
analysis without manual intervention. This type of ML is 
used for address clustering, data reduction and anomaly 
detection tasks (Aziz & Dowling, 2019; Ghaffarian et 
al., 2022). Furthermore, there is a category that crosses 
supervised and unsupervised learning, namely deep 
learning (Aziz & Dowling, 2019). Lastly, there are the 
categories semi-supervised learning and reinforcement 
learning. The first needs a small portion of labelled 

input data and the rest can be unlabelled, this requires 
less manual work. The latter uses trial and error-based 
learning and has a feedback mechanism to update the 
previous status. This is mainly used in decision making 
(Ghaffarian et al., 2022). 
In the following section different ML methods are 
described, as a supplement to the literature review.

Deep Learning (DL)
LLaMA is a form of Deep Learning. In the Figure above 
it is depicted what the relation is between the different 
terms. DL can better mimic human decision-making, 
as it can model complex relationships more accurately 
(Aziz & Dowling, 2019). Within the field of Financial 
Engineering & Management, there are often large data 
sets with complex interactions, which cannot be specified 
in a full economic model. DL is a good method to employ 
in this field, since it can detect and exploit interactions 
in the data that are currently not visible to any existing 
financial economic theory (Heaton et al., 2017). In the 
last few years, the development of nonlinear theory 
and machine learning algorithms took place, and the 
academics realized that multivariate linear discriminant 
analyses could not match the complexity of enterprise 
financing risks and therefore artificial intelligence 
models were used to predict the risks (Ma et al., 2023a). 
DL is sometimes used interchangeably with Neural 
Networks (NN). This consists of many neurons: simple 
processors which are connected. They produce a 
sequence of activations, which happen due to sensors 
perceiving the environment, or weighted connections 
from previous neurons The first version was called 
Artificial Neural Networks (ANN), as it was supposed 
to mimic biological learning as of in the brain. They are 
seen as an adaptive information processing system. It 
is composed of many interconnected processing units, 
which have the attributes of nonlinearity, non-limitation, 
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they are very qualitive and are non-convex (C. Liu et 
al., 2022). Deep Learning can be both supervised 
or unsupervised, and models complex relationships 
between variables and tries to mimic human decision-
making. Since there are multiple ‘hidden layers’, there 
are many and combined influences between the input 
variables, and when they go through the model this 
process is repeated, and this way all these notes turn 
into newer factors. This is abstractedly depicted in the 
figure on the right, in reality all single blocks on the left 
are connected with every block on the right, repeated in 
other columns. While this mimics the human brain, it 
works as a ‘black box’, and therefore it is not always clear 
how the inputs are combined to create the output (Aziz & 
Dowling, 2019).

Types of NN
There are several types of neural networks developed 
throughout history, getting more and more complex. 
Here, the mostly used types in Financial Engineering 
& Management are described: a Multilayer Perceptron 
(MLP), Convolutional Neural Network (CNN), 
Recurrent Neural Network (RNN), Long Short-Term 
Memory (LSTM), Gated Recurrent Unit (GRU), 
autoencoder, and Graph Neural Network (GNN).
The first development which caused a chain of new 
algorithms used in deep learning, was a perceptron. This 
is one of the simplest, but most important milestones 
(Aggarwal & Murty, 2021).

 Multilayer perceptron (MLP)
One layer of perceptrons cannot deal with classes that 
are not linear. This is resolved by having multiple layers, 
which each layer containing multiple perceptrons. This 
type of feedforward NN is called a Multilayer Perceptron 
(MLP). One of the advantages of this type of network 
is that it gives the possibility to learn the required 
representation from the input data. The learning of the 
model takes place by continuously replacing the weights 
assigned to the previous nodes. However, there are 
some disadvantages: the initial weights and the activation 
functions can have an influence on the outcome, if the 
training data is small and the number of hidden layers 
is large and overfitting can occur, when details of the 

data is learned which negatively influences the outcome 
of the model. Furthermore, the model expects inputs 
of which the size is already determined, which limits 
its applications, and sometimes the data is connected 
to previous data (such as with sentence classifications, 
where words depend on each other), but the MLP cannot 
process this sequence data, as it assumes independence 
(Aggarwal & Murty, 2021).

  Convolutional Neural Network (CNN)
CNNs are seen as the state-of-the-art tool for 
classification and prediction (Aggarwal & Murty, 
2021), and the first real successful architecture that 
is considered deep learning. It uses convolutional 
layers to identify small local receptive fields, which are 
combined to find higher level patterns: hierarchical 
representations (Khemani et al., 2024; W. Liu et al., 
2017; Samaddar et al., 2021). Its architecture is made up 
out of several convolution layers, followed by a pooling 
layer, which then again follows to a convolution layer. 
Therefore, the output of the convolution layers will be 
input for the pooling layer, then the output of the pooling 
layer will be the input for the other convolution layer. 
The final output layer is a fully connected layer that is 
connected to all of the neurons in the previous layer. 
Thus, it is also a feedforward NN which can be trained 
by backpropagation as well, similar to the MLP. It is 
used successfully in large-scale applications where the 
number of training patterns and the dimensionality of the 
data are large, and similar to the MLP, it only works well 
when the amount training data is large. It is mainly used 
in image processing and in speech processing (Aggarwal 
& Murty, 2021). These are grid-like structures, and 
generally well-suited for tasks where spatial relationships 
between neighbouring elements are important (Khemani 
et al., 2024). It reduces the parameters used in ANN, and 
therefore is useful for solving complex tasks (Samaddar 
et al., 2021). Nowadays, it can be used for handwriting 
recognition, face detection, behaviour recognition, 
speech recognition, recommender systems, image 
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classifications and natural language processing. An 
advantage is that it does not require a fair amount of pre-
processing (W. Liu et al., 2017).

  Recurrent Neural Network (RNN)
MLP and CNN models have the limitations that they 
cannot handle sequences, nor problems with an unknown 
size of the input data. However, other NNs that are 
developed, such as RNNs, LSTM, and GRUs are able 
to solve these issues (Aggarwal & Murty, 2021). The 
first type is called Recurrent Neural Network (RNN), 
this DL approach already exists since the 1980s. They 
are commonly used as there were made advancements 
in the computing power and the large amount of data 
they can access. This type of NN operates by having 
feed-forward sequential input operations, with a variable 
length, which goes through the recurring hidden layer, 
whereof the activity differentiates, depending on what 
was used in the previous time (Abualigah et al., 2024). 
Its key feature is that it uses recurrent connections 
established in a network (Rubio-Martín et al., 2024). 
Thus, previous outputs determine the next outputs 
and are great for natural language processing (NLP). It 
uses the same set of parameters for all time steps of an 
input. This learns the dependencies between elements at 
different time steps but also avoids overfitting (Aggarwal 
& Murty, 2021). When this model is trained, it is trained 
by the reverse training algorithm, and a minimum error 
function is retrieved. This way it learns from its previous 
mistakes, however, there is one issue. The RNN suffers 
from the disappearance of a problem, as it ‘forgets’ the 
mistakes from longer ago. This is called the vanishing 
gradient problem, where contributions of the context 
geometrically decay over time (Rubio-Martín et al., 
2024). The use of Long Short-Term Memory (LSTM) 
could resolve this problem (Abualigah et al., 2024). 

  Long Short-Term Memory (LSTM)
This NN is a sophisticated type of RNN, which solves 
the issues previously discussed. LSTM can develop 
algorithms and statistical models that can analyse 
patterns. It has short-term memory and long-term 
memory that study and learn from sequential data. This 
type can for example predict the course of a certain stock 
(Masrour et al., 2021). The LSTM keeps a cell state over 
time, which can give information earlier obtained to later 
ones. Therefore, it keeps track of earlier dependencies, 
over a longer period of time. To get a bit deeper into 
the working of this NN, the three types of gates it uses 
are explained. There is the input gate, which controls 
the amount of information that will be stored and thus 

forms a filter. Then, there is the forget gate, which will 
determine the percentage of the previous let through 
data is kept. Last, there is the output gate, which controls 
what part of the internal cell state is exposed to the next 
layers in the network (Rubio-Martín et al., 2024). The 
largest difference between RNN and LSTM is the cell 
structure. The latter uses a more complicated structure, 
it uses the aforementioned gates and four neural network 
layers. They are similar in a way that they both have 
hidden states (Aggarwal & Murty, 2021).

  Gated Recurrent Unit (GRU)
The GRU has a similar function as the LSTM, it can 
analyse sequential data and filter information to prevent 
the vanishing gradient problem. They also make use of 
internal gates, but the GRU only has two gates: a reset 
gate and an update gate. The latter is functions similar 
to the forget and input gate used in LSTM, it determines 
which information should be saved. Then, the reset 
gate determines how much previous information is 
forgotten. They do not make use of cell states but hidden 
states to transfer information. Since they only have two 
operators, they are a bit faster to train than LSTM, but 
it depends on the application which one is better to use. 
They are used for similar type of applications as LSTM: 
speech recognition, synthesis, and text generation 
(Illustrated Guide to LSTM’s and GRU’s: A Step by 
Step Explanation | by Michael Phi | Towards Data 
Science, n.d.). However, it has various applications. 
In one research they used GRUs to explore temporal 
dependencies between tweets, and anywhere the capture 
of temporal correlations is needed, they can be useful (X. 
Yang et al., 2023).

  Autoencoder
This is an unsupervised model used to learn 
representations in a low dimensional space. It 
contains an encoder and decoder. It uses non-linear 
transformations on the input to compress it, so the 
original data is reconstructed in a lower dimensional 
representation. This is the work of the encoder. Then, 
the decoder decompresses the input back to its original. 
Applications of the autoencoder are dimensionality 
reduction and representation learning, and recently as 
generative models (Aggarwal & Murty, 2021).

  Graph Neural Network (GNN)
GNNs draw inspiration from CNNs, however, CNNs 
nor RNNs are not suitable to efficiently handle data 
structured as graphs. Where CNNs are excellent in 
processing images, RNNs in handling sequences, and 
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GNNs in processing information from graphs. The 
technique Graph Convolution is used. It can process 
graph-structured data directly and thus leads to a graph 
neural network. Graphs are representations for nodes 
which are connected by edges, which perfectly enables 
them to model relationships and dependencies in 
complex systems. The GNNs perform operations on the 
input that sums information from neighbouring nodes to 
update features of a central node (Khemani et al., 2024).

Traditional Machine Learning Algorithms
DL is a more advanced branch within ML, but there 
are many more algorithms which are used in Financial 
Engineering & Management. Below, we list older, 
more traditional machine learning algorithms: Logistic 
Regression (LR), Linear Discriminant Analysis (LDA), 
Decision Trees (DT), Support Vector Machine (SVM), 
Naive Bayes, and K-Nearest Neighbours (KNN).  

  Logistic Regression (LR)
Logistic regression can be used for classification and 
uses a logistic function to model a binary dependent 
variable (Y. Zhang et al., 2020). The predictions it can 
make are based on historical values. It differentiates itself 
by making use of another type of distribution function 
than just linear, which makes it suitable for credit rating 
issues, for example. When the dependent variable 
consists of concrete values this is a suitable method. The 
logistics function is defined as the following:

With a range between 0 and 1, and only real numbers R 
in its domain. It will determine the relationship between 
previous input independent variables, the results of 
LR can be used as a probabilistic measure and can be 
regularised to avoid overfitting (Murugan & T, 2023).

  Linear Discriminant Analysis (LDA)
A Linear Discriminant Analysis is also a supervised ML 
regression-like classification technique, which is used to 
find the best linear combination of multiple predictive 
variables that are used to maximally distinguish between 
different groups (Willette et al., 2022). It is mainly used 
for classification. The method is based on an eigenvalue 
resolution and gives the precise solution of the maximum 
of the inertia. There must be noted that this method can 
only be used for linear problems. Some use the LDA 
to make a GDA (Generalized Discriminant Analysis) 
by mapping the input space into a high dimensional 

feature space (Baudat & Anouar, 2000). It is also used 
for dimensionality reduction, where it can minimize 
the distance between two data points of the same class 
and maximize the inter-class distance. The advantages 
of this method with respect to its latter application are 
that besides the dimension reduction, the separation 
of classes is better than with a PCA. However, the 
downsides are that labelled data is required since it is 
supervised ML, and sometimes classes overlap due to 
athematic mean usage. And the outliers will affect the 
accuracy of the model (Soni et al., 2022).

  Decision Trees (DT)
A Decision Tree is supervised ML, which is used for 
classification and regression as well. It has a structure 
similar to a tree, with a root node, branch nodes and leaf 
nodes, where each of those nodes represents a certain 
characteristic or attribute (Sheth et al., 2022). This 
ML model is mainly used in situations where there are 
clear nonlinear relationships between variables. They 
are specifically good for mapping capabilities, where 
data is visualized in a data map. It builds decision trees, 
with an algorithm that keeps splitting the data into the 
smallest sequences possible, which puts a focus on some 
parts of the data. This process is repeated until the stop 
requirements are achieved (Rubio-Martín et al., 2024). 
The benefits of using a DT are that it is effective for both 
regression and classification, easy to understand, it can 
complete certain missing information in the data, and 
it can handle categorical and quantitative values. Plus, 
it is very efficient due to the tree traversal algorithm. 
However, there are also some downsides. Over-fitting 
could occur, but this could be resolved by deploying 
Random Forest, explained later in this paragraph. 
Furthermore, it can be unstable, difficult to manage in 
size, prone to errors in sampling, and providing the local 
optimal best answer instead of the global ideal solution 
(Sheth et al., 2022).

  Support Vector Machine (SVM)
Another type of ML is called a Support Vector Machine 
(SVM). This is also a supervised machine learning 
algorithm (Ma et al., 2023b). It is used for classification 
and regression problems. It can handle linear and non-
linear problems. With training data, it can create a line 
or a hyper plane which will separate the data points into 
classes (Marneni & Vemula, 2022). The values that are 
closest to the classification margin are known as support 
vectors. The algorithm tries to maximize the margin 
that is present between the support vectors and the 
hyperplane. Support Vectors are often considered as 
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one of the best classifiers, and many environments and 
toolboxes implement them (Gove & Faytong, 2012). It 
is based on statistical learning theory and is a class of 
generalized linear classification techniques, it classifies 
the input data by looking for decision boundaries 
(Xiong et al., 2022). There are some disadvantages to 
this model. It takes long to train and therefore performs 
poorly when working with large data sets or when 
the data set has a lot of noise. Plus, the probability 
calculations are not provided by the SVM and therefore it 
can be difficult to interpret the final SVM model (Sheth et 
al., 2022).

  Naive Bayes
This type of ML is constructed using the Bayes rule, 
and generates Naive Bayes classifiers, which are a 
group of classification methods. It makes use of several 
algorithms, which all use the same principle of having 
each pair of features to be independent. This is the Bayes 
rule that it implements:

where y is a two-outcome class variable, and X is an 
n-dimensional dependent feature vector. The class Y 
with the highest probability is sought, and the output 
values are used to determine the error of the procedure. 
If these are categorical, then it is expressed as an error 
rate, which is the proportion of how many times the 
prediction was wrong. This error rate of the Bayes 
procedure is the lowest that any classifier with a random 
outcome can provide. Other advantages of this procedure 
are that it is easy to set up, it scales proportionally to the 
number of predictors and data points, it does not require 
a lot of training data, it can deal with both discrete and 
continuous data, binary and multi-class classification 
problems and it will make stochastic recommendations. 
The data can be processed continuous or discontinuous 
and is not affected by irrelevant variables, while it 
assumes conditional independence. However, there are 
some negative sides. The models tend to be simplistic, 
and models that are trained for a longer time and are 
more complex, generally outperform them. It is also 
difficult to implement continuous variables, there is no 
online option so all the data must be stored, when there 
are more than 100.000 attributes, the model will not 
scale anymore, and it takes a lot of time to run the model 
and also requires more memory than SVM or LR (Sheth 
et al., 2022).

  K-Nearest Neighbours (KNN)
This supervised ML algorithm can be used for 
classification and regression problems. The algorithm 
finds the k number of nearest data points of the sample 
and uses the data of the neighbours to classify or predict 
the value of that specific sample. This method does not 
have any presumptions on the data, and the choice of 
the value of k is an important choice as it will determine 
the result. If the value of k is bigger, the boundary gets 
smoother (Samaddar et al., 2021). This model does not 
learn, and is therefore not classified as DL, as it just 
holds a copy of the data used as training (Rubio-Martín 
et al., 2024). The advantages of the model are that it 
is a simple technique and has a quick and inexpensive 
implementation, the model is ideal for multi-modal 
classes and sometimes just the most effective way. 
The disadvantages are that it can be costly to classify 
unknown records, and when the training set grows, it will 
take more computation time. When noisy or irrelevant 
variables are used as input the accuracy of the result will 
be of less quality (Sheth et al., 2022). This method has 
a large use in text applications, one given example is a 
system that categorized public complaints (Murugan & 
T, 2023).

Ensemble Methods and Advanced Techniques
Here, ensemble methods are described. This implies 
that multiple models are stacked. This is the case for a 
Random Forest (RF), and Gradient Boosting Machines 
(GBM). Furthermore, some advanced techniques which 
build on these models are described: Adaptive Boosting 
(AdaBoost), Xtreme gradient boosting (XGB), and 
Stacked Generalization. 

  Random Forest (RF)
A Random Forest is a classifier which as is in the name, 
contains multiple decision trees. The output of this 
algorithm consists of the voting of these multiple tree 
(Xiong et al., 2022). It is thus an ensemble of decision 
trees. Each tree is generated with a random vector which 
is sampled independently. This technique can generate a 
training set by randomly choosing examples in a certain 
configuration (Y. Zhang et al., 2020). This type of ML is 
excellent for classification and regression problems, and 
it produces accurate results for data of higher dimensions 
(Samaddar et al., 2021).

  Gradient Boosting Machines (GBM)
A Gradient Boosting Machine is also an ensemble 
method. It uses a committee-like approach where it 
trains multiple models in a sequence. Every model is 
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represented as t, and its goal is to rectify the mistakes 
made in the previous models by going back to t-1 (de 
Holanda et al., 2024). It works particularly well with 
small datasets. Plus, overfitting can be prevented to 
some extent (Liang et al., 2020). It can handle a lot 
of mixed predictors, quantitative and qualitative. It 
is therefore popular to use for real-time traffic and 
weather forecasting, as it can handle the data without 
preprocessing of rescaling or transformation and thus 
can be used directly as input. It can also handle rough 
data which has not been cleaned and has missing values. 
However, one disadvantage is that it is not that stable 
and has trouble predicting over a longer period of time. 
Boosting is an optimization technique that will minimize 
a loss function by adding a new tree which can reduce 
the loss function. When the model becomes bigger, the 
existing trees stay the same but new ones are added, 
where each weight is newly calculated (Ahmed & Abdel-
Aty, 2013).

  Adaptive Boosting (AdaBoost)
AdaBoost is an iterative algorithm. It will train 
different weak classifiers of a training set and will them 
combine them into a stronger one (X. Li et al., 2019). 
It encourages a new classifier to learn from previous 
mistakes spotted in other classifiers, by assigning larger 
weights. Subsequently it uses a weighted majority vote 
to make forecasts. It is a quite simple model but deemed 
very effective to achieve a greater classification accuracy 
(Hu et al., 2014). It is one of the most popular methods 
to solve binary classification problems. It also uses the 
decision tree model as a construct (Pham et al., 2021).

  Xtreme Gradient Boosting (XGB)
Xtreme Gradient Boosting is based on RFs and GBMs, 
but it contains multiple optimizations. It works by 
focusing on a selected group of variables and repeating 
this process multiple times. Furthermore, just as with the 
GBM, every tree considers the models of the previous 
trees and highlighting the misclassified cases. When then 
a new tree is created, the error is calculated which assists 
in minimizing the error in following trees. This model is 
very efficient and uses different techniques that prevent 
overfitting (Rubio-Martín et al., 2024). This model is 
used often in ML and is highly scalable. It outperforms 
many other ML algorithms due to its speed and accuracy 
(Lei et al., 2020). It gives insights of data compression, 
sharding (breaking data up in smaller parts) and cache 
access patterns (the strategies of storing data most 
efficient) (Murugan & T, 2023; Y. Zhang et al., 2020).

  Stacked Generalization
This is an ensemble modelling technique to merge 
certain classification models by using a meta-classifier. It 
uses non-linear weights for low-level predictors, which 
lowers the generalization error rate, and it will enlarge 
the prediction accuracy (Niyogisubizo et al., 2022). It 
can improve single-model detection. This method is also 
called stacked ensemble learning. The meta-classifier can 
be a pooling operation or a more complex neural network 
and makes a final decision about the predictions (Falcão 
et al., 2023).

Optimization and Feature Selection Techniques:

  Genetic Algorithm (GA)
This model is developed in the 1960s and 1970s, and 
it is loosely based on the natural selection theory of 
Darwin (X.-S. Yang, 2021). The algorithm finds the 
optimal solution by changing the process of solving 
certain problems in other domains into processes like 
chromosome crossover and mutation in the biological 
field (C. Liu et al., 2022). It uses genetic operators as 
recombination, mutation, and selection of adaptive 
and artificial systems. One advantage of using the GA 
is that it can deal with very complex problems and with 
parallelism. It can handle different types of optimizations, 
where the objective function can be stationary or non-
stationary (it will change with time), linear or non-linear, 
continuous, or discontinuous, or with random noise. As 
the ‘children’ in a population can act like independent 
agents, the group can explore the search space in 
multiple directions at the same time, which makes it 
perfect to parallelize the algorithms for implementation. 
Thus, manipulation of different parameters or groups of 
encoded strings can happen at the same time. However, 
the algorithm can produce meaningless results if the 
wrong choices are made. It can also make it difficult for 
the algorithm to converge. Therefore, it is vital that the 
formulation of the fitness function, use of population 
size, and important parameters such as the rate of 
mutation and crossover, selection criteria of the new 
population are carried out carefully. Still, GA’s are often 
used for nonlinear optimization (X.-S. Yang, 2021).

  Particle Swarm Algorithm (PSA)
This is a random search algorithm that finds the best 
solution by imitating the group behaviour of birds (C. 
Liu et al., 2022). It can be implemented and used easily 
to solve different types of optimization problems. Its 
main strength is its fast convergence, and it compares 
well with many other global optimization algorithms (Sun 
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& Liu, 2013).

  Binary Grey Wolf Optimization (GWO)
This method is very innovative and serves as an example 
of the large range of new algorithms available. Not many 
papers make use of this yet, one paper uses it for a feature 
selection module (Ma et al., 2023a). It is mainly used 
for continuous-type optimization problems. It is very 
complex but based on a principle in nature. It is inspired 
by grey wolves, as it mimics the leadership hierarchy and 
the hunting mechanism. There are four types of grey 
wolves: alpha, beta, delta, and omega. Plus, the three 
steps of hunting: searching for prey, encircling prey, and 
attacking prey are used (Mirjalili et al., 2014). It is used 
for continuous-type optimization problems because it 
allows arbitrary movement of the grey wolf position in 
the search space. However, in the binary space those 
positions are different. Therefore, a correlation must 
be established through a conversion function (Ma et al., 
2023c). There are many more optimization algorithms, 
such as the Gravitational Search Algorithm (GSA), 
Differential Evolution (DE), Evolutionary Programming 
(EP), and Evolution Strategy (ES) (Mirjalili et al., 2014). 

Combining algorithms
Often, papers incorporate various techniques to get the 
most optimal model. One paper discusses the training 
of the NN, by using different kind of algorithms. They 
use three AI algorithms, ANN, the genetic algorithm, 
and the particle swarm algorithm. In this study they 
made an early-warning model regarding the financial 
services of the international trade supply chain of the 
energy industry (C. Liu et al., 2022). Another paper 
deploys three other algorithms: the cluster based KNN, 
cluster based LR, and cluster based XG Boost. These 
were used for their ability to predict loan defaults and 
their occurrence of likelihood (Murugan & T, 2023). 
In another study, where they examined the flood risk 
in global watersheds, they used four machine learning 
algorithms in this study: logistic regression, naive Bayes, 
AdaBoost, and random forest (X. Li et al., 2019). As one 
notices, often a NN with an ensemble method and/or 
optimization algorithm are combined, dependent on the 
goal of the model.
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Appendix B: 
Table of papers used in SR

Paper Title Writer(s), 
Year

Crowd-
funding 
Cam-
paigns

Reward-Tier 
campaigns 

Ma-
chine 
Learn-
ing 
(ML)

Textual 
Analy-
sis

LLM & 
Similar 
(e.g., 
BERT)

Bayes-
ian Op-
timiza-
tion & 
Similar

Community 
activism, 
Social ties 
and ESG 
campaign 
success

Akhil 
Raju, 

✓ ✓ ✓ ✓

Vijaya B. 
Marisetty 
(2024)

Generative 
AI for Re-
search Data 
Processing

Modhurita 
Mitra et al. 
(2024)

✓ ✓ ✓ ✓

An Analysis 
on the Im-
portance of 
Persuasion 
Strategies 
in Envi-
ronmen-
tal-Oriented 
Online 
Crowdfund-
ing Projects

Yun Biao 
et al. 
(2023)

✓ ✓ ✓

Signaling 
persuasion 
in crowd-
funding 
entrepre-
neurial nar-
ratives: The 
subjectivity 
vs objectivi-
ty debate

Wei Wang 
et al. 
(2021)

✓ ✓ ✓ ✓ ✓
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A Swarm 
Enhanced 
Light Gradi-
ent Boosting 
Machine for 
Crowdfund-
ing Project 
Outcome 
Prediction

Shuang 
Geng et al. 
(2020)

✓ ✓ ✓ ✓

Effective-
ness of 
BERT Mod-
el with the 
Weaker Loss 
Function 
for Chinese 
Keyword 
Extraction 
on Crowd-
funding 
Projects

Qi Li et al. 
(2022)

✓ ✓ ✓ ✓

The deter-
minants of 
crowdfund-
ing success: 
A semantic 
text analyt-
ics approach

Hui Yuan 
et al. 
(2016)

✓ ✓ ✓ ✓

Mining and 
investigating 
the factors 
influencing 
crowdfund-
ing success

Yang 
Song et al. 
(2019)

✓ ✓ ✓ ✓
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The rela-
tionship 
between 
a charity 
crowdfund-
ing project’s 
contents and 
donors’ par-
ticipation: 
An empir-
ical study 
with deep 
learning 
methodolo-
gies

DongIl 
Lee, 

✓ ✓ ✓

JaeHong 
Park 
(2020)

The power 
of machine 
learning 
methods 
to predict 
crowdfund-
ing success: 
Accounting 
for complex 
relationships 
efficiently

Ramy 
Elitzur et 
al. (2024)

✓ ✓ ✓ ✓

Financing 
sustainable 
entrepre-
neurship: 
Unpacking 
the role of 
campaign 
information 
and risk 
disclosure 
in re-
ward-based 
crowdfund-
ing

Christian 
Hopp et 
al. (2025)

✓ ✓ ✓ ✓

Emotional 
brightness 
and crowd-
funding per-
formance

Jonathan 
Sitruk et 
al. (2024)

✓ ✓ ✓

How signal 
portfoli-
os affect 
success in 
equity-based 
crowdfund-
ing: Evi-
dence from 
the Chinese 
hotel indus-
try

Liqing La, ✓ ✓ ✓ ✓
Seongsoo 
(Simon) 
Jang 
(2024)
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Risk dis-
closure 
and entre-
preneurial 
resource ac-
quisition in 
crowdfund-
ing digital 
platforms: 
Evidence 
from digital 
technology 
ventures

Hong 
Huo et al. 
(2024)

✓ ✓ ✓ ✓

Exploring 
the subjec-
tive nature 
of crowd-
funding 
decisions

Jie Ren et 
al. (2021)

✓ ✓ ✓

Empha-
sizing the 
entrepre-
neur or the 
idea? The 
impact of 
text content 
emphasis on 
investment 
decisions in 
crowdfund-
ing

Wei Wang 
et al. 
(2020)

✓ ✓ ✓

An integrat-
ed model 
of prosocial 
crowdfund-
ing decision: 
Three utility 
components 
and three 
informa-
tional cues

Jenny 
Jeongeun 
Yoo et al. 
(2023)

✓ ✓ ✓

Exploring 
the effects 
of social 
capital on 
crowdfund-
ing per-
formance: 
A holistic 
analysis 
from the 
empirical 
and predic-
tive views

Xi Zhang 
et al. 
(2022)

✓ ✓ ✓ ✓
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Risk dis-
closure 
and entre-
preneurial 
resource ac-
quisition in 
crowdfund-
ing digital 
platforms: 
Evidence 
from digital 
technology 
ventures

Hong 
Huo et al. 
(2024)

✓ ✓ ✓ ✓

Exploring 
the subjec-
tive nature 
of crowd-
funding 
decisions

Jie Ren et 
al. (2021)

✓ ✓ ✓

Empha-
sizing the 
entrepre-
neur or the 
idea? The 
impact of 
text content 
emphasis on 
investment 
decisions in 
crowdfund-
ing

Wei Wang 
et al. 
(2020)

✓ ✓ ✓

An integrat-
ed model 
of prosocial 
crowdfund-
ing decision: 
Three utility 
components 
and three 
informa-
tional cues

Jenny 
Jeongeun 
Yoo et al. 
(2023)

✓ ✓ ✓

Exploring 
the effects 
of social 
capital on 
crowdfund-
ing per-
formance: 
A holistic 
analysis 
from the 
empirical 
and predic-
tive views

Xi Zhang 
et al. 
(2022)

✓ ✓ ✓ ✓

Choose 
your words 
carefully: 
Harnessing 
the language 
of crowd-
funding for 
success

Aaron 
H. An-
glin, Rob-
ert J. Pid-
duck 
(2022)

✓ ✓ ✓ ✓

Who said 
what: Min-
ing semantic 
features 
for success 
prediction 
in re-
ward-based 
crowdfund-
ing

Liqian 
Bao et al. 
(2022)

✓ ✓ ✓ ✓

What social 
issues do 
people in-
vest in? An 
examination 
based on the 
empathy–
altruism 
hypothesis 
of prosocial 
crowdfund-
ing plat-
forms

Koichi 
Nakagawa, 

✓ ✓ ✓

Genjiro 
Kosaka 
(2022)

Can you 
hear me 
now? En-
gendering 
passion and 
prepared-
ness percep-
tions with 
vocal ex-
pressions in 
crowdfund-
ing pitches

Thomas 
H. Allison 
(2022)

✓ ✓ ✓
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Informa-
tional cues 
or content? 
Examin-
ing project 
funding 
decisions 
by crowd-
funders

Yan Lin, ✓ ✓ ✓
Wai Fong 
Boh 
(2021)

Natural 
language 
process-
ing versus 
rule-based 
text analysis: 
Compar-
ing BERT 
score and 
readabili-
ty indices 
to predict 
crowdfund-
ing out-
comes

C.S. 
Richard 
Chan et al. 
(2023)

✓ ✓ ✓ ✓ ✓

The Success 
of Cancer 
Crowd-
funding 
Campaigns: 
Project and 
Text Anal-
ysis

Xupin 
Zhang et 
al. (2023)

✓ ✓ ✓

A compara-
tive analysis 
of the effect 
of initiative 
risk state-
ment versus 
passive risk 
disclosure 
on the 
financing 
perfor-
mance of 
Kickstarter 
campaigns

Wei Wang 
et al. 
(2024)

✓ ✓ ✓ ✓
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Confidence 
is Good? too 
Much, not 
so Much: 
Exploring 
the effects 
on crowd-
funding 
success

Naomi 
Moy et al. 
(2024)

✓ ✓ ✓

Digital 
identities 
of female 
founders 
and crowd-
funding per-
formance: 
an explora-
tion based 
on the LDA 
topic model

Yalin 
Wang, et 
al. (2022)

✓ ✓ ✓

Multimodal 
dynamic 
graph con-
volutional 
network for 
crowdfund-
ing success 
prediction

Zihui 
Cai et al. 
(2024)

✓ ✓ ✓ ✓

Signaling 
theory 
in chari-
ty-based 
crowdfund-
ing: Inves-
tigating the 
effects of 
project cre-
ator charac-
teristics and 
text linguis-
tic style on 
fundraising 
perfor-
mance

Yimeng 
Zhai, 

✓ ✓ ✓

Wang-
bing Shen 
(2024)
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Investors’ 
responses 
to linguistic 
and com-
munication 
factors in 
crowdfund-
ing projects: 
An inves-
tigation of 
foodservice 
startups

Chun-
sheng 
(Jerry) 
Jin et al. 
(2024)

✓ ✓ ✓

Predicting 
the fund-
raising per-
formance 
of envi-
ronmental 
crowd-
funding 
projects: An 
interpreta-
ble machine 
learning 
approach

Zhanyu 
Liu, 

✓ ✓ ✓

Saiquan 
Hu (2024)

Emotion 
regulation 
and cheap 
talk as 
signaling 
strategies: 
Evidence 
from crowd-
funding for 
Ukraine

Alexandra 
Fisch-
mann, 

✓ ✓ ✓ ✓

Larry 
Zhiming 
Xu (2024)

New model 
of utility 
analysis 
and per-
formance 
prediction 
in crowd-
funding: A 
perspective 
of behav-
ior-related 
decision

Ju Wei et 
al. (2024)

✓ ✓ ✓
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Green 
oriented 
crowd-
funding 
campaigns: 
Their 
character-
istics and 
diffusion 
in different 
institutional 
settings

Vincenzo 
Butticè et 
al. (2019)

✓ ✓ ✓

Proximal 
language 
predicts 
crowdfund-
ing success: 
Behavioural 
and exper-
imental 
evidence

Xun Zhu 
(2022)

✓ ✓ ✓

Monetizing 
entrepre-
neur re-
sponse to 
crowdfund-
ing with text 
analytics

Wei Wang 
et al. 
(2024)

✓ ✓ ✓

Impact 
of Image 
Content 
on Medical 
Crowdfund-
ing Success: 
A Machine 
Learning 
Approach

Renwu 
Wang et 
al. (2024)

✓ ✓ ✓

Linguistic 
under-
standability, 
signal ob-
servability, 
funding op-
portunities, 
and crowd-
funding 
campaigns

Wei Wang 
et al. 
(2022)

✓ ✓ ✓ ✓
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The impact 
of soft infor-
mation ex-
tracted from 
descriptive 
text on 
crowdfund-
ing perfor-
mance

Cuixia 
Jiang et al. 
(2020)

✓ ✓ ✓ ✓

Will a dig-
ital camera 
cure your 
sick puppy? 
Modality 
and cate-
gory effects 
in dona-
tion-based 
crowdfund-
ing

Larry 
Zhiming 
Xu (2018)

✓ ✓ ✓

Emotional 
Intensi-
ty-based 
Success 
Prediction 
Model for 
Crowdfund-
ed Cam-
paigns

Stefano 
Faralli et 
al. (2021)

✓ ✓ ✓ ✓

The mer-
its of a 
sentiment 
analysis of 
antecedent 
comments 
for the 
prediction 
of online 
fundraising 
outcomes

Wei Wang 
et al. 
(2022)

✓ ✓ ✓
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Appendix C: 
BOHB in more detail

This Appendix shows the ML mechanisms used in this 
thesis in more detail. 

Bayesian Optimization (BO)
The underlying theory of Bayesian Optimization is based 
on Bayes’ Theorem. According to Thomas Bayes (1763) 
given the dependent variable y, and the independent vari-
able x, the posterior probability P(y|x), can be written as:

Thus, one notices that the posterior probability P(y|x) 
is proportional with the Likelihood P(x|y) times the 
previous probability P(y), written as:

This concept of updating prior knowledge with 
new observations forms the foundation of Bayesian 
Optimization. The mechanism is using a prior belief over 
the possible objective function(s) by sequentially refining 
that model as data are observed via Bayesian posterior 
updating (Shahriari et al., 2016). A certain objective 
function f, which is most likely a black-box function 
without a closed form, is approached. In our case, this is 
the validation F1-score achieved by an XGBoost model 
trained with a specific set of hyperparameters This is 
done by observing data points D={(x_0,y_0 ),…,(x_
(i-1),y_(i-1) )} (Falkner et al., 2018). The mathematical 
function which describes the goal of BO is finding the 
true global maximiser (or minimiser) with the following 
function:

In our case, these are the reward settings (reward 
count,avg reward price,early bird flag,exclusive flag) 
that need to give the highest f(x). To approach this, 
two functions are used: a surrogate function and an 
acquisition function (Shahriari et al., 2016). A surrogate 
function consists of a prior distribution that shows the 
belief about the objective function(s). This surrogate 
function is often modelled by Gaussian Processes (GP), 
a Tree-structured Parzen Estimator (TPE), or a Random 
Forest (RF) regressor (Cho et al., 2020a; Swaminatha 
Rao & Jaganathan, 2024; L. Yang & Shami, 2020). The 

choice of this surrogate model has a great influence 
on the performance (Cho et al., 2020). An acquisition 
function is needed to generate the next hyperparameter 
configuration θ. Some acquisition functions are the 
Upper Confidence Bound (UCB), Entropy Search 
(ES), Predictive Entropy Search (PES) Probability of 
Improvement (PI), and the Expected Improvement 
(EI) (Klein, Falkner, Bartels, et al., 2017). UCB, PI 
and EI are most often used (Cho et al., 2020). SMAC, 
Auto-WEKA, and Auto-sklearn are automated machine 
learning frameworks that use Expected Improvement 
(EI) as the acquisition function for optimizing 
hyperparameter configurations. It tries to minimize the 
loss, and select a high uncertainty, shown in the following 
equation:

Since the value of L(θ) is unknown, the expectation is 
calculated by:

The type of surrogate function determines the exact 
form of the acquisition function (Brazdil et al., 2022). 
Often, GP are chosen for p(f), used in Spearmint 
(L. Li et al., 2018), as they have a high descriptive 
power and analytic traceability. This is the default 
surrogate model of classical Bayesian optimization 
(J. Zhang et al., 2023). It is defined as a collection of 
random variables, where every finite subset follows a 
multivariate normal distribution. It has the following 
characteristics:
 Mean function m(x) (typically set to m(x)=0 
for simplicity)
 Covariance function (kernel) k(x,x^’), 
which determines how observations influence the 
predictions
It follows from the given observations D_n={(x_j,y_j 
)}_(j=1)^n=(X,y) and a Gaussian likelihood 
p(y|X,f(X) ), the posterior distribution p(f|D_n 
) is also a GP with a analytically tractable mean 
and covariance functions. Specifically for BO, the 
Matérn 5/2  kernel is often used, in a form called the 
Automatic Relevance Determination (ARD), which 
is expressed as:
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In this equation, θ and λ are hyperparameters that 
control the behaviour of the GP, and additional noise 
covariance parameter accounts for noisy observations. 
This is all based on the Mahalanobis distance: d_ λ (x,x^’ 
)=(x-x^’ )^T diag(λ)(x-x’) (Klein, Falkner, Bartels, et 
al., 2017).
Another surrogate function is the TPE, which models 
the probability distributions of configurations rather 
than modelling the objective function f directly. 
BO-TPE is tree based and supports conditional 
hyperparameters(Swaminatha Rao & Jaganathan, 2024). 
It uses a kernel density estimator to model the following 
densities:

To select the next candidate x_new for evaluation, TPE 
maximizes the ratio l(x)/g(x) which is mathematically 
equivalent to maximizing the expected improvement 
(EI). Unlike GP, TPE efficiently handles both continuous 
and discrete search spaces and scales linearly with 
the number of data points, making it computationally 
advantageous compared to the cubic-time scaling of GPs 
in many Bayesian optimization applications (Falkner et 
al., 2018).
Lastly, RF is applied in SMAC (L. Li et al., 2018). 
This model has the advantages of a concise form, and 
it is less prone to over-fitting than GP (J. Zhang et al., 
2023). It handles discrete, continuous, categorical, and 
conditional HPs (Swaminatha Rao & Jaganathan, 2024). 
RF computes a predictive mean μ_θ and variance σ_θ, 
modelled as a Gaussian distribution N(μ_θ,σ_θ) based 
on the frequentist estimates p(L|θ). In this case, the EI is 
derived from a closed-form expression:

Where the probability function is represented by

   and the cumulative density

 function by Φ of a normal distribution (Brazdil et al., 
2022). 
The pseudocode of a BO model is shown in Algorithm 1, 
adapted from Andhika Viadinugroho & Rosadi (2023); 
Bischl et al. (2023); Klein, Falkner, Bartels, et al. (2017); 
Shahriari et al. (2016).
Bayesian Optimization is often used for A/B testing, 
Recommender systems, robotics and reinforcement 
learning, environmental monitoring and sensor 
networks, preference learning and interference learning, 
automatic Machine Learning and Hyperparameter 
Tuning, Combinatorial Optimization, and Natural 
Language Processing and Text (Shahriari et al., 2016).

Hyperband (HB)
Another HPO method is Hyperband. This is a hedging 
strategy which divides the whole problem into several 
halving problems, as described previously. These 
successive halving problems are also referred to as 
brackets, where they all look for a unique value of η for a 
B. Beforehand, two variables need to be defined: R, the 
maximum resource for a singular configuration in one 
iteration, and λ or η, the elimination factor (Goay et al., 
2021). HB starts with the configuration, in an outer loop, 
which prioritizes exploration with the constraint that at 
least one configuration has the allocation of R resources 
and then evert next bracket reduces the factor n by 
approximately η and continues until every configuration 
is allocated R resources. Therefore, it works well where 
adaptive allocation is desired, but also where more 
conservative configurations are required. The inner 
loop uses the successive halving mechanism (L. Li et al., 
2018).
The pseudocode of Hyperband is shown in Algorithm 
2, adapted from (Falkner et al., 2018; L. Li et al., 2018; 
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Y. Li et al., 2021). Since HB is so versatile it can be 
combined with any hyperparameter sampling approach, 
which is the reason BOHB could be created (L. Li et al., 
2018). One study from (Kavzoglu & Teke, 2022) shows 
Hyperband is a reliable HPO method, as it scored higher 
than GA, BO-GP, and BO-TPE, and computed the 
results faster.

Bayesian Optimization and Hyperband
Hyperband on itself has the downside that it uses 
a method like random search to select the new 

configurations, where no information is passed on to 
optimize this process. This is where BO is introduced, 
to substitute this random process and use the resources 
more efficiently. (Passos & Mishra, 2021). The 
convergence to the optimal solution is improved by 
combining the ability of Hyperband to dynamically 
allocate resources over different configurations and the 
ability of guided sampling in Bayesian Optimization. This 
way it improves the convergence speed compared to the 
individual models (Falkner et al., 2018). 
In most cases, the surrogate model used in BOHB 
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is TPE, which uses the EI as acquisition function. 
As mentioned, TPE is suitable since it handles both 
continuous and discrete search spaces and scales 
linearly with the number of data points, making it 
computationally advantageous (Falkner et al., 2018). TPE 
uses a KDE to model good and bad hyperparameters 
separately, which gives a PDE for hyperparameters 
given their observed performance (Kim et al., 2024) The 
pseudocode of a TPE model is shown in Algorithm 3, 
adapted from (Andhika Viadinugroho & Rosadi, 2023).

The Hyperband model uses the pruning strategy, which 
refers to the technique of the early stopping mechanism 
(Andhika Viadinugroho & Rosadi, 2023). However, the 
random sampling in the HB is now replaced by the BO 
model, the TPE (Y. Zhang et al., 2024). The pseudocode 
of a BOHB model is shown in Algorithm 4, adapted from 
(Andhika Viadinugroho & Rosadi, 2023; Falkner et al., 
2018; Y. Zhang et al., 2024).
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Appendix D: 
Transformer Architecture LLaMA

This section gives more detail on the working of LLaMA, 
a Transformer Model.

Transformer Architecture
In many LLMs the core component is a self-attention 
module in Transformer. A standard Transformer consists 
of two parts: an encoder and a decoder. The encoder 
is composed of a stack of N = 6 identical Transformer 
layers, each with two sub-layers: (1) a multi-head self-
attention layer, and (2) a position-wise fully connected 
feed-forward network. The decoder mirrors this 
structure but adds a third sub-layer that performs multi-
head attention over the encoder’s output. However, as 
a decoder-only model, LLaMA removes the encoder 
and relies entirely on self-attention to model sequential 
dependencies; LLaMA is an autoregressive language 
model. Given a context sequence X, LLaMA tries to 
predict the next token y, as shown below. The model is 
trained by maximizing the probability of the given token 
sequence (x_1,x_2,…,x_(t-1)) in a specific context: 
P(y|X)=P(y|x_1,x_2,…,x_(t-1)), where  t is the current 
position. Incorporating the chain rule, the conditional 
probability can be computed with the product of 
probabilities in every position: (Chang et al., 2023)

Where T is the sequence length. LLaMA adopts the same 
decoder-only architecture as GPT-3 but introduces key 
modifications for improved efficiency and performance. 
It employs SwiGLU activation instead of ReLU, 
Rotary Positional Embeddings (RoPE) rather than 
absolute positional encodings, and Root Mean Square 
Layer Normalization (RMSNorm) instead of standard 
layer normalization. These architectural adjustments 
help improve training stability, enhance contextual 
understanding, and reduce computational cost. These 
are some key architectural components:
- LLaMA’s self-attention mechanism efficiently 
processes text by dynamically assigning attention weights 
to different tokens, allowing it to learn contextual 
relationships across long sequences. Instead of relying 

on a single attention function, multi-head self-attention 
is used, where each attention head captures different 
aspects of token relationships. Queries, keys, and values 
are projected into smaller dimensions before computing 
attention, which improves the model’s ability to capture 
complex patterns while reducing computational 
overhead.
- To retain word order information, LLaMA incorporates 
Rotary Positional Embeddings (RoPE), which differ from 
traditional absolute positional encodings. RoPE encodes 
both absolute and relative positional information, 
improving the model’s ability to generalize across longer 
sequences and maintain coherence in text generation.
- Another key architectural feature is efficient 
tokenization. This implies to convert a sequence of 
text into smaller parts. LLaMA uses SentencePiece 
Encoding, a subword-based tokenization approach 
that enhances vocabulary flexibility and reduces out-
of-vocabulary issues. Unlike word-based tokenization, 
which struggles with rare or unseen words, subword 
tokenization enables the model to process words more 
efficiently, improving generalization across multiple 
languages.
- Additionally, data preprocessing and cleaning play 
a critical role in model performance. LLaMA benefits 
from noise removal, deduplication, and outlier handling 
during training. Deduplication prevents overfitting to 
repeated patterns and ensures diverse learning. Studies 
have shown that removing redundant data improves the 
model’s ability to generalize to new inputs.
Overall, LLaMA’s transformer-based architecture, 
combined with optimized data preprocessing, RoPE-
based positional embeddings, and efficient tokenization, 
enables it to achieve state-of-the-art performance in 
various NLP tasks, including crowdfunding text analysis. 
This section is primarily based on the work of Minaee 
et al. (2024), which outlines LLaMA’s architectural 
components, including its self-attention mechanism, 
positional embeddings, and tokenization strategies. 
The figure below shows all the components of the 
architecture and training. More information from Meta 
can be found in the paper from Grattafiori et al. (2024).
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Appendix E: 
Extra Figures Data Visualisation

Average Funding Success per County. Colours are decorative

The number of rewards distribution



129

The backers per prices of rewards

The distribution of backers




