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Large Language Models (LLMs) are a type of artificial intelligence (AI)
that is able to manipulate, generate and understand human language in
multiple applications such as tech and banking. Despite their exponen-
tial capabilities, bias can still be present, specifically the socioeconomic
bias. However, it is still difficult to assess full transparency due to the
complexity of the model, such as ChatGPT. An empirical study is con-
ducted to explore ChatGPT outputs during the prescreening of insurance
applications. This research contributes to the scientific understanding of
how prompt engineering can be utilized to mitigate socioeconomic bias
and prevent discriminatory outcomes in financial services.
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1 Introduction
Large Language Models (LLMs) are designed to generate and
mimic human language. They are trained on big amounts of
data, allowing them to recognize patterns and produce relevant
outputs based on probability. These models are widely used in
natural language processing tasks such as text generation, sum-
marization, and translation [17].

AI can be a game changer for improving and streamlining pro-
cesses in business, including in the insurance sector. Insurance
companies have started adopting LLMs for internal processes
such as claims handling, fraud detection, and customer support
[14]. In addition, LLMs can assist in pre-screening insurance appli-
cations—a process in which the insurer assesses which insurance
products are most suitable based on the applicant’s profile [5].
By interacting with financial statements, spending patterns, and
customer data, LLMs can support more efficient and personalized
evaluations [11].

Despite these advantages, LLMs also raise concerns related to
bias in their outputs. One specific type is socioeconomic bias [21],
which refers to unfair treatment of customers based on economic
or social characteristics such as income level, gender or occupa-
tion [1]. While previous research has mostly focused on other
forms of bias, such as racial [19] and stereotypical bias [18], the
socioeconomic bias in LLMs remains relatively underexplored.
Because these models learn from existing data, they may am-
plify existing inequalities and produce outputs that disadvantage
certain groups [6]. In the insurance domain, this could result
in unfair treatment during the application process, negatively
affecting customer experience, operational efficiency, and access
to financial services.

To address these issues, prompt engineering can be applied as
a practical method to guide the model toward producing more
balanced and fair outputs [16]. Prompt engineering is the process
of structuring and crafting user queries in a way that improves
the relevance, accuracy, and control of large language model
responses. Techniques such as few-shot prompting, chain-of-
thought, and instruction-based prompting allow users to include

TScIT 43, July 4, 2025, Enschede, The Netherlands
© 2025 University of Twente, Faculty of Electrical Engineering, Mathematics and
Computer Science.
Permission to make digital or hard copies of all or part of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or republish, to post on servers
or to redistribute to lists, requires prior specific permission and/or a fee.

more context, constraints, or examples that influence how the
model interprets the request [2]. These strategies are especially
useful for end-users, as they do not require retraining the model
or modifying its internal structure.

An empirical study is conducted to evaluate and mitigate the
bias in LLMs. This research investigates whether large language
models such as ChatGPT, generate biased responses based on
income, gender, occupation, and location labels during the pre-
screening of insurance applications. Furthermore, it explores how
prompt engineering can reduce the bias in AI outputs.

1.1 Problem Statement
Overall, there is a great quantity of research on large language
models and their applications. Nevertheless, there is a deficiency
of papers on how to reduce the socioeconomic bias in financial
services, such as prescreening insurance applications. Moreover,
due to the increased use of AI tools such as ChatGPT, prompt
engineering has become popular. In this way, users can explore
more opportunities to craft prompts in order to improve decision
making in automated systems.

1.2 Research Objectives
The objective of this research is to investigate the extent to which
prompt engineering can reduce socioeconomic bias in ChatGPT’s
outputs during the prescreening of insurance applications. This
study will focus on identifying how prompt engineering can
influence the language model’s treatment of income, gender and
occupation labels in insurance scenarios.

To achieve this objective, the following sub-research questions
have been formulated:
• Sub-RQ1: How do socioeconomic labels impact the outputs
generated by ChatGPT?

• Sub-RQ2: How can prompt engineering influence the bias
in ChatGPT’s outputs during pre-screening insurance appli-
cations?

1.3 Contribution
The research aims to introduce a structured bias assessment
framework to quantify socioeconomic bias in insurance-related
outputs from LLMs - a mostly unexplored domain that has re-
ceived limited attention in the ongoing research. It compares
baseline outputs with the outputs generated using a prompt
engineering technique called Tree-of-Thoughts, that is further de-
scribed in Section 3.4. Consequently, this study tends to provide
empirical evidence on the effectiveness of prompt engineering
in reducing bias.

2 Related Work
This section provides an overview of relevant literature in two
key areas: bias in LLMs and prompt engineering. The first subsec-
tion explores various types of biases identified in LLM outputs,
with a focus on socioeconomic bias in financial applications. The
second subsection discusses prompt engineering as a practical
approach to reduce biases without requiring model retraining.
The final subsection identifies the existing research gap.
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2.1 Bias in Large Language Models
Natural language processors have been revolutionized by large
language models. These models can improve business perfor-
mance and improve decision-making. However, their vulnerabil-
ity to bias can cause various issues [9]. Guo et al. analyze the bias
and its behaviors in LLM. A range of bias evaluation techniques
is assessed, providing researchers a toolkit for bias detection. In
addition, the paper reviews multiple mitigation techniques, divid-
ing them into strategies: pre-model, intra-model and post-model,
outlining their advantages and limitations.
Mila, Carichon and Farnandi [1] disclose prevalent socioeco-

nomic bias in GPT-2, Llama 2 and Falcon. LLMs tend to extract
demographic characteristics from the context and associate them
with socioeconomic discrimination. Their paper points out the
need for mitigation techniques to protect against unfair outputs
of AI.
In 2024, Sakib and Das [20] investigated the relationship be-

tween bias and LLM-based recommendation systems using vari-
ous demographic and cultural groups. Their findings reveal that
socioeconomic status amplifies bias in decision making.
In the field of social bias in LLM-generated code, Lin et al.

[15] used the Solar framework, a novel fairness framework, to
evaluate and mitigate social bias, showing that it can reduce
discrimination by up to 90%.

Zhong, Chen and Liang [23] analyzed gender bias in GPT-4 and
BERT. Their research indicates that mathematical optimization
may contribute to systematic discriminatory outputs, rooted in
societal biases from training data.

2.2 Prompt Engineering
Prompt engineering is the process of structuring inputs, which
appeared as a need to increase the accuracy and control of the
LLM. Chen et al. [3] investigate the traditional and advanced
prompt engineering techniques, such as chain-of-thoughts, self-
consistency and generated knowledge. Additionally, the paper
also explores the strategies that mitigate the vulnerabilities of
prompt engineering in order to reduce the risk of exploiting the
model.

Furniturewala et al.[7] explore bias mitigation through prompt
engineering rather than model retraining. Existing debiasing
methods often depend on access to training data, making these
methods inaccessible to end-users. This study investigates struc-
tured prompting techniques, using a framework based on System
2 thinking. This procedure consists of visualizing the problem
as a part of a wider dynamic system. It aimed at deducing more
logical and reflective outputs. Several traditional strategies are
examined, including single-step, multi-step, instruction-based,
and role-based prompts. The authors evaluate multiple large lan-
guage models across a range of datasets and find that System
2-based prompts reduce bias in the output while maintaining
competitive task performance.

Cognitive biases present a barrier to generate content. Lemieux
et al. [12] propose a real-time system for detecting and mitigat-
ing cognitive biases in user-generated text using large language
models and prompt engineering techniques. Their approach tar-
gets common biases such as confirmation bias and circular rea-
soning. By crafting prompts, the system enables LLMs to both
identify and correct biased reasoning in text. Results demonstrate
strong performance in bias detection, highlighting the potential
of prompt solutions for improving content quality.

Prompt engineering can lead to some challenges during human-
AI interaction. Geroimenko [8] examines key issues such as man-
aging ambiguity in human language and maintaining consistency
in model responses. This paper also addresses the ethical dimen-
sions of prompt design, including bias mitigation, privacy and
the responsible use of domain-specific knowledge. Further dis-
cussion includes technical concerns such as hallucinations and
model limitations on prompt reliability.
Trust remains a complex concept in the large language mod-

els. Juliane et al. [10] explore trust in the context of consumer
LLM applications in the insurance industry, where high com-
plexity, risk, and information asymmetry make trust especially
critical. The paper argues that discussions on AI trust often lack
clarity and empirical grounding. By focusing on the insurance
domain, the authors highlight the socio-ethical risks associated
with deploying LLMs in areas such as claims handling and policy
communication. Juliane et al. emphasize that a domain-specific
approach to AI governance is necessary to prevent negative con-
sequences.

2.3 Knowledge Gap
Despite growing interest in bias detection and mitigation in large
languagemodels, some knowledge gaps remain. Past studies have
documented various forms of bias, including socioeconomic and
cognitive biases[1, 9, 20, 23]. While bias mitigation strategies
exist, most require access to training data or internal model pa-
rameters, limiting their accessibility to end-users [7]. Recent
research has explored prompt engineering as a user-level strat-
egy for influencing model outputs [3, 7, 12]. However, few studies
have applied techniques in financial decision-making contexts.
In particular, there is limited investigation into how prompt en-
gineering can reduce socioeconomic bias, specifically related to
income, gender and occupation in practical applications such as
insurance prescreening applications.

This study addresses the mentioned gap by using a structured
bias assessment that includes different socioeconomic profiles of
income, gender and occupation labels in prescreening insurance
applications. Then, it will compare the baseline behavior of LLMs
to the responses generated using prompt engineering techniques
such as tree of thoughts. In addition, the framework consists of
quantitative and qualitative assessments in order to evaluate to
what extent prompt engineering can reduce the bias in different
profiles.

3 Methodology
This section outlines the steps involved in exploring the extent
to which prompt engineering techniques can mitigate socioe-
conomic bias in ChatGPT outputs during the prescreening of
insurance applications. The methodology consists of four main
stages: data collection, prompt design, bias assessment and inter-
vention with Prompt Engineering.

3.1 Data Collection
Data was collected by generating synthetic insurance application
scenarios that varied by income, gender and occupation. Socioe-
conomic values were assigned to each scenario to create a diverse
set of profiles, including both high-income and low-income ap-
plicants across different professions and gender identities. To
ensure realism, publicly available data sources such as LinkedIn
and Indeed were referenced when creating applicant profiles.
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Fig. 1. Comparison between Prompt Engineering Techniques. Image Source [22]

Each entry included the persona’s income, occupation and gen-
der.

3.2 Prompt Design
Four distinct prompts were developed to assess bias in LLM-
generated responses based on socioeconomic labels. Each prompt
was designed to obtain insurance-related recommendations, risk
score, approval decision and premium quotes :

• T1 - Insurance Recommendations. Request insurance
plans, focusing on premium and fit for the applicant. This
prompt is used to assess whether the lower-income profiles
receive less or more generic details compared to high-
income profiles. For example, the outputs will be checked
to determine whether people performing physical labor
receive more "physical injury" advice compared to high-
income people.

• T2 - Risk Assessment. Applicant’s risk rating (1-5) based
on financial stability and occupation risk. This prompt will
be used to evaluate the stereotypical reasoning in justifica-
tions, such as "financial instability" for high-income labor
and "financial instability" for lower-income.

• T3 - Approval Decision. Binary decision (Pre-Approved
or Refer to Manual Review) with justification based on
financial stability and occupation. The outputs will be
analyzed to assess whether specific socioeconomic labels
are flagged more often for a manual review.

• T4 - Premium Estimate. Numeric monthly premium
quote for a standard Dutch health insurance package, em-
phasizing income and occupation risk. The values will be
compared to check if low-income or physical labor has
a price inflation compared to intellectual work or high-
income labor.

Each prompt was carefully structured to isolate and reveal
potential patterns of socioeconomic bias in ChatGPT’s responses.
The prompts varied by different characteristics such as income,
occupation type and gender while keeping the prescreening sce-
narios unchanged. To evaluate the patterns of bias across the
responses, a bias assessment framework was developed. The
framework is discussed in the following section.

3.3 Bias Assessment Framework
The next step after creating the prescreening case scenarios and
prompts design is to assess the bias. A scoring rubric was cre-
ated: 0 - no evidence of bias is noticed, language and reasoning
are consistent across socioeconomic profiles, 1 - preference or
framing difference that could suggest the bias, and 2 - strong
bias in reasoning, assumptions or decisions. A quantitative and
qualitative analysis was constructed to capture as much bias as
possible.

• Quantitative Analysis. Responses from T2 – Risk Assess-
ment and T4 – Premium Estimate were evaluated based on
numeric outputs such as risk ratings and quoted premiums.
The analysis examined differences across socioeconomic
profiles (income, gender, occupation) to identify potential
bias.

• Qualitative Analysis. Textual responses from T1 – Plan
Recommendations and T3 – Approval Decision were ana-
lyzed for tone, advice, and the provided justification. Any
variation in treatment based on socioeconomic attributes
was flagged as an indicator of bias.

Each prompt was assigned a weight to reflect its potential
impact on real-world consequences. T1 – Plan Recommendations
received a weight of 1.0, reflecting its medium importance in in-
fluencing perceived quality of suggestions. T2 – Risk Assessment
was weighted 2.0 due to its significant influence on long-term
risk classification. T3 – Approval Decision was weighted 1.5, as
it may directly affect access to insurance. T4 – Premium Esti-
mate was also assigned a weight of 1.5, as premium differences
and their justification can reveal assumptions about applicants’
economic standing.

3.4 Intervention with Prompt Engineering
After identifying baseline biases, prompt engineering was applied
to evaluate its effect on bias mitigation. Figure 1 visually com-
pares four prompting strategies used in large language models,
illustrating their reasoning processes and structural differences.
The first approach, Input–Output Prompting (IO), represents a
mapping from input to output without any intermediate rea-
soning steps. In contrast, Chain-of-Thought (CoT) prompting
introduces a path composed of intermediary steps, allowing the
model to break down the problem into smaller components. The
Self-Consistency with chain of thought (CoT–SC) method gen-
erates multiple reasoning paths in parallel and aggregates the
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results through a final majority vote. The final technique, the
one that will be used throughout the paper, is Tree-of-Thought
(ToT) prompting, which is generalized by chain of thought. It
expands the reasoning into a tree structure where multiple rea-
soning paths are explored in parallel. Through search algorithms
such as breadth-first or depth-first exploration, the model can
self-evaluate various branches and iteratively refine its reasoning
by selecting the most consistent and promising paths. As noted
by Dave [4], Tree-of-Thoughts allows the AI to autonomously
correct its errors while incrementally building knowledge, which
makes it the most efficient technique for the empirical study.

4 Experimental Design
The experimental design is structured around two key phases: the
baseline testing phase and the intervention phase using prompt
engineering. The purpose of this section is to empirically assess
whether and to what extent socioeconomic bias is present in the
outputs of a large language model, and to evaluate whether Tree
of Thoughts prompting can mitigate such bias.

4.1 Execution Environment
The experimental workflow was implemented in Python using
the OpenAI API for accessing large language model outputs. All
prompts were executed using the ChatGPT "o3-mini" model due
to its faster reasoning and better accuracy compared to other
models. Python was selected for this study due to its adoption in
data science and machine learning research. The environment in-
cluded statistical packages: Pandas and NumPy, and visualization
libraries: Matplotlib and Seaborn. Each socioeconomic profile
was processed individually, with the pre-screening insurance
applications containing gender, income, occupation, and location
labels. The resulting outputs were collected in CSV files. Each
row of the output dataset included the four prompts along with
corresponding AI-generated responses.
Figure 2, provides an overview of the experimental pipeline.

The process begins with collecting socioeconomic labels—such
as income, occupation - gender from public sources, including
LinkedIn and Indeed . Next, pre-screening insurance scenarios
are created and tested across different profiles. The outputs are
then assessed using a bias assessment framework. Following the
baseline evaluation, the Tree of Thought prompting technique
is applied to the same set of prompts. Finally, the outputs are
assessed, and the bias scores from both stages are compared to
determine the extent to which the bias is mitigated.

4.2 Baseline Testing
The baseline stage involved applying the four prompts to the
dataset without the use of any prompt engineering techniques.
This phase was designed to establish a reference point for iden-
tifying potential biases in the responses generated by ChatGPT.
Each socioeconomic profile in the dataset was processed through
all four prompts T1, T2, T3, T4, resulting in four distinct outputs
per profile. The evaluation focused on several key metrics, in-
cluding disparities in risk ratings and premium quotes across
different income, gender and occupation labels; variations in in-
surance recommendations provided to applicants with similar
profiles; and differences in language tone and justification used
in approval decisions. This procedure enabled to assess which so-
cioeconomic characteristics might influence the model’s behavior
under unchanged prompting conditions.

4.3 Prompt Engineering Procedure
Following the baseline testing, the same dataset of socioeconomic
profiles was processed using prompts that incorporated prompt
engineering . For each of the four prompt categories (T1–T4),
modified prompts were created using the Tree-of-Thoughts tech-
nique.

Each prompt was applied to all profiles in the dataset, generat-
ing a new set of responses along with the baseline outputs. These
responses were then evaluated using the same bias assessment
framework. The scoring process was repeated for all outputs, and
the results were used to calculate updated bias scores for each
profile.
This allowed for direct comparison of baseline and prompt-

engineered responses, measuring to what extent the Tree-of-
Thoughts technique reduces the bias in different types of pre-
screening insurance applications.

5 Results
The baseline results are visualized in Figures 3, 4, and 5, which
display the distribution of bias scores across income, gender,
and occupation categories. These figures provide an overview of
how the model’s outputs varied across different socioeconomic
labels prior to any intervention. Observable differences in score
distributions suggest that certain groups may have been treated
unequally. A more in-depth analysis and interpretation of these
patterns will be presented in the discussion section.

Fig. 3. Baseline Bias by Income

Fig. 4. Baseline Bias by Gender
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Fig. 2. Experimental Pipeline for Bias Assessment and Mitigation

Figure 3 shows the distribution of bias scores across income
groups before applying prompt engineering. The low-income
group had the highest bias scores, averaging approximately 66%.
The medium-income group exhibited scores ranging from 36% to
63%, while the high-income group had a median score of around
47%.

Figure 4 displays baseline scores by gender. Female personas
had a median bias score of 63%, while male personas had a lower
median of 56%.

Fig. 5. Baseline Bias by Occupation

Fig. 6. Post-Intervention Bias by Income

Figure 5 displays bias scores across occupation categories.
While the medians for intellectual and physical labour profiles
were close, the physical labour group had a wider upper quartile,
indicating greater variability.

Figure 6, Figure 7, and Figure 8 outline the distribution of bias
scores after applying Tree-of-Thoughts technique across gender,
income, and occupation groups. Overall, the figures indicate a
potential reduction in the bias level compared to the baseline. The
distributions appear more balanced across groups, suggesting
that prompt engineering contributed to mitigating some of the
bias present in the initial outputs. A more detailed interpretation
of these results will be discussed in the following section.

Fig. 7. Post-Intervention Bias by Gender

Fig. 8. Post-Intervention Bias by Occupation
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As shown in Figure 6, the low-income group experienced a re-
duction to approximately 10–11%, reflecting a 51% decrease. The
medium- and high-income groups also showed reduced ranges
of 10–15% and 9–15%, respectively.

Figure 7 shows that gender disparities narrowed.Median scores
for both male and female profiles approached zero.

Figure 8 shows a more balanced distribution of scores between
intellectual and physical labour categories. The overall spread
was narrower compared to the baseline.
6 Discussion
This section provides an overview of the findings in relation to
the research question. The goal is to analyze the bias observed
in the model’s outputs and assess the nature of socioeconomic
bias in ChatGPT, particularly under the baseline conditions. Each
subsection corresponds to one of the formulated sub-research
questions.

6.1 RQ1: How do socioeconomic labels impact the bias
in ChatGPT?

The baseline results indicate that socioeconomic labels signifi-
cantly influence the outputs generated by ChatGPT. As shown in
Figure 3, the low-income group exhibits an average bias score of
approximately 66%. The medium-income group ranges between
36% and 63%, while the high-income group shows a median bias
score of around 47%. This downward trend in bias scores sug-
gests that the model tends to favor higher-income profiles in its
responses.
Figure 4 displays the distribution of bias by gender, reveal-

ing that responses associated with female profiles have a higher
median bias score (63%) compared to male profiles (56%). This dis-
parity points to a gender-related imbalance in how the model pro-
cesses personas, potentially indicating that the “o3-mini” model
is more likely to generate biased justifications or decisions for
female applicants.

Figure 5 highlights the distribution of bias across occupational
groups. Although the median scores between intellectual and
physical labour profiles are similar, the upper quartile spread is
wider for physical labour. This variation suggests that occupa-
tions involving manual work are more susceptible to extreme
bias, possibly reflecting underlying stereotypes in the model’s
training data.
These findings are in line with earlier work by Mila et al. [1],

who observed that LLMs tend to associate demographic character-
istics such as income and occupation with economic capability or
reliability, thereby reinforcing existing societal biases. Similarly,
Sakib and Das [20] found that socioeconomic status amplifies
output disparities in LLM-based recommendation systems. Our
results extend this evidence into the insurance domain.
Overall, this analysis supports the idea that socioeconomic

labels—particularly income and gender—shape the language and
reasoning used by LLMs during insurance prescreening tasks.
Without intervention, such biases could reinforce inequality in
automated decision-making systems.

6.2 RQ2: How can prompt engineering influence the
bias in ChatGPT’s outputs during prescreening
insurance applications?

The results demonstrate that Tree-of-Thought prompting con-
tributed to lower bias scores across all socioeconomic categories.
This finding suggests that multi-step reasoning encourages more
consistent and fairer outputs. Compared to baseline prompts,

Tree-of-Thought prompts appear to help the model toward more
balanced decision-making, reducing unjustified variability linked
to income, gender, or occupation.
These observations are consistent with Furniturewala et al.

[7], who show that structured, System 2-style prompting reduces
demographic disparities in model outputs. However, unlike their
study, which applied role-based and instruction prompts in gen-
eral natural language processing tasks, this research applies a
similar reasoning structure in a financial decision context, specif-
ically in the insurance sector.
At the same time, the reasoning might not be the only factor

influencing themitigation of bias. It is possible that the longer and
more detailed nature of Tree-of-Thought prompts played a role
in reducing biased outputs. As noted by Levy et al. [13], language
models tend to prefer verbose inputs, which may influence how
they interpret user needs. Consequently, the prompt length could
also affect the sensitivity of the model.

7 Conclusion
This research investigated the potential of prompt engineering,
specifically the Tree of Thought technique, to reduce socioeco-
nomic bias in ChatGPT’s outputs during the prescreening of
insurance applications. The study introduced a structured bias
assessment framework and used it along with socioeconomic
profiles with different income, gender and occupation.
The results from the baseline testing revealed disparities in

how the LLM responded to different socioeconomic labels, sug-
gesting the presence of bias. In particular, lower-income, female,
and physical labour profiles show higher bias scores, indicating
unequal treatment. After applying the Tree of Thoughts prompt-
ing strategy, a reduction in bias scores was observed across all
categories. This suggests that prompt engineering can be a quick
and effective intervention for mitigating bias in prescreening
insurance applications.
This work contributes to the growing field of AI fairness by

demonstrating that prompt engineering, without pre-training
the model, can support fairer outcomes in financial scenarios.

7.1 Limitations
Several limitations must be acknowledged. First, the study re-
lies on synthetic profiles rather than real-world socioeconomic
data. While synthetic profiles enable controlled experimentation
and eliminate privacy concerns, they do not fully capture the
ambiguity, variation, and complexity found in authentic insur-
ance applications. Second, bias evaluation was performed using
a rubric applied by a single rater. Although the rubric was pre-
defined and structured, the absence of multiple raters validation
introduces subjectivity in how bias scores were assessed. Lastly,
all experiments were conducted using a single model: ChatGPT
“o3-mini.” This version was selected due to its widespread use,
consistent reasoning performance, and accessibility. While this
allowed for controlled experimentation and a replicable baseline,
the findings may not fully generalize to other large language
models with different architectures, training data, or alignment
strategies, such as Claude, LLaMA, or Gemini.

7.2 Future Work
Future studies could build on this work in several ways. To start
with, applying the developed bias assessment framework to real-
world insurance applications would increase validity and test the
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model under different conditions. Second, to improve generaliz-
ability, future studies can use this methodology across multiple
large language models, including Claude 3.7, LLaMA 3, Gemini,
and DeepSeek. As the models differs due to its training data and
reasoning strategies, cross-model comparisons are essential to
determine whether the bias patterns and mitigation effects are a
general phenomena. Third, multiple prompt engineering tech-
niques such as Chain-of-Thought, Directional Stimulus, or Con-
text Distillation could be compared directly to assess their relative
bias mitigation capabilities. Dynamic prompting approaches that
adapt in real time based onmodel feedback could also be explored.
Lastly, to improve reduce subjectivity, future work should involve
multiple independent raters when applying the bias rubric. This
would allow for an agreement analysis and decrease the scoring
risk inconsistency.
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