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1 Abstract

Energy forecasting presents unique challenges due
to temporal dependencies, seasonal variations, and di-
verse consumption patterns that require specialized fed-
erated learning approaches to capture local patterns
while preserving data privacy. While Federated Learn-
ing (FL) has emerged as a privacy-preserving alterna-
tive for training models on decentralized data, standard
algorithms like FedAvg often falter under the non-I1D
conditions inherent in energy consumption data, lead-
ing to reduced convergence speed and suboptimal model
accuracy. To address these limitations, we propose P-
FedNIP, a novel multi-layered personalized federated
learning framework. P-FedNIP extends the FedNIP
algorithm by introducing a sophisticated architecture
that combines (1) EMD-based client clustering to un-
derstand the data landscape, (2) intelligent client selec-
tion to optimize training, (3) FedProx regularization to
prevent local model drift, and (4) adaptive fine-tuning
for deep personalization. This approach aims to create
both a robust global model and highly accurate person-
alized models tailored to the unique energy consump-
tion patterns of each participant.

Keywords: Personalized Federated Learning, Client Se-
lection, Non-I1ID Data, Energy Forecasting, Time Series
Analysis

2 Introduction

2.1 Energy Forecasting in Federated
Learning

Energy forecasting is well-suited for federated learn-
ing due to its data heterogeneity and privacy require-
ments. Energy consumption data shows strong tempo-
ral patterns, seasonal variations, and location-specific
behaviors that differ significantly across households and
buildings [2]. This creates non-IID data distributions
that challenge standard federated learning algorithms.

Energy consumption data is privacy-sensitive as it
can reveal occupancy patterns, lifestyle habits, and eco-
nomic information. This makes centralized data collec-
tion problematic. Federated learning enables collabora-
tive model training while keeping sensitive energy data
distributed across participating nodes.

Energy consumption patterns vary due to building
characteristics, occupancy patterns, appliance usage,
and local climate conditions. This heterogeneity re-
quires personalized approaches that can capture lo-

cal consumption behaviors while contributing to robust
global models.

The remainder of this paper is structured as follows.
We begin by reviewing related work in federated learn-
ing, personalization, and client selection. We then in-
troduce the proposed P-FedNIP framework in detail,
describing its multi-layered architecture. Subsequently,
we outline the experimental setup for our evaluation,
followed by a presentation and analysis of the compar-
ative results. We conclude with a summary of our find-
ings and potential directions for future research.

3 Background & Related Work

3.1 Federated Learning Fundamentals

Federated Learning (FL) has emerged as a promis-
ing approach for training models across decentralized,
privacy-sensitive devices without requiring raw data
sharing [11]. However, in highly heterogeneous envi-
ronments such as smart homes, standard FL algorithms
like FedAvg struggle due to divergent data distributions
across participating households [7]. By aggregating all
client model updates uniformly, FedAvg often suffers
from slow model convergence and suboptimal perfor-
mance for individual participants when data is not in-
dependent and identically distributed (non-IID).

3.2 Handling Heterogeneity and Per-
sonalization

Several strategies have been proposed to mitigate
these challenges. FedProx [3] introduces a proximal
term to the local loss function, penalizing significant de-
viations from the global model and thereby stabilizing
training. FedDyn [1] dynamically regularizes local up-
dates based on the global objective, providing another
powerful approach to handle client heterogeneity.

While these methods improve upon FedAvg, they pri-
marily focus on creating a single, robust global model.
The field of Personalized Federated Learning (PFL)
goes a step further, aiming to provide each client with a
customized model. Techniques range from fine-tuning
a global model on local data [15], to model interpola-
tion (e.g., Ditto [9]), and meta-learning approaches like
Per-FedAvg [5]. These methods acknowledge that for
many real-world applications, a personalized model is
more valuable than a generalized one.



3.3 Client Selection in Federated Learn-
ing

The performance of FL is also heavily influenced by
which clients are chosen to participate in each train-
ing round. Random selection is simple but inefficient in
non-IID settings. More advanced client selection strate-
gies have been proposed, such as those based on client
data quality or contribution to the global model [3, 12].
Our work builds on FedNIP, a framework that uses
client clustering and a dynamic ranking system to intel-
ligently select participants, forming the foundation for
our personalization layers.

3.4 Research Questions

This paper is guided by two central research questions
that build upon the context so far:

1. RQ1: Adapting FedNIP for Personalization.
How can the FedNIP algorithm, originally designed
for efficient global model training, be extended to
a personalized framework (P-FedNIP) that creates
highly-tuned models for individual smart homes
without sacrificing the benefits of its intelligent
client selection?

2. RQ2: Quantifying the Impact of Personal-
ization under High Heterogeneity. In chal-
lenging, non-IID environments what is the spe-
cific performance contribution of P-FedNIP’s per-
sonalization layers when compared to a non-
personalized baseline? What about in less hetero-
geneous environments?

4 The P-FedNIP Framework

This section details the architecture and mechanics
of our proposed personalized federated learning frame-
work, P-FedNIP. We begin by formally defining the
energy forecasting problem in a federated context and
then present the four distinct but integrated layers of
our solution.

4.1 Problem Formulation

Consider a federated learning system with a cen-
tral server and a set of N clients (energy consumers),
indexed by ¢ € {1,...,N}. Each client 7 possesses
a private local dataset D; = {(xi;,¥i,;)}j2;, Where
n; = |D;|. For energy forecasting tasks, temporal con-
text is crucial—a single sample x; ; € RW>F represents
a window of W = 60 time steps with F features captur-
ing energy consumption patterns, while y; ; € R repre-
sents the target energy consumption value.

The objective of standard federated learning, such
as FedAvg, is to train a single global model with pa-
rameters w that minimizes the aggregate loss across all
clients:

. ;
min L(w) = Z #Ci(w)
i=1
where n = Zf\[:l n; is the total number of samples

and L£;(w) is the local loss function (in our case, Mean
Squared Error) for client ¢ on its local data D;.

Energy forecasting differs from general time-series
prediction due to inherent seasonality, daily cycles, and
consumer-specific consumption behaviors that create
significant statistical heterogeneity across participants.
Due to this data heterogeneity (non-IID) across energy
consumers, this single global model w often fails to
perform optimally for individual clients. The goal of
our work is to move beyond this one-size-fits-all ap-
proach. We aim to develop a set of personalized models
{w1,wa,...,wy} that are specifically adapted to each
client’s local data distribution, thereby achieving su-
perior performance at the local level compared to the
global model. P-FedNIP is designed to achieve this by
intelligently managing the federated training process to
produce both a strong global model and highly effective
personalized models.

4.2 P-FedNIP: A Multi-Layered Frame-
work

To address the dual challenges of statistical hetero-
geneity and the need for personalization, we propose P-
FedNIP, a novel four-layered federated learning frame-
work. Each layer builds upon the last, creating a com-
prehensive system that first understands the client land-
scape, then intelligently selects participants, stabilizes
training, and finally, personalizes models for individual
users.

4.2.1 Layer 1: EMD-based Client Clustering

The first challenge in a heterogeneous FL environment
is to understand the structure of the data disparity. P-
FedNIP begins with a profiling step where the server
quantifies the dissimilarity between client data distri-
butions.

1. Local Histogram Generation: Each client ¢
first analyzes its local dataset D;. It computes
a normalized histogram, h;, of its target variable
values (i.e., the energy consumption data). This
histogram serves as a compact, privacy-preserving
summary of its local data distribution.

2. Dissimilarity = Calculation with Earth
Mover’s Distance (EMD): The server col-
lects these histograms from all clients. To compare
them, it computes a pairwise distance matrix
D where each element D;; is the Earth Mover’s
Distance (EMD) between the histograms of client
¢ and client j. EMD is chosen over simpler metrics
like KL-divergence as it excels at comparing dis-
tributions that may not have overlapping support,
which is common in non-IID settings.

3. Client Clustering: With the dissimilarity ma-
trix D established, the server uses K-Means clus-
tering to group clients with similar data distri-
butions. To find the optimal number of clusters,
K,pt, the server computes the silhouette score for
a range of K values. The original FedNIP imple-
mentation [16] uses the Elbow method, but this
can be subjective. We therefore use the silhouette
score, which provides a more quantitative measure



for cluster quality [13]. The value of K that maxi-
mizes the average silhouette score is selected as the
optimal number of clusters.

The output of this layer is a set of K,y clusters, C =
{C1,...,Ck,,, }, which provides a topological map of the
client data landscape, fundamental for the intelligent
selection in Layer 2.

4.2.2 Layer 2: FedNIP-based Intelligent Client
Selection

Following the initial clustering, this layer aims to
dynamically identify and train only the most promising
clients. The selection process begins with a mandatory
warm-up round where all clients participate. After
this round, each client evaluates its newly trained
model on its own local validation set and reports the
performance score (RMSE) back to the server. The
server then uses these self-reported scores to create
a ranked list, R, where clients with lower RMSE are
assigned a higher rank.

In all subsequent rounds, instead of training all
clients, the server selects a mix of clients: the top k%
from the ranked list and a random r% chosen from the
remaining clients. These selected clients receive the
global model, train on their local data, and send their
updates for aggregation. To ensure the ranked list R
accurately updates over time, a periodic re-evaluation
mechanism is triggered every Tie.eval rounds, where all
clients report new scores and the list is re-sorted. This
allows for "rank-swapping,” enabling low-performing
clients to improve and high-ranking clients that overfit
to be deselected.

4.2.3 Layer 3: Continuous Personalization via
Regularization

The core of P-FedNIP’s personalization strategy lies in
managing client drift while cultivating specialized local
models. This is achieved by integrating the FedProx
algorithm [3] directly into the training loop. Instead
of only minimizing the standard local loss, each partic-
ipating client minimizes a modified objective function
that includes a proximal term:

n
Li(w) = Lilw) + 5w - w'|?

Here, L;(w) is the standard Mean Squared Error, w’
represents the global model parameters from round ¢,
and p controls the regularization strength. This encour-
ages local models to stay close to the global consensus
while giving them freedom to diverge in ways beneficial
for their local data.

4.2.4 Layer 4: Final Personalization through
Fine-Tuning

After the final communication round, the server dis-
tributes the global model one last time. Each client
then performs a few additional epochs of local train-
ing on its own dataset. This fine-tuning is conducted

with a significantly reduced learning rate, allowing the
model to make subtle adjustments to capture specific
local patterns without catastrophically forgetting the
generalized knowledge learned. This two-stage process
results in a final set of models {w1, ..., wy} highly op-
timized for individual client performance.

5 Experimental Setup

5.1 Dataset & Preprocessing

We use the AMPds2 dataset, a comprehensive en-
ergy consumption dataset containing electricity usage
data from a Canadian household over two years. This
dataset captures the multi-faceted nature of energy con-
sumption with 21 sub-meters at one-minute granularity,
representing detailed appliance-level and whole-house
consumption patterns typical in energy forecasting ap-
plications. We select the main meter (WHE’) as the
target variable for our energy forecasting task.

Following standard time-series practices, we partition
the data chronologically. The first 70% of the data is
used for training, the next 15% for validation, and the
final 15% for testing. We start with a standard baseline
of 15 clients to understand the behavior of P-FedNIP,
but we also perform experiments at N=40 clients to
visualize how having multiple actors can influence the
results of the federated setup. To simulate a federated
environment with N clients, we partition the training
data among the clients using a Dirichlet distribution
with 3 a parameters at 0.1, 0.3 and 0.6. The smaller the
number, the higher the non-IID split of the data distri-
butions. The temporal nature of energy consumption,
with its daily cycles, seasonal variations, and consumer-
specific patterns, creates the challenging non-IID con-
ditions that make energy forecasting an excellent do-
main for evaluating personalized federated learning ap-
proaches.

5.2 Model Architecture

All clients use an identical LSTM-based model ar-
chitecture, a common and effective choice for time se-
ries energy forecasting [4, 10]. The model consists of a
two-layer, bidirectional LSTM with a hidden size of 96
units, a dropout rate of 0.3, and a final linear layer for
the forecast.

5.3 Baseline Algorithms
We compare P-FedNIP against two baselines:

e FedAvg: The standard algorithm where all clients
participate and their updates are uniformly aver-
aged.

e FedNIP: The non-personalized version of our al-
gorithm. It uses Layers 1 and 2 but omits FedProx
regularization and final fine-tuning, allowing us to
isolate the benefits of the personalization layers.

5.4 Hyperparameter Configuration

Our choices were guided by established practices.
Our LSTM architecture is consistent with models in
similar tasks [1, 10]. The FedProx regularization term,
u = 0.01, aligns with the original implementation [3].



However, through empirical testing for this specific case
we find that a g = 0.001 allows us to see a more drama-
tized effect of personalisation than higher values. Go-
ing even lower than this would severely affect the lo-
cal fine-tuning we do later on. The choice of 15 and
40 clients aligns with established practices in federated
learning for energy forecasting applications. Small-scale
studies (10-15 clients) are common in energy forecast-
ing research, as demonstrated by [14] with 13 clients
for federated LSTM load forecasting. This scale allows
for detailed analysis of personalization benefits while
remaining computationally manageable. Research by
[6] shows performance gains plateau beyond 15 clients,
supporting our smaller configuration for energy fore-
casting evaluation. Larger studies (30-50 clients) test
scalability with increased heterogeneity, such as [2] who
used 40 clients across multiple climate zones for energy
planning applications. In energy forecasting, this scale
captures greater diversity in consumption patterns, sea-
sonal effects, and building characteristics. Our 15-client
setup enables detailed analysis of personalization ben-
efits in energy forecasting, while our 40-client configu-
ration evaluates scalability with the increased hetero-
geneity typical of diverse energy consumption patterns
across different consumer types and geographic condi-
tions.

Other parameters were selected through standard
empirical tuning, detailed in Table 1.

Table 1: Hyperparameter settings for the federated

learning experiments.
Hyperparameter Value
Number of Rounds 400
Number of Clients (N) 15, 40
Dirichlet Alpha () 0.1, 0.3, 0.6
Local Epochs 3
Batch Size 32
Learning Rate 0.001
Optimizer Adam
LSTM Hidden Size 96
LSTM Dropout 0.3
FedProx Mu (p) 0.001
FedNIP Top-k% 20%
FedNIP Random-1% 20%
FedNIP Re-evaluation (Tye-eval) 7 rounds

6 Results and Analysis

The analysis focuses on metrics particularly relevant
to energy forecasting applications. RMSE directly re-
lates to prediction accuracy in energy consumption val-
ues, which is critical for forecasting applications. The
personalization benefits are especially important in en-
ergy forecasting because individual consumption pat-
terns can vary dramatically based on building char-
acteristics, occupancy patterns, appliance usage, and
seasonal behaviors, making personalized models signif-
icantly more valuable than generic global models.

In this section, we present and analyze the empirical

results from our simulations. We aim to answer the re-
search questions posed by comparing the performance
of P-FedNIP against the FedNIP and FedAvg base-
lines, focusing on both global model convergence and
local model personalization under a high-heterogeneity
scenario (o = 0.1) and less heterogenous split levels
(e =0.3,0.6).

6.1 Global Model Performance and
Convergence

The global model’s performance is evaluated across
15 and (in Subsection 6.3) 40 clients under varying de-
grees of data heterogeneity, controlled by the Dirich-
let distribution parameter «, with values of 0.1, 0.3,
and 0.6. A lower « indicates higher data heterogene-
ity, presenting a more challenging learning environment.
The analysis focuses on the Root Mean Square Error
(RMSE) to assess the performance of FedAvg, FedNIP,
and P-FedNIP strategies.

6.1.1 Analysis for ¢« =0.1

With high data heterogeneity (o« = 0.1), FedAvg
achieves its lowest RMSE of 442.8 at Round 228. How-
ever, its performance is highly volatile, as evidenced
by a final round RMSE of 460.8, representing a 4.1%
degradation from its best performance. This instabil-
ity is characteristic of Fed Avg’s random client sampling,
which struggles to consistently aggregate improvements
from highly diverse data distributions. In energy fore-
casting, this volatility is particularly problematic as it
can lead to unreliable predictions that vary significantly
between training rounds. The RMSE curve for FedAvg
shows significant fluctuations, indicating a struggle to
find a stable convergence point.

—— FedAvg Global RMSE
FedNIP Global RMSt

Global Model RMSE

Figure 1: Global Model Convergence Comparison for
15 Clients (o = 0.1)

In contrast, FedNIP demonstrates a more stable
learning curve, achieving its lowest RMSE of 478.8 at
round 59. It concludes with a final RMSE of 501.3, a
4.7% degradation. Although its lowest RMSE is higher
than FedAvg’s, the smoother curve suggests that the
intelligent client selection and swapping mechanism of
FedNIP is more effective at mitigating the negative im-
pacts of heterogeneity than FedAvg’s random approach.

P-FedNIP further refines this, achieving the lowest
RMSE among the three strategies at 446.3 at round 251.
It also boasts the highest stability, with a final RMSE



of 454.1, a mere 1.7% degradation from its peak perfor-
mance. This indicates that the personalization—based
clustering in P-FedNIP is highly effective at group-
ing clients with similar data patterns, leading to more
consistent and effective global model updates, even in
highly heterogeneous environments.

6.1.2 Analysis for « =0.3

At a moderate level of heterogeneity (¢« = 0.3),
FedAvg’s performance improves, achieving its lowest
RMSE of 444.1 at Round 235 and a final RMSE of
457.8, a 3.1% degradation. The curve remains volatile,
but the peaks are less pronounced compared to the
a = 0.1 case, suggesting that a slight decrease in het-
erogeneity allows FedAvg to perform more consistently.

FedAvg Global RMSE
FedNIP Global RMSE
PFedNIP Global RMSE

Global Model RMSE
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Figure 2: Global Model Convergence Comparison for
15 Clients (o = 0.3)

FedNIP reaches its best RMSE of 458.1 at round 336,
with a final RMSE of 468.4, showing a 2.2% degrada-
tion. P-FedNIP continues to outperform, recording a
lowest RMSE of 447.6 at round 208 and a final RMSE
of 452.9, a minimal 1.2% degradation. The perfor-
mance gap between the NIP-based strategies and Fe-
dAvg narrows as heterogeneity decreases, which is ex-
pected. However, P-FedNIP’s consistent stability and
low performance degradation highlight its robustness.

6.1.3 Analysis for a =0.6

With low data heterogeneity (o« = 0.6), the per-
formances of all three strategies converge. FedAvg
achieves its lowest RMSE of 442.8 at round 201, with
a final RMSE of 460.8, a 4.1% degradation. The curve,
while still showing some volatility, is considerably more
stable than in the higher heterogeneity scenarios.

FedNIP achieves its lowest RMSE of 458.1 at round
162 with a final RMSE of 469.8 (a 2.5% degradation).
P-FedNIP again shows the best performance, with a
lowest RMSE of 443.8 at round 246 and a final RMSE
of 452.9 (a 2.0% degradation). In this low-heterogeneity
environment, the advanced mechanisms of FedNIP and
P-FedNIP provide a smaller, yet still noticeable, advan-
tage over FedAvg.

6.1.4 Outlier Analysis and Modifications

Across all « values, FedAvg consistently exhibits the
most outliers in the form of sharp spikes in RMSE.

—— FedAvg Global RMSE
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Figure 3: Global Model Convergence Comparison for
15 Clients (o = 0.6)

These spikes can be attributed to its random client
selection process. In energy forecasting with fluctuat-
ing consumption patterns, there is a significant chance
of selecting a subset of clients whose data for a given
round is anomalous or not representative of typical en-
ergy consumption trends, thereby degrading the global
model.

FedNIP shows fewer outliers, but is not immune.
A potential cause for outliers in FedNIP is the ”cold
start” problem for new clients that are swapped in.
A client that has been out of the training cluster for
many rounds might have a significantly diverged local
model, and its introduction can temporarily destabilize
the global model.

To improve the P-FedNIP algorithm’s robustness to
these outliers, several tweaks could be considered for fu-
ture work. A ”warm-up” period for newly swapped-in
clients could be introduced, where their model updates
are weighted less until they have participated in a few
rounds of training. This would dampen the shock of
introducing a potentially divergent model. Addition-
ally, a momentum term could be added to the global
model update rule, which would smooth out the effect
of outlier rounds and create a more stable convergence
path. This would involve maintaining a velocity vector
that accumulates a fraction of the past updates, giv-
ing the optimization process inertia and making it less
susceptible to drastic changes from a single round.

6.2 Local Performance and Personaliza-
tion

To further analyze the performance of P-FedNIP, we
must look at the performance of the final, personalized
models on each client’s local validation data. In energy
forecasting applications, local performance is crucial as
individual consumption patterns can vary significantly
based on household characteristics, seasonal behaviors,
and appliance usage. In the P-FedNIP framework, the
final, personalized layers of the client models are never
aggregated into the global model. When a client re-
ceives an updated global model from the server, it only
overwrites its shared layers, preserving the specialized
ones. This architecture ensures that extreme updates
from a single client’s data distribution—a likely occur-
rence in a highly non-IID setting—are averaged out in
the global model and do not disrupt the locally adapted



layers of other clients. This effect is evidenced by the
box plots below, which compare the final local valida-
tion RMSE for all clients across the three strategies.

6.2.1 Analysis for a =0.1

Under high data heterogeneity (o = 0.1), the benefits
of personalization are most pronounced. For P-FedNIP,
the box plot shows a median RMSE of 500.6. The key
advantage, however, is the tighter interquartile range
compared to the other strategies, indicating that most
clients receive a model that is consistently adapted to
their local energy consumption patterns. Despite its
strong general performance, P-FedNIP registers one sig-
nificant outlier with an RMSE of 812.3, suggesting that
for this specific client, the personalization process was
not as effective, likely due to a highly unique local data
distribution that was not well-represented even within
its own cluster.
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Figure 4: Local Performance Comparison for 15 Clients
(a=0.1)

FedNIP achieves a median RMSE of 593.8. While
the median is higher than P-FedNIP’s, the most no-
table difference is the significantly larger spread of the
data, with RMSE values ranging from 413.2 to 1127.9.
This high variance indicates that while the intelligent
swapping of FedNIP benefits some clients, it fails to de-
liver a consistently performing model for all, a direct
consequence of applying a single global model to di-
verse local energy consumption patterns. FedAvg per-
forms similarly, with a median RMSE of 574.3 and a
very wide spread, underscoring its struggle to serve all
clients effectively in a high-heterogeneity environment.

6.2.2 Analysis for « = 0.3

With moderate heterogeneity (o = 0.3), P-FedNIP
maintains its edge, delivering a median RMSE of 492.7.
The interquartile range remains tight, and while one
outlier is present at 698.5, the overall performance for
the majority of clients is strong and consistent. This
demonstrates that the personalization approach is ro-
bust even as heterogeneity decreases.

FedNIP’s median RMSE is 486.8, which is compet-
itive with P-FedNIP. However, its variance is visibly
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Figure 5: Local Performance Comparison for 15 Clients
(e =0.3)

higher, with a wider box and longer whiskers, indicat-
ing less consistent performance across clients. FedAvg
posts a median RMSE of 492.1, very close to the other
two, but with the largest variance of the three, showing
that many clients receive a model that is substantially
worse than the median.

6.2.3 Analysis for a = 0.6

In the low heterogeneity setting (o = 0.6), the per-
formance of the three strategies becomes more similar,
as expected. P-FedNIP achieves a median RMSE of
499.5. The distribution of its performance is the tight-
est among the three, showcasing the consistent benefits
of its personalization, even when client data is more

alike.
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Figure 6: Local Performance Comparison for 15 Clients
(. =0.6)

FedNIP has a median RMSE of 518.6, and FedAvg
has a median of 547.0. While the medians are com-
parable, the box plots reveal that both FedNIP and
FedAvg have a significantly larger spread in client per-
formance than P-FedNIP. For FedAvg in particular, the
high variance means that while the global model is de-
cent on average, its local performance is a lottery; some
clients get a well-performing model while others get a



poor one. P-FedNIP, by contrast, provides a more equi-
table and reliable level of performance for the majority
of clients, which is a primary goal of personalization in
federated learning.

6.3 Summary of 40-Client Results

We evaluated FedAvg, FedNIP, and P-FedNIP with
40 clients for & = 0.1 (high heterogeneity) and o = 0.6
(moderate heterogeneity). The main results are:

e Global Model Performance:

— For a = 0.1, the lowest global RMSEs were:
FedAvg 361.1, FedNIP 384.6, and P-FedNIP
365.6. P-FedNIP reached its best perfor-
mance much earlier in training.

— For a = 0.6, the lowest global RMSEs were:
FedAvg 388.1, FedNIP 391.5, and P-FedNIP
378.7.

e Local Model Performance:

— For a = 0.1, the median local RMSEs were:
FedAvg 575.2, FedNIP 552.0, and P-FedNIP
484.9.

— For a = 0.6, the median local RMSEs were:
FedAvg 469.5, FedNIP 464.0, and P-FedNIP
445.4.

e Stability and Fairness:

— P-FedNIP showed the most stable conver-
gence and the best local fairness (lowest
RMSE variance) in both settings.

— FedAvg was the most volatile, especially for
a=0.1.

e Effect of Scaling the Number of Clients:

— Increasing the number of clients from 15 to 40
generally led to lower global and local RMSEs
for all methods, indicating improved overall
performance at larger scale.

— The performance gap between P-FedNIP and
the other methods became more pronounced
with more clients, especially under high het-
erogeneity, highlighting the scalability and ro-
bustness of the personalized approach.

In summary, P-FedNIP provided the best global and
local performance, as well as the most consistent and
fair results, for both high and moderate data hetero-
geneity in the 40-client setting. Scaling up the number
of clients further amplified the advantages of personal-
ized federated learning. Table 2 in the Appendix and
Figures 7, 8, 9, and 10 show the results of conducting 40
client experiments at high and low heterogeneity. Ta-
ble 2 shows a high-level summary of the results achieved
through the experimentation process for both 15 and 40
clients.

6.4 Communication Cost and Overhead

The primary Communication Cost is associated with
the the transfer of the aggregated LSTM model’s
learned biases and weights back to clients at the start
of each round. The LSTM, although relatively simple
and rudimentary still has 1’288’577 parameters. Ev-
ery time a client sends its updated model to the server,
it incurs a cost of 5.15 MB. To preserve the idea of in-
telligence within the P-FedNIP framework, we adjusted
our P-FedNIP strategy to add two relatively small com-
munication costs. At the very start, each client sends
a 20-number summary of its data. This costs just 80
bytes, and is sent in the form of a histogram. After
training, the client will send its new RMSE logged score
back, costing only 4 bytes. Communication costs were
also kept to a minimum because of the inherent logic
of the framework - we do not train all 15 or 40 clients
throughout the simulations but only a small effective
group based on our k% and r%. These are the only
clients that participate in the 5.15 MB model transfer
each round. This provides a 60% reduction in our main
communication cost, as when compared to training all
clients. Furthermore, P-FedNIP learns which clients are
the most valuable during proxy evaluation and other
phases through the 80-byte histograms and the 4-byte
RMSE score. This is the key trade-off of the P-FedNIP
framework: accepting a negligible overhead cost in con-
trast to gaining a massive 60% resources saving on the
primary cost.

7 Conclusion

In this paper, we addressed the dual challenges of
statistical heterogeneity and the need for personaliza-
tion in federated learning for energy forecasting. We
introduced P-FedNIP, a novel multi-layered framework
that integrates EMD-based client clustering, intelligent
client selection, continuous regularization with Fed-
Prox, and a final fine-tuning step to produce highly
specialized models for individual clients.

From an energy forecasting perspective, P-FedNIP
addresses critical challenges where privacy-preserving
collaborative learning is essential, but consumer het-
erogeneity prevents effective standard federated learn-
ing. The framework’s ability to maintain both strong
global performance and superior personalized perfor-
mance makes it particularly suitable for energy forecast-
ing applications where accurate local predictions are as
important as aggregate forecasting capabilities. The
significant improvements in local model performance
demonstrate the value of personalization in capturing
the diverse energy consumption patterns inherent in
real-world energy forecasting scenarios.

Our experimental evaluation in a variety of hetero-
geneity environments demonstrated that P-FedNIP sig-
nificantly outperforms both standard FedAvg and the
non-personalized FedNIP baseline. The results showed
that our framework achieves superior performance not
only for the global model but, more critically, for the
personalized local models, confirming the effectiveness
of its integrated design. Furthermore, the effect of scal-



ing the number of clients did not drastically hurt model
performance or outlier quantity at the local and global
level, proving that there is potential for the framework
to be applied in higher stress environments with varying
degrees of heterogeneity.

Future Work

Currently, the P-FedNIP algorithm extends the Fed-
NIP algorithm with personalisation techniques. Explor-
ing different ranking and clustering algorithms may help
build the complete profile. Additionally, exploring the
impact of different clustering algorithms or more ad-
vanced personalization techniques within the P-FedNIP
framework could yield further improvements. We have
explored the effect of increased clients, but this research
can further benefit from testing at more granular lev-
els of heterogeneity, especially for « = 0.3 at NV = 40
and for extreme number of clients as well. Deploying
and evaluating the framework on real-world hardware
would provide valuable insights into its practical com-
munication and computation trade-offs. Finally, exper-
imenting with different energy forecasting datasets such
as UKDALE and REDD may yield different results for
the simulations, and help build a better generalizable
profile for P-FedNIP across diverse energy consumption
scenarios.

8 Use of AI

An initial query using ChatGPT’s Deep Research fea-
ture was used to gather preliminary sources for the
research proposal. Gemini (“Gemini 2.5 Pro”) was
used to validate LaTex functions for better readability
and general structuring of the report within Overleaf.
The author has not used any suggested code verbatim
when building the code-base, reviewed all suggestions
as needed carefully and relevant to the task, and takes
full responsibility for the content of this work.
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Table 2: Simplified Summary of Performance Findings for 15-Client and 40-Client Experiments

Metric « FedAvg FedNIP P-FedNIP
0.1 460.8 513.4 (Worst) 454.1 (Best)
0.3 457.8 469.8 452.9 (Best)
Final Global RMSE 0.6 489.7 (Worst) 455.8 452.9 (Best)
0.1, 40 405.47 393.23 415.58
0.6, 40 415.57 406.28 384.99
0.1 442.8 478.8 446.3
0.3 444.1 457.2 445.4
Lowest Global RMSE 0.6 443.8 447.6 445.6
0.1, 40 361.1 384.6 365.6
0.6, 40 388.1 391.5 378.7
0.1 Volatile (4.1%)  More Stable (7.2%) Highly Stable (1.8%)
. 0.3 Volatile (3.1%) Stable (2.8%) Excellent (1.7%)
Stability
: 0.6 Unstable (10.3%) Stable (1.8%) Excellent (1.6%)
(Degradation) ) i
0.1, 40 Volatile Stable Highly Stable
0.6, 40 More Stable Stable Stable
0.1 574.3 594.1 (Highest) 529.4 (Lowest)
0.3 492.1 496.4 492.7
Median Local RMSE 0.6 547.0 (Highest) 518.6 490.5 (Lowest)
0.1, 40 575.2 552.0 484.9 (Best)
0.6, 40 469.5 464.0 445.4 (Best)
0.1 Poor (High Var.)  Poor (High Var.)  Excellent (Low Var.)
. 0.3 Poor (High Var.)  Fair (Mod. Var.)  Excellent (Low Var.)
Local Fairness : .
: 0.6 Poor (High Var.) Fair (Mod. Var.)  Excellent (Low Var.)
(RMSE Variance) ) i
0.1, 40 Poor (High Var.)  Poor (High Var.)  Excellent (Low Var.)
0.6, 40 Fair (Mod. Var.) Fair (Mod. Var. Excellent (Low Var.)
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