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PREFACE

The year is 1987, and N.A.S.A launches the last of America’s deep space probes. In a
freak mishap, Ranger 3 and it’s pilot Captain William 'Buck’ Rogers are blown out of their
trajectory into an orbit which freezes his life support systems, and returns Buck Rogers
1oy Farth Tlive-hundred vears laim. (Buck Rogers in the 25th century)

Albeit somewhat less dramatic, and certainly with less visual effects and budget, I too embarked on
a remarkable journey upon starting my graduation project. After a few enjoyable years living and
shudying al Hes Thifversity ol Twenie D selllement callad Enschede, 1was b begin weilh the linal
phase of my curriculum in 2007.

My trajectory led me to another world where knowledge from research was applied to real life
problems and I was introduced to the blue-ish world of KPMG. During my stay there, I found lots
of people sharing my interests. During one of the many conversations, the ideas behind this thesis
emerged. While staying in at KPMG, I was to research the possibilities to take a quantitative approach
to information risk management. The people there showed a practical need to get more insight in,
and control over the gap between their current and desired state of information risk.

Chver thie preseionss honomi s This has beon my day (ling oceupalion. This might semm s long Hime
for an assignment that was originally planned to span 6 months, but in my experience, it was not.
In the beginning of the project there were some administrative problems concerning supervision
and available material which resulted in a relatively slow start. Looking back, a development that
eventually increased the quality of this research and more importantly, made doing this research
more enjoyable.

Omitting a story about the ups and downs in writing this thesis (many), the amount of consumed
celTes [eseessive) and iny remuaining social e beciause ol work-Tilled days (00T doonoane], T weeuld
like to thank a few people who helped me during my research. Time constraints combined with a
feeling that a preface should not be an epos on itself, prohibit me from going into too much detail.

Firstly, I am grateful to my supervisors Ayse, Ismail, Pascal and Roland. Without their efforts I am sure
I'would never have come this far. This might sound obvious, but help should not be underestimated
nor taken for granted.

Secondly, I would like to thank the people who gave their input and ideas on the thesis and/or helped
s el has informelion T nesded. This lise specilisdly goes on s on, Torciog imes foomskss g rangdom
selection of people I want to thank. Here goes: Amongst others I thank Ruben de Wolf, Erik Rutkens,
Hans de Jong, Erik Wisloff, Mounir el Khattabi, Dulcey Sprague, Sandro Etalle, Siv Hilde Houmb,
Emmanuele Zambon, Ton Spil and Dieter Hoenke.
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Additionally, I am thankful to the people who made the environment in which I wrote my thesis,

a pleasant one. Family, Niko Vermeer, Robert-Jan de Boer, fellow KPMG thesis-writers and my
colleagues of department E1 : Thank you.

Finally, as the proverbial ‘last-but-not-least’, the two people this thesis is dedicated to. No further

explanation is needed, making it an ideal closing for this preface.

Jarno Roos

Amstelveen, January 31, 2008

“Je n’ai fait celle-ci plus longue que parce que je n’ai pas eu le loisir de la faire plus courte.”
(Blaise Pascal (1623-1662) - Les Lettres Provinciales)

iv



EXECUTIVE SUMMARY

Companies have become increasingly dependent on the correct operation of their information and
communication systems. While business environments become more complex and volatile, losses
increase because of mismanagement of (information) security and because of companies failing to
perform effective risk management [2, 122].

Managing this information risk is not just a matter of implementing ‘good practices’. Sometimes,
more risk will be present than acceptable and additional countermeasures have to be chosen to bring
the risk down to an acceptable level. This brings forward the need for a method that gives control
over, and a more detailed insight in the residual information risk of an organisation.

This thesis focusses on a quantitative approach to residual risk management in contrast to a qualita-
tive approach. Earlier generations of quantitative approaches had the drawbacks of being excessively
complex, unable to deal with uncertainty and being highly dependent on the availability of (sparse)
information. Failing to generate useful results because of these drawbacks, the quantitative approach
got the bad reputation of being overly complex, resource intensive and giving incorrect claims of loss
and damage. Nevertheless, the currently often used qualitative approaches do not give the desired
results in all situations, indicating the need for a different approach.

By adding an applicable (quantitative) computational method to a suitable (qualitative) risk assess-
ment methodology, we try to get insight in the usability of a quantitative approach in the current
residual information risk management practice. By conducting expert interviews and by doing exten-
sive literature review, requirements have been formulated on the applicability of a computational
method and on the suitability of current risk assessment methodologies.

Computational Method

In this thesis we work towards a quantitative risk assessment approach using annual loss expectancies
as suggested by Lenstra and Voss [66]. This approach does not require actual event distributions or
consider complex interactions. It is based on the aggregation of expected losses done by simple sum-
malion. This simplicily mealees il a ledh e appeoach thal can be casily adjusied o G a pracilionom
requirements.

Wi miadilied The annual loss expeciancy madel From Lensira amd Yoss [66] by incorporating separate
threat and vulnerability components. A working example is given showing how Bayesian networks
can be used in our annual loss expectancy approach, in making decisions on mitigation plans and
modelling scenarios. Risk mitigation is then transformed to a binary knapsack optimization problem,
allowing the selection of an ‘optimal’ set of mitigation plans under a budgetary constraint. The
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results get their meaning in relationship to each other, indicating a potential increase in information
security relative to a starting situation.

Risk Assessment Methodology

Based on the requirements from both the interviews and the literature, a comparative framework
has been constructed to make a comparison of different methodologies and select the ones most
silalde fons ooy conse. AN er 9 (e ileralions, & suilable methodologios wern found. T theory, COTEAS,
OIS THIB-TLAY, SER00-30, STATRK and SPRINT would [ eur regquirernends. [n this thesis (e SPARK
methodology was chosen because of the availability of workable material and its extreme ease of use.

The SPARK methodology is analysed in more detail and a quantitative branch to the methodology,
reprresenling our annal sy expeclaney approsdth, wos added. Tharing e prscess, ioveorkilon
document has been constructed, using UML 2.1 activity diagrams, on how to append this quantitative
branch to a suitable risk assessment methodology.

Evaluation

The resulting quantitative risk assessment model has been put against a framework that helps in
evalualing [heappropriaiensss ol The deision supporting modelin specilie situal ivmes, Additionlly,
the strengths and weaknesses of our approach are evaluated by discussing 7 guiding principles
in relation to our model. The discussion of these 7 guiding principles, and the application of the
framework to evaluate the quantitative risk assessment model and its characteristics, gives insight in
Ihe usataility ol ihe roeedeland delines hourdaries on The applicadion ol The model in praclioe.

Tinally, ithe maodel is discussed onee again inoreladion dothe proviousty delimed vsabidlily reguirne-
ments. Merits and possible downsides of using a quantitative approach to residual information risk
management are discussed.

Conclusion

We have shown the theoretical possibility of taking a quantitative approach to get insight in, and
conlrid over The residual imformmation risk af an orgomisalion. Wilh corefally defimed oumdaies,
and taking current limitations into account the quantitative information risk assessment can be a
valuable addition to the organisation who desires this insight and control.

Limitations of the earlier generation quantitative models can mostly be overcome. Additional
limitations are also introduced. Some of these limitations can be overcome by doing more research
on the subject. Especially certain dependencies between model components are not present in the
current model, but might be in future improvements. If it is proven that adding these dependencies
wrill sulTiciend ly incredse The wiluae ol the models oulpol, modifations leese 1o b nade 1aking
under careful consideration the balance between model simplicity and a faithful representation of (a
complex) reality.



The initial requirements for taking our quantitative approach are low but are dependent on the
complexity of the situation. As our model allows to reason under uncertainty, one has to understand
the implications of uncertainty on the eventual accuracy of the results. Further research on this
uncertainty and ways to increase accuracy (under uncertainty) are desired.

Further research also includes the actual testing of the presented model in real life situations. Empiri-
cal proof of the correctness of our approach and the compliance of our model to the requirements
i% leaired along with rocere Foroal validation ol The el hods used, This ey wee can lind oo whal

changes are necessary to realistically represent reality and get high quality results supporting the
information security decision making process.
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MANAGEMENTSAMENVATTING

Organisaties worden steeds athankelijker van goed werkende informatie- en communicatiemiddelen.
Terwijl de omgeving van een organisatie alsmaar complexer en meer onderhevig aan veranderingen
wordt, stijgen de gemaakte verliezen door slecht beheer van (informatie) beveiliging en een slechte
staat van risicobeheersing [2, 122].

Management van informatie gerelateerde risico’s is niet alleen maar een kwestie van het implemen-
teren van bewezen bestaande oplossingen (‘good practices’). Soms worden bepaalde risico’s niet
door de standaardoplossingen afgedekt en zijn er additionele controls nodig om het risico naar een
acceptabel niveau te doen dalen. Hieruit ontstaat de vraag naar een aanpak die inzicht geeft in, en
controle geeft over het restrisico van een organisatie m.b.t. de informatievoorziening.

Dit proefschrift beschouwt een kwantitatieve benadering voor het beheren van restrisico’s. Dit in
contrast met hedendaagse veelal kwalitatieve benaderingen. Vroegere generaties van de kwantitatieve
benadering waren vaak bijzonder complex, konden slecht met onzekerheden omgaan en waren zeer
afhankelijk van de beschikbaarheid van (lastig te verkrijgen) informatie. Deze problemen maakte de
kwantitatieve benadering vaak onwerkbaar. Zodoende kwam de kwantitatieve benadering in een
kwaad daglicht te staan. Helaas geeft de hedendaags veel gebruikte kwalitatieve aanpak niet altijd
het gewenste resultaat, wat de noodzaak aanduidt naar alternatieven te zoeken

Door een toepasbaar rekenkundig model te combineren met een geschikte kwalitatieve methodolo-
gie, proberen we inzicht te verkrijgen in de bruikbaarheid van een kwantitatieve aanpak in de huidige
staat van informatie risicobeheersing. Door middel van het voeren van expert interviews en het doen
van een extensief literatuuronderzoek, zijn de termen ‘toepasbaar rekenkundig model’ en ‘geschikte
s hechidopie’ predeliniesrd v Anlosnde een broikbaar pemiegreend model e kunnen cregren.

Rekenkundig Model

In dit proefschrift werken we richting een kwantitatieve aanpak gebruikmakend van verwachte jaar-
lijkse verliezen (annual loss expectancies) zoals wordt gesuggereerd door Lenstra and Voss [66].Deze
methode beschouwt geen complexe componentinteracties of distributiefuncties van gebeurtenissen.
De verwachte jaarlijkse verliezen worden geaggregeerd door simpele sommatie. De eenvoud van
deze aanpak zorgt ervoor dat het gemakkelijk aan een situatie aangepast kan worden.

De aanpak van Lenstra and Voss [66] is aangepast om bedreigingen en kwetsbaarheden onafhankelijk
van elkaar te kunnen modelleren, iets wat niet mogelijk is in het originele model. Een werkvoorbeeld
is gegeven dat gebruik maakt van een Bayesiaans netwerk om de verwachte jaarlijkse verliezen te
berekenen, beslissingen te ondersteunen m.b.t. door te voeren controls en om bepaalde scenario’s te
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simuleren. Door gebruik te maken van een binair knapzakprobleem kunnen we een optimale set
controls selecteren onder een bepaalde budgetbeperking. De resultaten verkrijgen hun betekenis
onderling. Dat wil zeggen: een potentieel verhoogd beveiligingsniveau is altijd relatief met een
startsituatie.

Risk Assessment Methodologie

Gebaseerd op de eisen verkregen uit de expert interviews en het literatuuronderzoek is een vergelij-
kend raamwerk geconstrueerd dat het mogelijk maakt verschillende Risk Assessment methodologieén
met elkaar te vergelijken en de meest bruikbare methodologieén voor onze doeleinden te selecteren.
a4 filler ileralies bleven & geschikie Bwalitatiieve melhocidogiegn iver: CORAS, (3RS TR -RAY,
SP800-30, SPARK en SPRINT. Uiteindelijk is de keus gevallen op de SPARK methodologie gebaseerd
op de hoeveelheid beschikbare informatie en het gebruiksgemak.

De SPARK methodologie is in detail geanalyseerd en een kwantitatieve stroming die gebruikt maakt
van verwachte jaarlijkse verliezen, is aan de methodologie toegevoegd. Tijdens dit proces is een
document bijgehouden wat gebruik maakt van UML 2.1 activiteitsdiagrammen om weer te geven
hoe deze kwantitatieve stroming toe te voegen is aan geschikte methodologieén.

Evaluatie

Het uiteindelijke geintegreerde model is tegen een raamwerkgehouden dat het mogelijk maakt de
bruikbaarheid te evalueren van het model ter ondersteuning van beveiligingsbeslissingen. Ook
worden de sterke en zwakke punten van het geintegreerde model besproken aan de hand van 7
bruikbaarheidprincipes. De discussie van deze principes in combinatie met het raamwerk, geeft
inzicht in de uiteindelijke bruikbaarheid van het geintegreerde model en geeft de grenzen aan
waarbinnen het model juist kan functioneren.

Alshrilemd werdl hel peiniepreorde model nogmaals lepen de corder gedelindeorde hbruikhaathedded-
sen gehouden. Plus- en minpunten van een kwantitatieve aanpak bij het beheren van (informatie)
restrisico’s wordt besproken.

Conclusie

In dit proefschrift hebben we laten zien dat het theoretisch mogelijk is gebruik te maken van een
kwantitatieve aanpak om inzicht te verkrijgen in, en controle te krijgen over het restrisico van een
organisatie met betrekking tot de informatievoorziening. Onder zorgvuldig vastgestelde beperkingen
kan de gepresenteerde aanpak een waardevolle toevoeging zijn voor een organisatie die deze controle
en inzicht wenst.

Beperkingen van de vroegere generatie modellen zijn veelal te overkomen. Ook worden er nieuwe
beperkingen geintroduceerd. Enkele van deze nieuwe beperkingen zullen kunnen worden opgelost
door aanpassingen verkregen uit verdere studie. Vooral met betrekking tot bepaalde athankelijkhe-
den van componenten in het door ons gebruikte model is vervolgonderzoek mogelijk. Als wordt
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aangetoond dat door het toevoegen van dusdanig complexe afhankelijkheden de kwaliteit van de
uitkomsten van het model zal toenemen, zal het model aangepast moeten worden om deze situatie
weer te geven. De balans tussen de eenvoud van het model en de complexiteit van de realiteit moet
niet uit het zicht verloren raken.

De eisen voor het gebruik van het model zijn aanvankelijk laag te noemen. Wel zijn ze sterk athankelijk
van de complexiteit van de situatie. Omdat ons model de mogelijkheid biedt onder een bepaalde
maat van onzekerheid te redeneren is het zaak de implicaties van deze onzekerheid te begrijpen.
Toekomstig onderzoek over onzekerheid in het model zal hier meer inzicht in kunnen geven.

Toekomstig onderzoek omvat ook het daadwerkelijke testen van het model in realistische situaties.
Empirisch bewijs van juistheid en toepasbaarheid samen met een formele validatie van de correctheid
van gebruikte methoden zullen de kwantitatieve aanpak in functionaliteit, kwaliteit en waarde doen
toenemen.






CONTENTS

Contents

List of Figures

List of Tables

List of Symbols

1 Introduction
1.1 Facilitation . .. ... ... ...ttt e e e e e
1.2 GOoOd Practices . . . . . i i it ittt e e e e e e e e e e e e e
1.3 AlGNMEeNt. . . . .o ottt e e e e e e e e e e e e e e e e
1.4 Security baselines and Risk Assessments. . . . ... ... ... ...t

2 Research Design
2.1 ResearchObjective . . . ... ... ...ttt teeaeanann
2.2 Research QUestions . . . . . . . i it it ittt ittt e et e e e e e
23 ResearchFramework . . ... ... ... ...ttt eneineneennen

3 Related Work
3.1 Entities . .. ..o i ittt it e e e e e e e e e e e e e
3.2 InformationASSUIANCE . . . . . . it i vt it e it et et e et et e et e eneeas
3.3 Towards the Information Security Managementcube . . ... ... ...........
3.4 Qualitative versus Quantitative Risk Assessment . . . . . . . . ..o v i vt v v e
3.5 HistoryofQuantitative Measures . . . . . . « . c v o vt vt ittt ittt
3.6 Information SecurityRiskModelling . .. ... .... ... ... ... .. ... ...
S A Y (=] 0 o (o PP

4 Towards a Quantitative Model

4.1 Current RisK . . . . . . i i it it i e e e e e e e e e e e e e
42 Residual Risk . . . . . . . i i i ittt i e e e e e e e e e e e e
4.3 Risk Mitigation as an OptimizationProblem . .......................
SPARK

5.1 Introduction . . . . .. . . @ i i ittt e e e e e e e e e e
5.2 Phases . . . . . i i e e e e e e e e e e e e e e e e e e e e e
5.3 FloWCharts . . . . i i ittt it et e e e e e e e e e e e e e e e e e e
54 ConcluSion . . . . . . i i ittt ittt e e e e e e e e e e e e

xiii

xiii

O W W N = E‘

o ©

10
10

13
13
16
21
22
22
26
26

31
32
39
40



6

Evaluation

6.1 Evaluation of the quantitative model
6.2 Strengths and Weaknesses . . . . . .
6.3 Usability Requirements . . . . .. ..

Summary and Conclusion

71 Context ...........c.ccuiu..
7.2 Contribution . .............
73 Conclusion ...............
7.4 FurtherResearch............

Bibliography

Appendices

A

B

H

Entity Relationship Diagram

Supporting Interviews

B.1 Interview Structure ..........
B.2 Question-Objective Mapping . . . .
B.3 DiscussionofResults . ........

Methodologies: Literature Review

Methodologies: Comparative Framework
D.1 Framework Construction . . . . ...
D.2 FrameworkElements . ........

Methodologies: Filter Iterations

A Bayesian Representation

El1 Minimal Working Example . . . . . .
E2 Extended Working Example . . ...
E3 Extended Process Level Example . .

SPARK Qutput: Examples

G.1 Phasel:Output ............
G.2 Phase2:Output ............
G.3 Phase3:Output ............

Workiliny Tmplementation

Bibliography

Glossary

xiv

53
53
57
58

63
63
64
65
66

67

73

75

79
79
80
83

89

103
103
104

107

115
115
115
117

119
119
120
120

123

129

133



1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8

2.1

3.1
3.2
33
34
35
3.6
3.7

4.1
4.2
4.3
44

5.1
5.2
5.3
54

7.1

Al

Cl1

El
E2
E3

LIST OF FIGURES

Deloitte & Touche surveyresult [27] . . . . . . . . . ittt ittt e e 1
Information Security Management surveyresult [60] . ... ................. 2
Risk Treatment Decision making Process, based on ISO/IEC TR 13335-3 [119] . . . . . .. 3
Strategic alignment model as stated by Henderson and Venkatraman [44] . ... ... .. 4
Information management integrative framework as described by Maes [68] . . . . .. .. 4
Information security on multiple levels of the organisation [81,129] . ........... 5
The Bautz-cube as adapted from Thiadens [120] .. ... ... ... ... ... ....... 6
Security baseline and additional measures [129] . . ... .. ... ... ... ... ... 7
Theresearchframework . ... ... ... ... . .. . . ... . . ... 11
The COSO-CUDE [20] . & v i i it i e e e e e e e et e e e e e et e et e ettt e e e 15
The CobiT-CUDE [49] . . . i i i i i e e e e e e e e e e e e e et e e et ettt e e e 16
A proposed Information Security Managementcube . . . . .. ... ... ... . ... 17
Conventional CIA and ParkerianHexad . .............. .. ... 000 .... 19
Risk Assessment in CONtext [65] . . . v v v v v v v it it e e e e e e e e e e e 22
Computer System Risk Management Framework - Process Diagram [38]. ... ...... 23
Finding the optimal information risk management strategy [55,77] . . . . ... ... ... 26
Components of the Computational Model (basedon [118]) . . . ... ... ... ...... 32
Componentinteraction . . . . . . . . . it i it i it it i e e e 33
Component structure as Bayesiannetwork . ... ... ... ..... .. ... ... ... 38
An example of a 3-dimensional binaryspace . ........ ... .. .. .. .. 00 .. 39
SPARK: Phases . .. .. .. ittt it ittt et e et 46
SPARK: Flowchartwithphases . . . . . .. ... ... .. . .. .. 50
SPARK: Quantitativebranch . . . . . ... .. ... i i e e 51
SPARK: Phased, Duo-Branched Flowchart . . . . . . . . . i i i i ittt i it e e e 52
Risk Management Framework using Insurance, basedon [40] .. .............. 66
Relationship between thesiselements . . ... ... .. ... ... ... .. ... .. .... 75
Tools as found from literature quickscan . . . . ... ... ... ... .. . o 0., 101
Initial situation . . . . . . . .. e e e e e e 116
Initial situation with added utility and mitigationplanset . . ... ... ........... 116
Extended situationon processlevel . . . . .. ... .. .. .. L o e e e 117



G.1
G.2

II.1
IL.2
IS
1.4

SPARK: Risk as formed by impact and likelihood . ... ... ................. 120
SPARK: Risk per aspect perinformationsystem . . . . .. ... ... .. ... ........ 122
Implementalion workQowstep 1o 0Man . . . o000 0 o0 0 145
Implementation workldewe stop2e Do L L o o 0 o e e 13
Implementation workllowstepd Check .- 0 o000 0000000 oo oo o 17
Implementalion workQowstep - del oL 0L o 0 o0 o0 e e 1218



4.1
4.2

5.1
h.2
5.3
54

6.1

B.1
B.2
B.3

D.1

F.
E.2
E3
E4
E5
E.6
E.7
ES8
E9
E.10

El
E2
E3
E4

|
G.2
G

LIST OF TABLES

Example of threat characteristicsbasedon [66] . . . . .. ... ... ............. 34
Example of vulnerability characteristics . ... ... .. ... ... ... ... ... .. ..., 36
Example of SPARK business impact interpretation . . . ... ................. 47
Exurmple ol SPARK boasiness impael classilicadion o o 0 00 00 o000 o 0oL 0oL 17
Guidelines for threat/vulnerability likelihood modelling .. ................. 47
SPARK phasessummarized . . . . . . . .. ... i i e e 49
Framework for classifying models of information security economics (based on [96]) .. 54

Fillin form, interview question 2. . . . . . . . . . .. . .. i e 81
Research question - Interview questionmapping . . . . ... ... ... ... ... 82
Usabilityrequirements . . .. . ... ... .. ittt e 87
A comparative framework for RA/RM methodologies . .. .................. 106
Terarfom Mler cvileria 0 00 0L L oo 107
Iteration 1: Information Assurance Criteria . . ... ... ... ..o 108
Iteration 2: RESOUICES . . . . v v v i i i it i it it it et e et et et e 108
Iteration 3: Identify tangible assetsand threats . . ... ... ................. 108
Iteration 4: Riskdependabilities . . . . .. ... ... .. .. .. ... ... .. 109
Iteration 5: Evaluate tangible assetsand threats . . . . . ... ................. 109
Iteration 6: Riskacceptance . . . ... ... ... ...ttt it ii i ineaeannenn 110
Iteration 7: Organisationalsize. . . . . . . .. ... .. .. i 111
Iteration 8: Levelof detail . . . . . . . ... o it i e 112
Iteration9: Skillmeeded . . . . . . . . .. i e 113
Conditional Probability Table of Threat2/3 . ... ... ... .. ... ... ... ..... 118
Conditional Probability Table of CumThreat2 . . . . .. ... ................. 118
Utilitynodeof CumThreat2 . ... .. ... ... . .. .. it eiennnn.. 118
Conditional Probability Table of Vulnerability2 . . ... ... ................. 118
SPATIE: elassificaltion ol Trow Ranks informalion sysloms - 0. 00 0oL oL 1149
SPARK: list of threats and vulnerabilities . . .. ... ... .. ... ... ... .. ... 120
SPATIE: Svslom sponilic finddings (o Apeollng o0 0 0 0000 o oo L 121

xvii






LIST OF SYMBOLS

a Application

A(p) Set of (independent) applications used in process p

c Cumulative Threat or CumThreat

C(a) Set of (independent) cumulative threats affecting application a
d Knapsack capacity

E; Characteristic signature of threat ¢

K Set of Information Criteria

k Information Criterion

L Loss amount

max  Maximum expected loss amount

M Allowed set of mitigation plans
m Mitigation plan

P Set of Business Processes

P Business Process

P(c) Cumulative threat potential

P(cm) Residual cumulative threat potential

P Probability that a threat, once present, successfully manifests itself
P(v) Probability that a vulnerability, once present, is successfully exploited

pi Value of item i
Qi Set of risk mitigation plans for the ith CumThreat
R Risk

Reur Overall quantitative current aggregated IS risk indicator
Rres(M) Overall quantitative residual aggregated IS risk indicator after allowed mitigation plan set M
S(z,c) Information security breach probability

T Set of (independent) threats

t Threat

T CumThreat type toggle

14 Set of (independent) vulnerabilities
v Vulnerability

w; Weight of item i

z Security investment






HaPTER

G

INTRODUCTION

Companies have become increasingly dependent on the correct operation of their information
and communication systems. These systems are “outpacing material goods as the main source of
economic value in post-industrial economies” according to Tillquist and Rodgers [121].

While business environments become more complex and volatile, losses increase because of mis-
management of (information) security and because of companies failing to perform effective risk
management [2, 122°. Fvernnihinugh arcuned The vesr 2002 Gigures seermed W imdicale thal inlonmaion
Securi by e preesing mere ratlarg, dhe lates) Tigures indicale hal This assunpeion wis wey Do
premature by again showing increased losses [91].

A recently published risk management survey by Deloitte & Touch LLP. underlines this trend toward
a strategic approach to risk management [27 - The sanvey shivas Thed the indusiy (linancials in this
case) is alert to this need for better risk management, but is still struggling to get a good grip on risk
issues and processes (see: Fig. 1.1).

B [ g e ]

B [ ves, curreety bz oieg one |

”hh Wlplas keEsiacrae |

T [F s s e |

Inreagyssoand Srimriends i Fick Ransgguract
g e Fip s

Figure 1.1: Deloitte & Touche survey result [27]



1. INTRODUCTION
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Figure 1.2: Information Security Management survey result [60]

The Te-chort Froan Tig. 1.1 omly addresses 1The Tnlerprise Thasl Monagomeniprograms in the linanaial
senlor, Tl This s ned neeessanly imilimg. The linancial seedorhas always leen a pioneaein Tolmprise
Risk Management, meaning that other sectors score lower on the question answered in Fig. 1.1 [27].

Mol surprrising, laking inbeaesouni The linancials' Enlerprise Bisk Wanagemen) position, is The posi-
licern el The finaneial sector in thie inlormalion securily semagernen ! ppaceiices ip. 12000 Inlormlion
security begins with a well thought-out policy, based on the risk analysis as stated above [62]. In
an information security management survey done by KPMG in 2006 [59], 47% of the organisations
questioned did not use risk analysis in determining their information security policy. Risk analysis
has the reputation of being (overly) expensive and complex and needing professional practitioners to
get useful results [104].

1.1 Facilitation

This rescarch is acilitaled by KOG The Yetheolands, They afer sermdees inothe fields of aadil,
tax and advisory to a broad group of ‘major domestic and international companies’ and ‘medium-
sized enterprises. KPMG The Netherlands employs over 4000 people and is a member of KPMG
International, the Swiss cooperative of which all the national KPMG organisations are a member.

KPMG ITA (IT Advisory), as part of Advisory Services, provides assurance and advisory services to as-
sist clients, from all of the previously named sectors, in identifying risks and establishing appropriate
controls and security measures arising from the use of information systems and technology.

KPMG ITA experiences an increased need for (information) risk analysis and advisory in the market.
Because of an increased usage of information and communication systems within and between
client organisations, the organisations become increasingly dependent on their correct working. So
callnd "mfvamalion ariteria’ o weliabilily asprels” as availabilily, mbegrly and comfidendiality are of
importance in the every day practice of the organisation. Consequently, they need to be properly
managed [81].

Another source of the increased need for (information) risk analysis and advisory, originates from
several legislations. Increased losses by mismanagement of information security and companies
failing to perform effective risk management forced legislators to react by introducing draconian
laws (e.g. SOX and BASEL-I1).
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Figure 1.3: Risk Treatment Decision making Process, based on ISO/IEC TR 13335-3 [119]

1.2 Good Practices

Within the topic of IT Risk Assessment we see a great usage of so called ‘good practices’ and frame-
works like ISO/IEC 27001:2005 [115], CobiT [49] and ITIL Security [79]. Companies want to know
how they are performing, compared to others, with regard to information security. This ‘gap analysis’
compares a current situation (as-is) to a preferred situation or ambition (to-be) [86].

Chances are, however, that the implementation of the ’good practices’ will only get an organisation to
a certain point with respect to the management of risk, and more risk will be present than acceptable.
Wi will ddeline this reanaining risk as being |he residual risk. In a graphical representation as shown in
Fig. 1.3, the residual risk is the risk that remains after the risk assessment results, before the decision
if that risk is acceptable.

KPMG ITA sees a need for a method that gives control over, and a more detailed insight in this
particular gap, where controls originating from ‘good practices’ are put in place. KPMG ITA requires
knowledge to facilitate this critical assessment on the gap. Closing the gap might help in the strategic
alignment of business and IT(-security)! as lirsl sugsaesied by TTenderson and Venkatraman "11].

1.3 Alignment

The strategic alignment model from Henderson and Venkatraman [44] can be seen in Fig. 1.4 .
Tl idemtilies the need o specily bao Bpes ol inlegration berseen basiness (0T demand) and 1T
denins {IT supplyi: Sivalegic [ dhelink Belweon the indemal and exiemal domain] and funedional

11T and ICT can be read interchangeably. Usage depends primarily on geographical location
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integration (the link between business strategy and IT strategy and the link between organisational
i frasimciure andd T8 infrastucine). 1T is dranscencding ils radilional hack olfee’ role and is cvolving
toward a more strategic role [44].

A velinermnend al the slalegic alipnment model ol TTenderson and Vemkalraman [44] (see: Fig. 1.4)
is given by Maes [68]. Maes sees information security as part of the larger subject of ‘information
management. He extends the model as shown in Fig. 1.4 with a few information management
spevilic: domains jger: Tig 1.5, The immewaork coneorms simlegic, situciaral g operalional
information-related issues (the vertical dimension) and relates the external and internal information
and communication processes and their supporting technology to general business aspects (the
horizontal dimension). The strategic integration and operational integration parts from the strategic
alignment model from Henderson and Venkatraman [44] are kept but the added granularity in the
model from Maes makes this version more usable in our information security management scenario.

Looking at the integrative framework(s), it is only a small step to realizing that information security
actually is a large collection of processes performed on each level of the organisation. This is given
a graphical representation in Fig. 1.6 . On a strategic level, information security is managed. On
a tactical level information security is controlled and the actual process of information security is
executed on an operational level [81, 129].

In a similar way, the horizontal dimension of the integrative framework indicates a direct mutual
indluerice ol business sl [ fuwedicooss [44]. The added middle column and row in the integrative
framework of Maes, have been considered as dependent variables derived from adjacent columns
and rows [69]. Maes et al. [69] go on defending that the added dimensions should be considered
independently as they provide the ‘glue’ to a succesful alignment of the business and IT functions.
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1.4 Security baselines and Risk Assessments

By issuing the right security measures, disruptions can be kept to a minimum. The problem lies
in aclually linding the ‘riphl serurily measure’ [87]. It depends on the situation whether to use
security measures that minimize the likelihood of the threat occurring (prevention), or security
measures that minimizes the threat’s impact (repression). Directly linked to risk prevention and
repression is the need lor risk identilicalion (detection) and risk amendment (correction)[16, 81].
Bautz attempts to summarize information this in the so called Bautz-cube Fig. 1.7 [100]. Bautz
distinguishes information criteria (the reason for security), measure type (the nature of the measures)
and the above named action types [120].

The previously disenssedd Teelihood and fmopast are nd given consianis. Lilielihood i mihuenced by
many factors and impact can be direct and measurable, but also indirect and hard to measure [72].
This is why an exact calculation of the information risk experienced by an organisation is hard or
even impossible. Somewhere along the line, approximations are made [37].

The more we get to know about the bigger picture, the closer we can come to an objective repre-
sentation of the risk [37]. The alignment and integration of business and IT functions gave rise to
processes that help in creating this bigger picture. Initially information security was more alchemy

Thane seienee 11 veniured] besbween expen™ gol Teelings aond Hmited sefentili: suppori [53, 103, 110].
Wilh ouwrhedler viewe an e bigger piciure, vee can lind ol lesr waays Do determnine anmganisalion’s

information risk. When determined, countermeasures can be chosen to bring back the risk to an
acceptable level [81].

Working towards an acceptable security level can be done in multiple ways [129]. A common ap-
proach is the use of so called security baselines. The security baseline is a collection of security
measures that give a basic level of security on a variety of security criteria (see Fig. 1.8 ). Usually these
baselines are directly linked to a special standard of practice. After this basic line of defence, some
assets might require better protection which is achieved by introducing additional controls [105].

This brings us to the second approach, that of the risk assessment. Again, this subject can be divided

6
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Figure 1.8: Security baseline and additional measures [129]

in roughly two subcategories [87]. A qualitative approach and a quantitative approach. Because
of a variety of reasons, which will be explained later, initially qualitative approaches have had the
preference of practitioners. The Qualitative approach gives a subjective view on the organisation’s
risk [103].

Thee quanlilalive approach wses acnaal ligores 1o work ovsnsds onnbjeclive ropresenalion ol The
risk. The more information is available, and the higher the quality of this information, the better the

representation will be [37]. Decisions to spend actual resources on hypothetical losses can then be
made om aeiual figures imaicad of rough eslimales [107].
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RESEARCH DESIGN

In this chapter we intertwine the conceptual design and the technical design of the thesis. This is
conform the method as provided by Verschuren and Doorewaard [126].

The amzepiumal desipn delines the camtent of Hhe reseanch by giving a elear delinilion ol The reseanch
objectives (Section 2.1 ), the questions that need to be answered to reach the objectives (Section 2.2 )
and the framework in which the research is performed (Section 2.3 ).

The technical design addresses the strategy taken to come to the answers to our questions and reach
our objectives. The research materials and strategy used to come to our answers are discussed in the
separate phases of the research framework of Section 2.3 .

2.1 Research Objective

“Come to a quantitative approach that helps with getting insight in and control over the
residual information risk of an organisation.”

W mlaart eed This section by giving o olear dedinition ol The research abjective. The reseanch objeciive iy
werrry brroadd in sl 2 Thal is whoe i needs B beplaced ineaniesi, and consirainis biave o be specified,
in order to give the research the right scope.

In more detail, the goal of this research will be to create an understanding of the applicability of
quantitative models in residual information risk management by projecting a computational method
on an often used methodology for risk assessment. This will help the assessing organisation in
creating insight in the available gap and creates a possibility for the organisation to have more control
over it.

This high level research goal still leaves some room for interpretation. To ensure that the research
wrill b wseslul for the andience and achisvbbe wil bioc e predelined time limies, specilic resesareh

9
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guesdens are specilicd (Seciion 2.2 ) and the rescarch amowork is consuweled (Sootion 2,050

2.2 Research Questions

As this research focuses on reaching the research goal and validating this possible solution in terms
ol usahility, the peelylem fivsl has o breamalysed. The main problem is practical in naure. Thereis s
difference between a phenomenon and the way stakeholders desire them to be (e.g. more control
and insight over residual risk) [17]. This practical problem also gives rise to some other practical
problems (research issues) that form the start of the research project:

¢ How does one get more insight in and control over residual risk? (Possibly by taking a quantita-

tive approach)
e How does one take a practical and usable quantitative approach? (By combining suitable
mvdels floals with Giling compaidaninmal ned hoeds)

Several resesnch gquestions are delined thi covver The researeh issues They hivve been brokenodown
in to smaller parts to provide a focus and minimize complexity.

¢ How to select a suitable (qualitative) tool/methodology?
— Which (qualitative) tools/methodologies for Risk Assessment exist and what are their

characteristics?
— What are currently often used (qualitative) methodologies for Risk Assessment?
— What kind of information is concerned in Information Risk Management?

— What makes a methodology classify as ‘practical and workable’ in practice?
¢ How to select an applicable computational method?
— Which computational methods for quantitative Risk Assessment exist and what are their
characteristics?
— What additional characteristics and/or requirements would a quantitative method need
o Tavee 1o rake 71 praiieal and weorkaobde? [ergns delime usabilily crileria)
¢ How does the quantitative model perform on terms of usability?
— What are the merits of using a quantitative model for residual risk management?
* How does the model contribute to getting insight in the residual risk of an organisa-

tion?
* How does the model contribute to getting control over the residual risk of an organi-
sation?
— What are the possible downsides of using a quantitative model for residual risk manage-
ment?
* What are the constraints for using a quantitative model for residual risk management?
* What pitfalls need to be looked after?
— What are the differences in general application of quantitative models versus qualitative
models?

2.3 Research Framework

Sinee we livve slready delined the conlest ol The research and The prochiimed reseanch objective,
it is now time to construct a framework that ensures that we will reach the proclaimed goal. The
framework is as shown in Fig. 2.1 and explained in further detail in the following paragraphs.

10
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Figure 2.1: The research framework

Startup phase

The start-up phase represents the start of the research project. Here the basic information and
theories are gathered for the rest of the research to build on. The problem and its research questions
are analysed.

The research is started by answering the questions of ‘How to select an applicable computational
method’ and ‘How to select a suitable methodology’. These two questions need to be split up into
smaller questions. The availability of both the computational methods and the methodologies need
o3 he adddressed, bl also ingighl has o e creaded inothe defimilions ol fapplicable’ and Ssuiahle’

The process of coming to an answer to these questions will be discussed in the following paragraph
concerning the Research phase.

Research phase
Tn the Bescarch phase o answer is given o the fonr madn queslions thal have been delined during
the Start-up phase. The research phase has a theoretical part and an empirical part.

The theoretical part consists of a literature research on the availability of methods and methodologies,
resulting in a comparative framework of methodologies operating within the area of Risk Assessment.
The same approach is taken for the computational methods; available computational methods are

11
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found doing a literature research.

The empirical part of this phase cannot be omitted. The research subject is closely coupled to the
daily practice of many (information) security experts and organisation management. In order to
give delinifions 1oowhal s congidersd o soitable’ meaihoddalogy and wn "applivable’ compualalional
method, semi-structured interviews are given to people with experience in information security. This
approach has the extra merit of giving extra insight in available tools and computational model use,
that would be missed during the literature research.

AL the end of iy phase (he Jixs) beo tesearch questions are answercd and a base is lormed Lot Lhe
third research question to be answered (Chapter 3 ). Before this is possible, a conceptual model has
to be constructed which is shown in Chapter 4 .

Construction phase

Trthis phase, the resulis rom e tesearch phise are morged in o conceplual model on gquandificanon
in residual risk management (chapters 4 and 5). In contrast with the previous theoretical and
ermpirical parl o The reseanch, this phase coaled be chassilied us being the design® part.

Tn the prevdicas phases applicable methods and methodelogies sailable Ger o wseoweere idendifed.
In this phase the two results come together. Based on a compatibility check using a comparative
framework (appendices D and E), a method and methodology are combined to form a conceptual
mredel. Assumipions and regquiremenis o the weerkilow herve ocbe elearly staled (Appendix 17 ;.

Finalization phase

During the last phase, an answer to the third research question is sought by testing the conceptual
model for its usability (Chapter 6 ). During the research phase, information was gathered concerning
usalylily reguiremen s of the prodaed. T hese prosec 1o b insalTicient, addifonal reguiremenis will
have to be set up by consulting experts who would be using the model. The usability evaluation can
take place by doing evaluative interviews, a discussion within an expert panel, and/or a game of role
Plaving wsing a liclive case. The cvalualion ol correciness using lormal medhiods is ol of the seope ol
this research due to time constraints. This step of the project is discussed in this document because
it is mandatory if the model is actually going to be used.

Finally, conclusions will be drawn addressing the merits and drawbacks of the model. Also, future
work is discussed in greater detail (Chapter 7).

12
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RELATED WORK

In this chapter we will discuss the work related to our research. Before proceeding with this chapter, it
may prove useful to consult Appendix A in order to get a bird’s-eye view on the relationships between
important entities that will recur throughout this thesis.

In Section 3.1 we will discuss a variety of models, tools, methodologies, standards, manuals and
practices in the area of risk management and risk assessment. This is necessary because a lot of these
‘entities’ differ in form and appearance and one might easily get lost in an attempt to get a grasp on
them. In Section 3.1 we will discuss the ‘entities’ by its characteristics in order to structure them and
increase insight.

In Section 3.2 we will take a look at an information assurance model and give an example of an
implementation of such a model. We discuss possible alternatives to the example in Section 3.2 and
reason towards an information security management model in Section 3.3 .

Starting from Section 3.4 we discuss the application of qualitative and quantitative risk assessment
continuing in Section 3.5 with the history of the quantitative risk assessment practice. The sections
iherealicr will more specilically address the applicalion ol quantitalive measures in information
security.

3.1 Entities

Thy: fivst thing we can e i thal the enlilics defined inothe provious paragraphs seem 1o dilTer in
their level of abstraction.

On one hand we have the big ‘Risk Management Frameworks’ such as COSO, M_O_R and AS/NZS
4360 [20, 78, 52]. On the other hand we have the smaller and relatively fast evolving ‘methodologies’.

They come in all sorts and sizes. Some are relatively large, with a broad scope and high level of detail.
These mighi e cdilionlt W Tully ungderstand aned lime-consuming looapply bur sehen done righl They

13
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can be quite powerful and have great impact. Others are smaller, with a tighter scope, making them
casier boanderstiond, Tess Hme-censuming Lo apply and ofien mome Nexible aned suilahle lor thedr
cause.

Risk Management Frameworks

The Risk Management Frameworks are the largest entities which appear in the lowest numbers. They
usually find iheir orgns in aneed lorinternal eomrol, cither vohondarily or defined by Tow (eag. S0
[127]) due to corporate and accounting scandals. Perhaps the most well known example of this is the
case Enron.

Enron Corporation, an American energy company, went bankrupt in late 2001. Over 21.000 people
Lasd Their jotes woheen il waas provven Thid s repooried lnancil comdidion was robing elose do realily, In
fact, it was sustained mostly by institutionalized, systematic, and planned accounting fraud. In the
roeess ihe Arthwe Andersen compaonys al Thal e one ol the Tig Five’ accounimg limms inoheworld,
was taken down as well. The Arthur Andersen company was convicted of obstruction of justice for
shredding documents related to the audits of Enron. The ‘Big Four’ remain! (at time of writing) [43].

One of these Risk Management Frameworks, which is even suggested to be used with SOX, is COSO.
As explained in the COSO Integrated Framework manual [20], the underlying premise of Enterprise
Risk Management is that every entity exists to provide value for its stakeholders. All the entities
face uncertainty which gives management the challenge to determine how much uncertainty is
acceptable. It is this uncertainty that presents both risk and opportunity. Management tries to set
strategy and objectives to create an optimal balance between growth and return goals and related
risk to maximize value [77].

The COSO Cube

This seciion ol ihe chapioris named "The DOSCF Cube” T is the lies) el many oabes” ome will i in
Ihis chapier. Praciilioners amd authors ol leraiure in the leld ol Tndormation] Bisk Managemen)
seem to favour Rubix-cubes representing the multi-faceted elements of Risk Management.

This rather well known COSO-cube is as shown in Fig. 3.1 . The three dimensions of the COSO-cube
represent the COSO risk management components on the horizontal axis, the COSO categories are
shown on the vertical axis and the COSO objectives are shown on the diagonal axis.

The COSO enterprise risk management framework aims to achieve an entity’s objectives. They appear
in four categories:

Strategic: High-level goals, aligned with and supporting the mission.
Operations: Flleciive and ellicien nse ol 1he resoumes,

Reporting: Reliability of reporting.

Compliance: Compliance with applicable laws and regulations.

It does so taking into account eight interrelated enterprise risk management components being (as
taken from [20]):

1The ‘Big Four’ that remain: Ernst & Young, Deloitte Touche Tohmatsu, KPMG and PricewaterhouseCoopers
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Figure 3.1: The COSO-cube [20]

Internal Environment: The internal environment encompasses the tone of an organisation, and sets
the basis for how risk is viewed and addressed by an entity’s people, including risk management
philosophy and risk appetite, integrity and ethical values, and the environment in which they
operate.

Objective Setting: Objectives must exist before management can identify potential events affecting
their achievement.

Frent Identification: Internal and external events affecting achievement of an entity’s objectives
musl bevidentilicd, distinguishing between misks and opporianiiieg

Risk Assessment: Risks are analysed, considering likelihood and impact, as a basis for determining
how they should be managed.

Risk Response: Management selects risk responses (avoiding, accepting, reducing, sharing), devel-
oping a set of actions to align risks with the entity’s risk tolerances and risk appetite.

Control Activities: Policies and procedures are established and implemented to help ensure the risk
responses are effectively carried out.

Information and Communication: Tilevan!informmation isidentilied, caplurecd amd cormrmamical ed
in a form and time frame that enable people to carry out their responsibilities.

Monitoring: The endirely ol enterprise risk managemen! s monilerad and moedilieaiions ade il
necessary.

The commpomends ave welewim | o e enlive rmlerprise or 1o 7l indernal unils as shoaen By the (imal
dimension of the COSO-cube. COSO distinguishes subsidiaries, divisions, business units and entity
levels as categories of an entity’s objectives.

Risk Assessment Frameworks

Dissecting the Risk Management Frameworks, we come across the Risk Assessment Frameworks. A
few well known examples of the Risk Assessment Frameworks are ISO/IEC 27001 [115], ITIL [79],
ISO/IEC 15408 [116] and CobiT [49]. Taking the well known CobiT Risk Assessment Framework, we
see another example of cube-like representations. The CobiT-cube, as seen in Fig. 3.2 , summarizes
the basic principles of the CobiT Risk Assessment Framework. In a nutshell: The resources are
managed by processes to achieve the goals that respond to the business requirements.
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Risk Methodologies

Taking a closer loalk al the Risk Assessmont Pramewonks, wee fimd the dTnlormation) Tisk bethodolo-
gies. Their relationship to each other is sometimes obvious, sometimes less obvious. The Information
Risk Methodologies give (a partly) implementation(s) to the Risk Assessment Frameworks.

There are a lot of these methodologies to be found. The general methodologies that can be found
i The lilerahmee alien hawee 2 more specilie (hal g, wdih aosmaller locens) sibling. The amoant of
different methodologies is going to be a problem if one would like to compare them all on certain
characteristics. The fact that a lot of countries, or regions of countries, prefer to use their self-
creadedd medhododngy, oflen meade G -Gr-use 1o the loeal vules amd regulalions, docs o help edihe.
Nevertheless, the list in Appendix C should give an idea of the most commonly named tools and
methodologies in the literature as well as interviews. A systematic overview of the above named
frameworks and methodologies can be seen in Fig. C.1 in Appendix C.

In order to work conform the Rubix-cube preferences in the area of enterprise risk management, an
example cube for information security management is presented. It is shown in Fig. 3.3 . It looks like
the CobiT-cube because of its strong relation to it. Therefore other approaches, not working based on
CobiT, could result in a different Information Security Management cube. The reasoning behind the
model and the elements of the cube will be discussed in greater detail in the following paragraphs.

3.2 Information Assurance

Information Criteria

Most models will at least specify a minimal implementation of a so called information assurance
model. The most commonly used criteria are denoted by their initials CIA, which in this case stands
lear Coomlichentiality, Inlegaeily and Availability 23] They are diseussed i meere dedail in the Tollowing
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Figure 3.3: A proposed Information Security Management cube

paragraphs.

Each criterion is accompanied with an example starring a character named Sinon? in order to get a
bedter feeling om how cach edterion imleenees dsk.

Intheexarmple, the chuose e Sinon soaorks s the ChielTnleemmation Qe (0107] in0he larges) baspilal
of Troy. He has to ensure that all information is securely available throughout the hospital and that
everything runs as smoothly as possible. He is in charge of all information systems throughout the
hospital ared repans D the Chiel Bxecotive DiTuer (CECY ALl examples are based on real life events.

Confidentiality

Cemlidenlialily, heing parl of the roader comeept ol privacy, relors (o proseniding the unaathonizod
access, disclosure, and use of information or even the nature or existence of the information [23].
Only the individuals, processes or devices that are intended and authorized may have access to the
data. Without appropriate controls, access or theft of information can be accomplished without a
iriice, Thorelore, conflidoniialily is maindained through vser ihenicalion and aoccess comirol. Tlker
authentication ensures that the person trying to access the data is authorized. Access control is the
priveesas ol delining which users amed groups should have aceess (o the dala.

In short: Limited observation and disclosure of knowledge [18, 122].

Example: While reviewing the records of people who recently had HIV tests, the nurse on duty gets
called away by a medical emergency. In the meantime, a 13 year old girl, who was told to ‘go-play’
linds The narse™ weorksbalion unal lended and unlicked. Sinee she ahaays weanled Do be o secrslary,
she goes on calling all the people on the nurse’s list, falsely telling them they were tested HIV*.
Alitough this example mighn seemecbmorous, the breach ol condidentialiny here almd s saused e
of the tested girls to commit suicide after she heard the message [46]. After this situation, Sinon had
to rethink workstation policies and implement preventive controls.

2Character design inspired by Vergilius Maro [124] but in this context totally fictional ancl sheuld be regardec. as 2
Bemenic of the autlol s Dnaginoccn
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Integrity

Integrity is a somewhat broad phenomenon. In this case, it refers to the reliability and trustworthiness
of the information in or produced by the information environment. Data integrity refers to the need
to retain or preserve the information from source to destination. Source integrity refers to the
verilicalion process thal s invcolved inensariog Phal the diana csone Troem dhe correct sourees rller
than from an imposter [122].

Integrity also refers to whether or not the correct data was initially entered, and whether the calcula-
tion or action will yield the same result each time.

In short: Completeness, wholeness, and readability of information and quality of being unchanged
from a previous state [18, 118].

Example: Lacoon, being the head of the administration department of Troy’s hospital, has access
to details of all people in the hospital; both patient and employee. Since Sinon and Laco6n had an
argument over lunch, Lacodn decided it would be amusing to register Sinon as being deceased in
the hospital’s database. Sinon found out he was virtually dead when he did not receive his monthly
pay check (as he implemented a check in the payroll system which refuses to directly pay deceased
people). In this case, the integrity of the Troy hospital administration was compromised [29].

Availability

Because most companies rely heavily on computers and networks, and the data and information that
resides within them, availability is a critical function. Companies have to be able to rely on electronic
data and communications [117". Awailalyilily drfines the limely aceess Lo dala, with ey delined in
Iamis Al [unclional sigmilicanes, I is ol possible do deline Hnely 25 abseolule because i depends on
what the data is used for.

In short: Usability of information for a purpose [18].

Example: Executive management and Sinon have decided on a capacity increase of the hospital’s
mainframe. New government regulations require electronic patient dossiers and that, in combination
with the growing population of elderly people in Troy, asks for more capacity. During a mainframe
overhaul, Sinon spills his cup of coffee, which requires immediate attention. In the ruckus, the
overhaul takes ten times as long as planned, leading to the hospital’s information systems being
unavailable for over 1% hour. In the meantime, doctors could not help their patients because no
information was available. This resulted in long queue’s for regular patients and emergency cases
had to be rerouted to other hospitals [84]. Availability in this example is compromised. Sinon did not
have a functional backup system in place which would keep the system from becoming unavailable.

Alternative Criteria

The above criteria can be used to describe many important security objectives. However, many people
will hivve dilTicallies coombining the seeurily objective withoa crilerin Somelimes the objeclives seem
Filirgg tea rmicere aerideria, o even onene al all " his inakes the CLA miodel a geaud starling poinl lorithe
young industries, but less applicable in the more mature industries. These mature industries need a
more detailed model, as for example the Parkerian Hexad [83], to cover all facets of their problem.
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Figure 3.4: Conventional CIA and Parkerian Hexad

The conversion of the regular CIA model with the Parkerian Hexad is as shown in Fig. 3.4 as suggested
by Bosworth and Kabay [18].

As can been seen from Fig. 3.4 the Parkerian Hexad adds three more criteria to the original CIA model
by delining a) possession, b) utility and ¢) autheniivily. Fach ol hese crileria are brielly discussed in
the following paragraphs.

Possession
Poxgsession (o comdrol) s allen sonlused with conliden i ialily D sathoogh acbreach o prssession
celTen cewrs dl the same ime weille g breach ol confidentiality, thiey do ool necsssacily have oo A

breach of possession results in the loss of control over the information or no longer being able to
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determine who has access to the information. Data owners cannot guarantee that the data is used in
an an appropriate way.
In short: Holding, controlling and having the ability to use information [18].

Example: Sinon one day received a call from the ‘Bank of Troy’ with the message that the hospital’s
ATM had been compromised. On security tapes Sinon found a young rebel who decided it was time
to use the modern techniques of wireless transmitters and telelenses to pass some idle time. The boy
would install an electronic transmitter in an ATM which would send the encoded information of the
withdrawal card to his freshly bought laptop. Additionally, he made photographs of the hands of the
people punching in their codes to get access to their accounts. This process is commonly known as
‘skimming’.

Sinon called the authorities and the boy got caught and had to face a trial since his actions would
have violiled he criterion ol conlidentialily. T his defenee howeser, his aliomey staned had i eould
1l possildy ome een a breach ol confidentiality since the oy never had the dime, nor he inlemion
to look at the accounts. In this case, all the other criteria were not breached [48].

Utility

Utility (or usefulness) probably is one criterion from the Parkerian Hexad that is open to some
discussion. It addresses usability of the information in its form. A breach of the utility criterion
makes the data less useful or unusable in that form. It denotes that having access to information
(availability), and being able to use the information are clearly two different things.

In short: Usefulness of information for a purpose [18].

Example: Somewhere around the mid 1900’s, Sinon thought of a way to represent a year in the
programming of the information system of the hospital. He believed that the representation of the
yvearusing o digits would he salleieond Ferall the omrend and Roore needs and addidiomally sanee
precious computer memory.

Little did he know that years later, this would prove to be the origin of the hospital’s Y2k problem.
Even though the system itself was long replaced, parts of the legacy software remained. Thanks
to Sinon, who coded using the two digit data format, usefulness degraded. The hospital could not
determine the correct age of their patients and employees because of incorrect software. The software
wssurned Thal the masirmurm vialus ol a vear Hald is 99 will procesd seith The 00w This prrosed
to be rather useless since no distinction could be made any more between the year 2000 and the year
1900, leading to a gigantic increase in the amount of elderly people over night, well at least according
to the hospital administration systems... [71]

Authenticity

Authenticity is a criterion often not thought about. For the data to be authentic, there should be a
correspondence to its actual meaning. It is the property that ensures that the actions of an entity
may be traced uniquely to the entity itself [117].

In short: Validity, conformance and genuineness of information [18].

Example: Sinon received another call from his friends at the local bank. Report got in that someone
within the hospital seemed to counterfeit €50 bills. Reviewing printer logs he discovered a multi-
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functional printer on the payroll administration department with suspicious behaviour. With the
scanner and colour printer, an employee started her fraudulent activities because she was convinced
she was being paid less than needed to survive the upcoming Christmas period.

This is a case of a breach in authenticity where all other criteria are not breached. The integrity
criterion is not breached since the information asset (the counterfeit €50 bill) is exactly used for what
it is meant (payment), whether we agree with these fraudulent activities or not [54].

3.3 Towards the Information Security Management cube

There is not one generally accepted collection of criteria. Although most parties seem to agree on
at least a minimal CIA implementation, alternatives might be better suited for a certain situation.
This thesis does rot sugpesl o spreeilic usage ol ceriain crileria. The Pokerion Mexad is vsed as an
example on building an Information Security Management model. In the following chapters, the CIA
criteria are used. The reasoning behind this is threefold.

1. Using the CIA criteria, which seems to be the closest thing there is to a generally agreed upon
minimal implementation of information security criteria, the generalizability of the research is
increased. This will make it easier for future users to adapt the model to their needs.

2. Being the most widely used set of criteria, it will feel familiar to practitioners which will increase
adoptability.

3. The available time of this research is limited. By only addressing the CIA criteria time is saved
while the concept is maintained.

Back to the cube that was shown in Fig. 3.3 . We already noticed that the CobiT-cube and the proposed
Information Security Management cube look quite similar. This is not a coincidence. To explain this,
we niesd 1o look al some CobiT ingernals lirsn

A possible reason to take the CobiT model as starting point is its appeal to different users [49]. For
example:

Executive management: To obtain value from IT investments and balance risk and control invest-
ment.

Business management: To obtain assurance on the management and control of IT services provided
by internal or third parties.

IT management: To provide the IT services that the business requires to support the business
strategy in a controlled and managed way.

Auditors: To substantiate their opinions and provide advice to management on internal controls.

This audience covers the tactical and strategical level of an organisation. It falls short when it comes to
thr oproalional Tevel with nio clear delined linkage de line managemeni and operalens. This howeeer
is only seemingly the case. The Risk Assessment needs to be seen in context, which is shown in
Fig. 3.5, inspired by Landoll [65].

Although risk management and assessment is performed on strategical and tactical level of an
cerpaitisaliom, the operationad part af e prgandsalivm is also directly infloenced by The aeleilies
perloirares] an The ol ber Tevels, This s nol g one way path ol inlloence. The risk marggsmeni prodiess
covers all levels of an organisation and organisational levels are tightly coupled to each other [65].
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Figure 3.5: Risk Assessment in context [65]

3.4 Qualitative versus Quantitative Risk Assessment

Tre the el chiaprer weesstuort ly imoracd oeeed ta Tarmilies ol risk assessmen | Techoigues: gqualiialies and
quantitative. In performing risk assessments, consideration should be given to the advantages and
disadvantages of qualitative and quantitative techniques [87].

The main advanlape al the gqualilalive sivle is thal 71 priendlises The riglks and idenlifies areas Tor
immediate action and improvement [87]. This setting of priorities is extremely valuable [45]. The
main disadvamiape iz thal 11 does nol provide specalic measuremends el the impact, voaking i diflicali
Ter mitlze & eosl-heneli analysis, Additionally, ihe imdings can be comsidered Too Toose” or mprocise
in the minds of senior management [45]. Thrse slalermen s me suproried by the lindings of The
expert interviews conducted for this research (Appendix B ).

The main advantages of the quantitative style are that it does provide measurements of the impact
which n ba used ina cose-benedil analysic ol recommendsd controls [87]. It provides a straightfor-
ward result to support an accounting-based presentation to senior managers [45]. The downside of
the quantitative measures is that the meaning of the results of the assessment is sometimes unclear.
o Beeors infMuending risk might bee bard o assess, Theowrong inlarpredaion ol eorree] dalda cian
lead to a wrong decision, just as a right decision on wrong data can [45]. These statements are also
backed-up by the results of the expert interviews (Appendix B ).

3.5 History of Quantitative Measures

The idea of Information Security, even though it seems to be a rather ‘hot’ topic at the time of
wriling, is hirdly new. Sdvanees inlechnology borh Tacilitaieand hinder progress moade inhe lield
of Information Security. The advances made in digital computing and networking technologies
introduced a new sort of information age, adding new and dynamic dimensions to information
security [1071. As a rasule wee lind a signilicant grova b in the volurmes of valuable inlormaticn b
also in the ways to compromise this information. This makes information security an even greater
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Figure 3.6: Computer System Risk Management Framework - Process Diagram [38].

challenge than it was 25 years ago when most of the current attacks against information assets were
unimaginable [77].

The above named information technologies give their users the capabilities for managing, processing
and communicating information. Securing the underlying technologies often proves to be a rather
dilficull andd expensive venlure, Planning, desizning and irnplementing controds bave Their cosls, bl
it also requires the participation of everyone in the organisation and is typically limiting them in their
freedom. This phenomenon clearly shows the tension between security and usability where up till
now usability seems to have the upper hand [107].

Information security does not necessarily has to be read in terms of computer systems and appli-
cations. In most cases however, computerized information systems are of common day practice.
The importance of information security in a computer-based environment has resulted in a large
stream of research that focuses on the technical defences associated with protecting information
[7, 28, 64, 93, 98]. Additionally, research has been rapidly developing that focuses on the behavioural
aspects of reducing information security breaches [31, 57, 67, 111].

Less research has been done on the economical aspects of information security. The work that does
exist on this topic gives little guidance on investments in information security, according to Gordon
and Loeb [38].

First Generation Methods

Tn Uhie prid - TRERs The Tirsd sieps were mneed e willin the arcs ol compuler seo iy rdsk-managemend
modelling during a series of workshops provided by the National Bureau of Standards and the
National Computer Security Center. The methods and tools originating from these workshops form
the fivsd peneralion of commner o inlomantion seeamily visk managemen | mcdels and cam be
summarized by looking at Fig. 3.6 .

The iteralive prrocesses d5 shown in Ui 5.6 stans withohes identilusoion ol the sseurily reguiremenls,
asset values, security concerns, possible threats, safeguards and vulnerabilities. This is followed by
a series of analysis which involve the examination of possible threats to each asset, a vulnerability
analysis® and scenario analysis. The scenarios are used in the risk-measurement phase to evaluate

SvialneLabilities in the trst generarion framnewalk are defined as the absazce of specitic safecuands [nsead of beizg an
independent variable)
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their outcomes and their corresponding risk. The acceptability test compares the measured risk to
the established requirements after which safeguard selections are made. The process is iterated.

As stated by Soo Hoo [107]. ihe zenmarmen lrenmenvork s quile generic in ils specilication and ihere-
fore broad in its potential application. It can be adapted to either quantitative or qualitative risk
assessment. Variations on the same common framework were given by Hoffman and Yoran [47] and
include threat succession techniques (e.g. Jawarski [51]), networked techniques (e.g. Osgood [80])
and modelling time dependencies (e.g. Drake and Morse [30]).

Originating from inventors’ bias and general challenges in modelling computer security risk, at least
e drawhacks can Be found nthese Grsl penoralion (ATE-radels$[107).

1. The scenario-generation mechanism created an assessment task of (at that time) infeasible
proporiions. The mode] Faileed 1o Gnd a halanee Belween micdel simplicily and Gaithiul replica-
tiem of 1he modelled sysiem. This model iends 1o fveur signilicamiby grealor delail than was
clTieiendly leasible 1o desoribe. Asseasing seemarios applying the rameseorl tesullis inoa lask
with thousands to hundreds of thousands of branches with the number of scenarios growing
almost exponentially with each new item considered. This was one of the reasons the above
risk model failed to be widely accepted and used.’

2. The second drawback is based on the completely deterministic nature of the framework. It
assumes that all quantities would be precisely known. Additionally, the framework models the
variables as estimates, not as probabilities, limiting its usefulness for estimating uncertainty.
Using (wrong) estimates became a source of misinformation derailing a company’s security
£lToria This bl an especialle large impact on populacily o the st generation msthaods.

3. The third drawback is the framework’s dependency on information that was (and continues
ter by sprse. Doassumes el Treguency, valuarion and elliviency data i available jo The
practitioner.

Summarized: Excessive complexity (drawback 1), poor treatment of uncertainty (drawback 2) and
data unavailability (drawback 3) are challenges that were beyond the capabilities of this framework to
address [107]. The framework did provide a starting point for further research on the subject, but due
to a rather bad reputation (based on the results it gave) many companies were reluctant to venture in
the area of risk modelling and management again.

Second Generation Methods

If it was not for the Internet and related developments, computer and information risk management
would probably not have been a big topic on a manager’s agenda. The world has changed. Processors
are faster, memory larger and networks are enabling communication. This resulted in a general
change in the use of computers and information systems. This gave a new impulse to computer and
information risk management.

Information risk was not just considered ‘another additional cost’ but it actually enabled new business
oot iunilics loo, Thig molivaied people o think aboul the Nows rom the Grsd goneralion (ATT-
based) methodologies. Upon developing, what was going to be the next generation of risk assessment

4Although not explicitly called that way, the framework works conform Annual Loss Expectancy or ALE
Siampurarioma steength bas incleased significacedy sines dien, Loz at that time the ap<carien wes oe e conscersd
computational infeasible.
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methods, the developers’ main interest was to solve the deployment and organisational acceptance
igsues. This process, thal acioally only lackles ponis ol ihe Dows frem dhe st penecalion e liods,
resulted in a few new approaches to risk assessment.

Without going in too much detail, Soo Hoo [107] li:r examnprle diruds Tour dillerend secimed gensrilion
approaches being an ‘Integrated Business Risk-Management Framework’ [6], ‘Valuation-Driven
Methodologies’ [6], ‘Scenario Analysis Approaches’ [112] and ‘Best Practices’ [131]. All these ap-
proaches have in common that they provide a short-term solutions to the problems of organisational
doeplnee g deplos e [drsechack 2 ol ihe esd generation melhods) The chadlenpes wilh regard
ten dhe cenmapitad ol comprlesily Gdrvachark 1ol the Tirsd geoeration mes hodds) aned weailatsility of
data {drmeback 3 ol the lirst genenadion melhods) remain,

Third Generation Methods

Alheugh relalivedy suecessial, the seeomed generailion medhods s 1aek (he mceares Tor cosd jus)ilica-
tiom andd forecasiing irends. Their weaknesses moke Them unsuilable o 6 the needs of The insamanes
industry, the avoidance of legal liability and the possibility of market competition [22].

Not surprisingly, the risks of uncertainty, sparse information and technological changes has been
inlluensing ihe linaneial merkels aod insaenee indosines 58], They especially feel the need to
measure, distribute, mitigate and accept risk. According to Soo Hoo [107] the driving forces of
insurance needs, liability exposure and market competition gave birth to the third generation methods.

Insurance companies provide policies covering a large variety of risks. In order to provide service on
for example information asset protection, these companies need to know the statistics on which to
base the premioms ol Thedr policies. They need o develop elassilicalion mechanism s in order do he
able to determine coverage and the corresponding premium. The insurance companies have to do
this mainly independent from the other organisations as there seems to be tendency to keep useful
information private [94].

Avoidance of legal liability is another reason for improving information security. Should it be an
orpanisalion oessessing comlidential or propretary infmmation wahoul o specific agreemenlt on the
information, or any other variation on the subject, the organisation might be held liable. This makes
it interesting for the organisation to compare the costs of avoiding an accident and the expected
cosl ol the accident. This regquires The eeadlalvlily of the necessary doa Lo enabile the cost-henelil
analysis in order to justify the information security policies and strategies [73]. Risk avoidance and
risk transfer are strategies that are gaining popularity fast. They work complementary to the risk
mitigation strategy (see also Fig. 1.3) and will not replace it [42].

®harke! cenmaprelitiven weill [oree arganisaiions o prsiec! Heir inlomnmalion assels ellwient L Organi-
sations that fail to secure their assets (cost-)effectively will not gain a competitive advantage over
those that do. Organisations that over-protect will spend too much money on information security,
those who under-protect will have greater losses as a result of security breaches Fig. 3.7 [15, 95]. It is
believed that these developments will make the management of information risks evolve toward a
quantitative decision-based anpirikach ol lotally wnlike the Nrsd generalian (sesaric based] methods,
Apaing, the gquaamilicaticon o msks, megsarement ol salegoand elliciency o analysis ol cosis and
henelits are neeessary. Hopelully, he Tessons learmed Thieuapeh thie presvioms Dvee generad ions will
avoid the previously experienced pitfalls.
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Figure 3.7: Finding the optimal information risk management strategy [55, 77]

3.6 Information Security Risk Modelling

One of the main problems of scenario based approaches is that no amount of historical research
can ensure that all threats will be discovered [99]. New threat scenarios will be created or discovered
by new technologies. Therefore, it is important to also look at historical data to discover the rate
at which new threats are discovered. Even then, one can never be sure that all child scenarios are
identilied.

Along the same lines, safeguards and countermeasures do not always have the same impact as
expected. Even when they are implemented correctly, they will never totally eliminate the threat(s).
Historical data can help in estimating a safeguard’s impact.

Even though the above two problems are evident, the better threats, safeguards and countermeasures
can be understood, the better the effectiveness of the risk management process can be measured
[99]. One cannot create a state in which there is ‘perfect security’; there is no way to know if threats
have been left unaddressed. One can estimate how close one comes to this goal.

3.7 Metrics

The assessment of information security risk itself is a much broader topic than one might expect.
Answers have to be given to the questions of “How effective have our security efforts been in reducing
e inlenmnalion risk?” and “TTow wdll forther securvity ofToris inMoenee e inmlomnaiion riski. This
often entails estimating past values and forecasting future values of elements like threats, asset value,
frequency of incidents, and annual cost of the incidents.

To make decisions on information security, we must use these metrics to measure how the choices
will indTuenoe The e Teciveness of risk reduciion within the penesd informeation ssourily siraiepy
[38I. This tusk is il because goed stalistios on Giclors ivchyang inlarmaHon mansgermnenl are
rare. Risk managers must convince their senior management to spend actual resources to address
hepotheticd losses. Beoause the benelils Tnan The inlormation secorily indialives are aneeriain and
preecerly puan il ble, serdor manapgermend sapporl s dilficul roowegoire.
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Annual Loss Expectancy

One of the earliest used approach to risk management is the Annual Loss Expectancy (ALE). It was
fivsd inlreduaced by the Matinnal Turreau as a Federal Tnfmmation Processing Standard TS 775].

Tn 1he ficld ol THsk RMonagoment, misk is allen delined as the maulliplicaion ol the independend
components of expected loss due to a potential event and the likelihood of that event occurring.

Risk = (Cost of loss event) - (Likelihood ofloss event)

The ALE metric is based on this. An ALE can for example be calculated by computing the expected
frequency of the loss event times the value of the loss event. © When summed over all independent
loss events, one gets the total Annual Loss Expectancy as shown in eq. (3.1).

n
ALE = Z L(I;)-F(Iy) (3.1

i=1
L,...,I, = Set of independent harmful incidents
L(I;) = Monetary annual loss caused by incident i
F(I;) = Frequency of incident i
3.2

In other examples, the ALE of an event is calculated by the multiplication of the value of the loss times
the probability of (independent) threats exploiting (independent) vulnerabilities (see: eq. (3.3)).

ALE = (Value of loss ) - (Threat probability) - (Vulnerability probability) (8.3)
=L-P()-P(v)
L = Monetary loss caused by information set breach, with L < M
P(¢) = Probability of threat occurring, with ¢ € [0,1]
P(v) = Vulnerability (probability of success once threat is realized), with v € [0,1]

As we can see, there is no such thing as one rigid ALE approach. Taking a closer look at the version
of ALE that is used by Gordon and Loeb [38] in eq. (3.3), we see that per situation at most one loss
event will occur. This makes a difference as the monetary cost of a loss is multiplied by its likelihood
(rather than the expected frequency of loss).

What makes the use of the ALE approach interesting is the combination of two risk components
into one number. Hypothetically the annual loss expected from all the operations of an organisation
would be the sum of the expected yearly losses that could result from each threat scenario [99].

The drawback of using ALE can be explained by looking at eq. (3.1); one is unable to distinguish
low-frequency-high-impact situations with high-frequency-low-impact situations. There is a big
difference in consequence between the two scenarios.

6Sometimes the expected frequency of the loss event is described by the term Annual Rate of Occurrence (ARO) and
the value of the loss event is described by the term Single Loss Expectancy (SLE) [33].
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Net Benefit

Anclher appresch loeases on measuring Thebonefits ol invesimend in salmguasds The weork done
by Soo Hoo [107] probably is the most cited publication on this subject on this moment. He states
Thal thehemelils ol aninvesiment in saleguards nol only e incdecreased losses, al also inocxpeciod
T lils rom nese achiviltics tha could nol Beeee heen profilably ancderlaken withowl 1he added seouriy
measures. Soo Hoo [107] prapoescs [o dieline thie Ned Benelils imder policy k {NBy) according to
eq. (3.4).

NByj, =By — ACy+ APy, (3.4)
By = Tienedil under policy k

ACj = Added cost under policy k

APy, = Adided prrolit wneder policy k

Thesecurily savings ure delined s o reduchon in ALE s showncin peg [3.5]. The k stands for a ‘basket
of safeguards’ or ‘policy’. ALE), or the ALE with policy k = 0, stands for the situation with the current
policy. Each other value of k stands for a competing collection of safeguards. This implies that the
impact of each policy has to be known (calculated) beforehand.

Thehenselil B under policy k is given by eq. (3.5).

By =ALEy— ALE; Vk={l,...,n} (3.5)
The added cost AC under policy k is given by eq. (3.6):

m

ACy =) C(SpIx(S)p Vk=1l,...,n} Ix(S;)€ {01} (3.6)
j=1

C(S;) =Cost of implementing (independent) safeguard S j

I(S;) = Binary function indicating if safeguard S; is included in policy Px

Thy: aclded pwedil AP under policy k is given by eq. (3.7):

m

APy = Z R(S;)Ix(S;) Vk={l,...,n} Ix(S;j) € {0,1} (3.7
j=1

R(Sj) = e prrofils erishled by adoprivn of (independent) salepuand S;

It (S ) = Binary function indicating if safeguard S; is included in policy P

Return on Investment

Shuclies o by CTET insipgha Trorm 2002 000 2000 weith gpodi lied Chiesd Indormstion S0 cers OT0] shine
that the need to prove Return On Investment (ROI) is high. Many respondents reported that they are
attempting to do so, but the report also gives proof that monetary and business value metrics do not
fully capture the value of major IT and security related investments. The motivation is there, given
that three-quarters of the respondents are under greater pressure to put a monetary value on the
atnmierinnes inbangitsbed tenelils ol security relaled T invesimenis |3, 4, 32, 561 These lindings are
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supported by the work done by Verhoef [125] on quantitative measures. Even though Verhoef applies
these measures on IT portfolios, the measure itself stays the same.

Blakley et al. [13] et srcurily RO as ihe amount ol annual Denelil overiis coses, They dooso by
aasurming thal the annwal benelin ol seeorily investment will e received not anly 7o The lirsd yesur,
but in all subsequent years [99]. The approach taken by Soo Hoo et al. [108] is compatible with this
assumption. The ROSI methodology is based on similar ROI calculations [106].

L3 15 4 measure Dased om [inancial reiurm ancd is delined as shown in e, C58E) 921,

NB
ROI(%) = —k) -100 Vk={1,...,n} (3.8)

ACy

_ By + APy — ACk) .100

ACy
_ ((ALEy— ALEy) + APy — ACk) 100
a ACy
Internal Rate of Return

The Internal Rate of Return (IRR) is the discount rate that makes the present value of the investment’s
income stream total to zero. Some authors prefer the use of the IRR of an investment over the use of
TOHL T hey dor s because TRIE ineorpaorales diseow s cash Dows lor investmenis Thal have dillzren)
cosrs Jrd benelils in dilferent vears "11].

The IRR is closely related to the Net Present Value (NPV). A Present Value (PV) can be calculated
using eq. (3.9), while the NPV of a project covering several years is calculated as shown in eq. (3.10).

_ Gt (3.9)
T 1+n! .
C; = rashlow C at time ¢
r = discount rate
n NC
NPV = Z t . (3.10)
=o(1+71)

NC; = net vashllow NC at time ¢
n = total time of the (investment) project
r = discount rate

The IRE is delmed as the discounl rale 7 al which die WV ol a strecam of cashllowes cqueads 0, In ollicy
woreds, e IRIL is defined as he solulion lor 7 in Calculating the IRR by making the NPV equal 0 leads
to eq. (3.11).

I NC;

NPV =NCy+ =
0 tgl(ur)t

NCy = initial net ashTon of inves men)

3.11)

NC; =n#l :ashilow NC at time ¢
r = discount rate
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In most cases the Internal Rate of Return is a better indicator than a simple ROI calculation. However,
il o can’l acouralely predict the diming or magnimide al The cosis and leneflits over ohe liledimoe of
the security investment, you will get misleading results [106].

Conclusion

Even though return calculations are becoming a fact of business life, organisations should be aware of
il pitlalls. Telying solely on seemingly] hard reinmn lgures e approve 24miligalion) projeal, mighi
virtually take away the responsibility of the actual understanding of the project. Return calculations
on itself do not ensure that the actions are in line with the business strategy [123]. As once stated
by Einstein’: “Not everything that can be counted counts, and not everything that counts can be
counted”. Likewise, not everything is measurable in simple return components (e.g. customer
satisfaction, reputation)[26].

A workaround is provided by the Basel Committee on Banking Supervision in their framework
of capital measurement and capital standards. The Basel-II document [9] puts the focus on the
measurement of operational (and legal) risk and explicitly excludes strategic and reputational risk.
Ty dedining operalional tisk as " The risk ol loss resulling Do inadegquale o filed inlermal oo cesses,
people and systems or from external events”, the committee basically excludes these ‘hard to quantify’
components [Toan The risk managenent process in an allempd o harden” the ligures. This Tocas on
operational risk is also present in this research but should not be interpreted as ‘risk management
that is done solely on an operational level’ as it is a process throughout the organisation as was shown
in Fig. 1.6 and Fig.3.5.

Einstein, A. 1879-1955
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TOWARDS A QUANTITATIVE MODEL

In this research, we will be taking an approach that considers Annual Loss Expectancies (ALEs), but
there are other approaches to risk management. For example, for capital management purposes it is
also important to have accurate insight into the variability of the losses and in the value at risk (VaR)
[50]. These approaches however cannot be used in all situations. In order to be able to accurately
calimale the disidbation aneclion, one weould necd o signdlicam ) amount of dala which might be
difficull 1o eollect. Tapecially the high-impact -low -prabahility cvenis will have limiled dala ovailable
to estimate a distribution function. These events typically occur in Information Security and its fast
and constantly changing environment. This makes information security risk management quite
different from the previously mentioned traditional insurance risk management [66].

Lenstra and Voss [66] go on explaining that although loss variation and VaR can be determined
per event (based on its distribution function), aggregation of these risk related quantities is more
dilTiewll tThom aggregalion ol The rspecied lesses. T reguises knowledge of dependeneies and cor-
relations among the events. The ALE approach does not require the actual event distributions nor
theirinderaciioms Tslimales for The expecied osses will sullice and aggregalion is done by sinple
summation.

Taking the ALE approach, we will work toward a model that attempts to give a good representation of
the information risk of an organisation. For this, we need to be able to model the current situation
as well as a situation where countermeasures to vulnerabilities and threats can be taken in order to
minimize the residual information risk of an organisation.

Schematically the components of our model are as given in Fig. 4.1 . An organisation operates in an
environment and knows certain business processes. In these processes, applications are used with
possible vulnerabilities that can be exploited by threats. This gives a potential that a given threat will
exploit a vulnerability exposing applications and assets to harm: the organisation is exposed to risk.
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4. TOWARDS A QUANTITATIVE MODEL

Environment T T

R Rizk

RR Residual Risk
—E+ Safeguard

T Threst

@ Vulnerability

Figure 4.1: Components of the Computational Model (based on [118])

4.1 Current Risk

T ths prreciaous chapier we sine o dedinilion of risk like:
Security Risk = (Likelihood of security breach) - (Cost of security breach)
or

Security Risk = (Security breach rate) - (Average cost per breach)

»

In our model we will take a look at the risk on the level of ‘events’, adopting the ‘likelihood - cost
point of view for reasons that will be explained later. This approach is inspired on the approach
taken by Lenstra and Voss [66] Tl adaprted Lo [i1 the exiva necds ol o breakdown in independent
threat and independent vulnerability components which will be discussed in greater detail later on.
Tn the [odlevsdngg seclions we will lirsl diseuss the 'cost' componenis ol e cquaion aller which the
‘likelihood’ component will be discussed.

Cost of security breach

Wi gl by givimg o delindlion of the masimnl possible loss ocomming dae do o securily bieach
in a business process. For reasons earlier explained, we assume that a risk R originates from a
breach in cither comlideniialily, indegrity or availahilily {see also: Section 22 ) Therelore we neod
to estimate the loss amount L on criterion k for a business process p. We do this by calculating
LM% (p) =Y 1k (L’,?ax( p)). In our case, using the CIA criteria, this results in eq. (4.1).

L™ (p) = L7 (p) + L (p) + Lo aii (P) (4.1)

conf avai

In the above equation(s), we calculate the maximum expected losses per information criterion in
a process. Even though this is a ‘safe’ approach, in some cases it might be desirable not to use the
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Figure 4.2: Component interaction
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maximum expected losses but for example averaged expected losses. In case of multiple parties
having their input in the loss expectancies, an average might provide a better approximation of the
actual losses. In this publication we will use the maximum expected losses which leans to following
arisk avoidance strategy. Organisations with different risk strategies (e.g. operating risk-neutral or
actively participating in risk-taking) might want to review the loss expectancy function and adjust it
to their strategy [81].

Another simplifying assumption made in eq. (4.1) is that of additivity of loss amounts. For now, we
assume that losses add up. This might not always be the case. At some point, overlap in losses from
privcesseg can oeeur having influenaee oo e cvemiual impaed ol e seeurily each, More mosoaeh
on this phenomenon where additional loss events do not have impact (‘being be shot dead twice’)
might result in a more accurate model. It is not included in the scope of this thesis.

Likelihood of security breach

The likelihood that losses really occur, depends on the threats exploiting the vulnerabilities islenlified
in the applications used in the business process. In his promotional thesis, Broeze [19] distinguishes
two types of quantitative risk assessment approaches. The ‘Classical approach’ and the ‘Risk assess-
ment approach using risk indicators’. The classical approach is characterized by applying statistical
calculations to a dataset as where the risk indicator approach is characterized by decomposition and
abstraction.

Broeze [19] concludes that both approaches have their merits and drawbacks. It was found that the
results of the risk assessment by risk indicators were consistent with the way an auditor assesses risk
but on the other hand, selecting the right key indicators, and thus maximizing the predictive power
i the indicadors. secmed dillicul L

33



4. TOWARDS A QUANTITATIVE MODEL

Threats

Even though Broeze [19] his shewwr il dilliculiies ol using key indicators Tor maodelling visk, the
classical approach is not always easy to apply. As long as the risk models are built based on ‘what
is currently known’, threat and vulnerability distributions will follow a long-tailed Pareto-like dis-
tribution [99]. The long tail originates from threat agents attacking ‘outside of the model’ giving
many different attacks with a low occurrence per attack, but with a possibility of high impact (the
so called ‘black swans’ [113]). When the mainstream threats and vulnerabilities are well covered by
cramlermeasures, allackers necd o be crealdve and fnd those niche markel atlacks in order o reach
their goals.

We siarl by delining £ as being a threat with all threats being independent of each other. P(¢) is
delined as the prhability Thal 3 threal e presen) . sucoessTully manilests isel2 Bor simplicily, we
eslimale: This prrolut:lily by giving amsaers o quesiions thal deline 1he gype of the threat. Lenstra and
Voss [66] give the characteristics as shown in Table 4.1 as an example of variables that characterize a
threat:

Table 4.1: Example of threat characteristics based on [66]

[ Characteristic | Explanation | Choice examples
Source of threat Indicating if the threat comes from an ex-
ternal or internal party. e External (ex)

o Internal (in)

Access required for threat ndirating it reronte arcest aaffices T e
alize the treat or iflocal access is required. « Remote (rem)
e Local (loc)
Skill required for threat Indicating the least level of skill required
to realize the threat. ¢ Unstructured non-technical (un)
e Unstructured technical (ut)
¢ Structured non-technical (sn)
o Structured technical (st)

Using the answers to these choices, we can model the type of the threat by one event with 3 different
dimensions. Working along the example choices as given by Lenstra and Voss [66] wt: [iral define 1he
following sample spaces:

Ssource = {ex,in} 4.2)
Saccess = {rem,loc}
Sskin = {un,ut,sn,st}

The total set of threat types is now given by taking the Cartesian product of Ssoyrce, Saccess and Sskiin
as shown in eq. (4.3).

(ex,rem,un), (ex,rem,ut), (ex,rem,sn), (ex,rem,st),
(ex,loc,un), (ex,loc,ut), (ex,loc,sn), (ex,loc,st),
(in,rem,un), (in,rem,ut), (in,rem,smn), (in,rem,st),
(in,loc,un), (in,loc,ut), (in,loc,sn), (in,loc,st)

(4.3)

Ssas =
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A threat type (i, j, k) is said to occur if i equals the source of the threat, j equals the access required
for the threat and k equals the skills required to realize the threat. We will call such an outcome
a characteristic signature E; (with E; € Sg45). We assume that every threat can be described by a
characteristic signature.

Example:

A threat £ is characterised by the source of the threat equalling ‘external’, the access required for the threat to manifest equalling ‘local’
and the minimal skill level required for the threat to manifest equalling ‘structured-technical’. An example of such a threat would be
highly skilled technical person from a competing company who needs local access to an asset to cause harm to it. The characteristic
signature of the threat (Ez) would be as shown in eq. (4.4).

E; = (ex,loc,st) 4.4)

The 1y prirgg approacboal s as Deespecilys Daos the spescilic oluiracieristics of o threal indluence The
eventual threat likelihood. In our example it would mean that If a threat ¢ is characterised by a
signature E;, the likelihood that the threat successfully manifests itself can be determined (eq. (4.5)).

P(8):Source; x Accessy x Skill; — R (4.5)

Sourcey, Accessy and Skill; denali Ihe srparale dimemsions ol a signalure tThal imMicnee a thread 1o
sucressiully momilesl ilsell Morespecilically, theirindluenee on the probability ol theeal ¢ successfully
manifesting itself is given by egs. (4.5) and (4.6).

Sourcet : Ssource —R (4.6)
ACCQSSt : Saccess —R
Skilly:Ssxinp— R

Example:
Assume the distribution functions of the separate dimensions are given by egs. (4.7), (4.8) and (4.8):

1 ifexe E;

08 ifincE; @.n

Source; = {

1 if reme E;

0.5 ifloceE; “.8)

Accessy = {

1 if une E;
0.8 ifuteE;
0.6 ifsneE;
0.3 ifsteE;

Skilly = 4.9

If athreat ; has asignature Ej; = {ex,loc,st} we get eq. (4.10) which gives us a probability of 0.15 that a threat, once present, successfully
manifests itself given the fact that the threat has been characterized by event Ez5.

P(tp) = Sourcey - Accesss - Skills 4.10)
P(tp)=1-0.5-0.3
P(t)=0.15

35



4. TOWARDS A QUANTITATIVE MODEL

Vulnerabilities

The likelihood that losses really happen depends on the vulnerabilities being exploited by threats. A
vilneratiility his w prrothaability ver resull i losis, Baos theis tes baprpen, Che thirea s iousn Gest resalise dhe
exploitation of vulnerabilities leading to a breach of an information criterion resulting in loss. We
Iherelire deline v as being a vulnerability with every vulnerability being independent of each other.
Wi ihen drline P(v) as the probability that a vulnerability, once present, is successfully exploited.

Tulnerahilitics ran lsemodelled inoa similar way as iheals, Cne could vae specilic compononis thali
characterize a vulnerability [24]. An example of these components is given by Bharania [11] who
suggests to characterize a vulnerability using the following dimensions:

Table 4.2: Example of vulnerability characteristics

[ Characteristic | Explanation | Choice examples
Running affected product? Does the organisation use the affected
product in its environment? . Yes
* No
Running affected version? Does the organisation run a version that
contains the vulnerability? o Yes
* No
Vulnerable component enabled? 15 the Eredues confiznned o such a was

that the vulnerability is exposed, through Yes
Cither caplicie vonfiguradnm ar defan’t * No

condition?
Workaround feasible Are methods to prevent exploitation of
the vulnerability readily available and | . Ayailable, practical
practical to implement? « Available, not practical
¢ Unavailable
¢ Medium
* Low
Workaround implemented Are methods to prevent exploitation of
the vulnerability already in place? « Inplace, working
¢ Inplace, should be working
¢ Notin place
Aulack conlidsues? Based upon the best available informa-
tion, are exploit methods available for the e High
vulnerability? o Medium
* Low
Sipnificases rollaceral damage? In a worst-case scenario, would there be

substantial downstream/collateral dam- | High
age to other systems that might result in Medium
addition to the initial compromise of con- | , [gw
fidentialite nrezrity o availalilicy of The
affected product?

With components as shown in Table 4.2 , we can start a vulnerability typing process in analogy to the

e dypring prravcess. Aller delining (e sarmple spaces amnd evenis we can classil o ovulnerabilivg andd
give an estimation on the likelihood of a successful exploitation of the vulnerability. Note that, as
with the threat dimensions, the vulnerability dimensions are just an example.
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Typing Approaches

Deliniige the type ol el iaell s nol aneasy lask [101]. Two examples of approaches that one
can take in identifying the right choices and values are a) using expert panels (e.g. [1]) and b)
using available data (e.g. [21, 25]). An organisation would have to decide on the dimensions of a
threat/vulnerability and their values. This need not necessarily be an ad-hoc decision. Research
has been done on methods and techniques that can help in the automated ‘learning’ of the right
dimensions and their values [5, 8].

If enough data of quality is present to ‘learn’ the variables (and their values) that characterize threat
and vulnerability, the automated learning approach on available data is initially preferred because
of objectivity. Keep in mind that it remains the responsibility of the experts to come to a general
consensus on (the values of) the variables and propose improvements where possible. This not only
helps to prevent the computational model becoming a ’black box’ where a mystical number pops up
upon which decisions have to be made. It also improves intra- and inter-company communication
r1 the quanlilicadon of risk lactors,

The typing approach could be successful to threats and vulnerabilities which are still relatively
unknown or subjective to change. For the better known threats and vulnerabilities, it is assumed
that data is present (either internally or from external sources) on the likelihood of occurrence (take
Foar el e et ey Speeeilie case ressare s by Babineawich & i1l [90] on the estimation of Tsunami
threats and risk for the coasts of Peru and northern Chile). In the latter case, one could use a given
P(?) or P(v), if data on the separate dimensions remain sparse.

Cumulative Threat Potential

e cleline ¢ as being a ‘cumulative threat’, which incorporates both vulnerability and threat(s). The
cumulative threat potential, or P(c), depicts the probability that asset security is breached by threats
exploiting a vulnerability resulting in losses. This implies that a new CumThreat has to be introduced
per vulnerability of an application. As tempting as it might seem, Fig. 4.2 is not suitable for the type
ol reasoming in owr el THwee are poing lowelil Thal representaiom o G0 our needs, we waml o
combine the intuitive visual representation with a sound mathematical basis. As we are reasoning
under a certain amount of uncertainty, we can reach these objectives a using Bayesian network
representation [76].

“Bayesian networks are directed acyclic graphs (DAGs) in which the nodes represent variables of
interest and the links represent informational or causal dependencies among the variables. The
strength of a dependency is represented by conditional probabilities that are attached to each cluster
of parents-child nodes in the network” quoting Pearl [85]. A demonstration on the application of a
Bayesian network representation is given in Appendix F .

After translation of the regular component interaction diagram (Fig. 4.2 ) to a Bayesian network
representation with cumulative threats (Fig. 4.3 ), cumulative threat likelihood can be calculated
relatively easily using basic mathematics. Figure 4.3 shows a part of Fig. 4.2 in greater detail and
translated to a Bayesian network representation. In this example, the case around CumThreat 2
has been explored. We read the diagram from the left to the right starting with the components
identifying threats and vulnerabilities and ending with an indication of the risk of loss on a process
level.
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4. TOWARDS A QUANTITATIVE MODEL

Wulnerability 2 CumThraat 2 Application Froceas

vzl [ (al i)

Figure 4.3: Component structure as Bayesian network

Example using Fig. 4.3 and Appendix F :

Given that the threat is typed by coming from an external party (Source(tz) = 1), requiring local access (Access(#;) = 0.5) and a ‘struc-
tured and technical’ skill level (Skill(tz) = 0.3), the results are given in eq. (4.10). Threat 3 (#3) is relatively unknown and estimated as a
threat type with a probability rating of 0.5.

Vulnerability 2 (v2) can be exploited by either of these 2 threats and has a probability that the vulnerability is successfully exploited of
0.12, based on historical data known to the organisation. The cumulative treat potential of vulnerability 2 (P(cz)) equals the chance of
either threat exploiting vulnerability 2. This is shown in eq. (4.11).

P(c)=P(tv) =P(t)- P(v) 4.11)
P(c2) =P(tz v 13)- P(12)

Aside from the P(v3), which is known, we have to calculate P(f, U #3) as shown in eq. (4.12).

P(t, Utg) = P(8p) + P(£2) P(131(2) 4.12)
=P()+(1—P(t2)-P(t3))
=0.15 + ((1-0.15)-0.5)
=0.15+ (0.85-0.5)
=0.575

We the calculate P(c;) as shown in eq. (4.13)

P(c2)=P(t2 v 13)- P(12) (4.13)
=(0.575)- (0.120)
=0.0690

Representing Current Risk
With the CumThreat approach as described above, we can now work towards a current information
security risk indicator of process p with respect to the cumulative threat c. To indicate what type of

liess can b inllicied by 3 CumThreat ve [irsi deline a n-dimensional binary space and introduce a
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Figure 4.4: An example of a 3-dimensional binary space

dimension for each information criterion. In our example this results in the 3-dimensional binary
space as depicted in Fig. 4.4 .

W can ner deline Cam Threal type 1ogzple Ty per information criterion based on the binary space.
A CumThreat type toggle equals 1 if and only if CumThreat ¢ may canise o breach on Thal speeilic
information criterion. In our example this results in CumThreat types Tconf, Tint; Tavail € {0,1}.

The current information security risk indicator of CumThreat ¢ on process p is shown in eq. (4.14).
Note how the loss function from eq. (4.1) is incorporated in this function that combines likelihood
and cost.

Reur(pyc) = (Z (TkL‘,?a"(p))) -P(c) 4.14)
keK
Which, in our case, equals eq. (4.15).
Reur(p,c) = ((Tconszxf}(p)) + (TintL?;f;x(p)) + (TavailL?,%l(p))) P(c) (4.15)

1I'wee deline A(p) as the set of (independent) applications used in process p, and C(a) as the set
of (independent) cumulative threats affecting application a, the current information security risk
indicator of process p is given by:

Rour®= Y. Y Reur(po) (4.16)
acA(p) ceC(a)

If we then assume P to be the set of all (independent) business processes, the organisation’s overall
quantitative current aggregated IS risk indicator is given by:

Reur = Z Reyr(p) (4.17)
peP

4.2 Residual Risk

In astnilar weay The residual risk cian be represented by delining a miligation plin m countering
vulnerabilities V and/or threats T {llius inllueniing P(c)). The cumulative treat potential changes
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because the mitigation plan works against the vulnerabilities and threats of the system. The residual
cumulative threat potential P(cy,) equals the chance of a vulnerability being exploited by a threat,
under mitigation plan m, times the threat likelihood under mitigation plan m.

P(ty) :Sourcesm x Accessyy % Skillym — R (4.18)
P(cm) = P(vm) - P(tm) (4.19)
Tn Thig maned el v assamne dhan e theeal lepedopgleg s nol influenced by Dheomiligation plan. This

gives the residual information security risk indicator of process p with respect to cumulative threat ¢
after mitigation plan m is carried out (eq. (4.20)).

Rres(p,cm) = (Z (TiLp™ (p))) - P(cm) (4.20)
keK

Which, in our case, equals eq. (4.21).

Rres(p,em) = ((Tconng(l,a:f(p)) + (TintLgrlftx (p)) + (TavailL%il(p))) P(cm) (4.21)

Twir ihem dizline am alloweed sel ol wdligadion plans M, we can now compute the residual information
security risk indicator of process p with respect to cumulative threat c after the mitigation plans in
M are carried out.

Royur(psc) if M does not contain m countering ¢

R \CmyM) = 4.22
res(P:Cm. M) { Rres(p,cm) if M contains m countering ¢ ( )

The organisation’s residual information security risk indicator of process p under the allowed set of
mitigation plans M is delimed as:
Rres(p,M) = Z Z Ryes(psc,M) (4.23)
acA(p) ceC(a)

With P as the set of all business processes, the organisation’s overall quantitative residual aggregated
information security risk indicator after allowed mitigation plan set M is given by:

Rpos(M) = Z Ryes(p, M) (4.24)
peP

With ey, (42403, we ran lind an opdimal risk mildgation plan scl M by minimizing R,.s(M). However,
by just minimizing the residual risk, we do not take into account any budgetary constraints. For most
CTpaEnisiLioms, resourees o informalion seondly arenol unbimiled. Tnothal case, wohave 1o find an
optimal risk mitigation plan set under a budgetary constraints.

4.3 Risk Mitigation as an Optimization Problem

Allernplings do imd an opdimal tisk miligalion plan selunder hadgeimy eomsiraint s, wein breduce the
projected security investment z on mitigation plan m as given by z(M) = }_ ,,cps 2(m) and minimizing
Ryes(M) under the budgetary constraint of the projected expenses of mitigation plan set M as shown
in eq. (4.25).
minimize Ryes(M) (4.25)
subject to z(M)<Z
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Knapsack ILP

The knapsack problem is an important integer linear programming (ILP) problem. One could
consicder the situation ol a camper wanding vo D ap ber knapsack bee seleciing ocollection ol ilems,
Each iremn higs o specilicoweight and value The capaeily ol ihe knapsaek 05 Dodled and o camper
would like to maximize the total value of the items in the knapsack [63]. In short: Select a subset
of items such that the total value is maximized and the total weight does not exceed the knapsack
capacity [63].

Binary Knapsack Problem

According to Lenstra and Voss [66] and Pisinger [89], our optimization problem is a ‘multiple-choice
knapsack probleny’. This multiple-choice knapsack problem is basically an integer knapsack problem
where each item must be put entirely in the knapsack, or is not included at al. “Objects cannot be
broken up arbitrarily ... It is this 0/1 property that makes the knapsack problem hard” according to
Skiena [102]. In our case, a mitigation plan is added to the collection or it is not. It is assumed that
the addition of more instances of the same mitigation plan does not increase security.

The binary knapsack problem is given by eq. (4.26)[89]. It depicts a knapsack with a capacity of d
units and a set of n items labelled 1,2, ..., with item 7 having a weight of w; units and a value (predl)
of p;[63].

n
maximize Y pix; (4.26)
i=1

n
subjectto ) wix;<d
i=1

x; €{0,1}, iefl,...,n}

In our case, the value p; would be the information security reduction indicator and the value w;
would be the projected expense. With 7 being the number of CumThreats and Q; being the set of risk
mitigation plans for CumThreat i (i € {1,2,...,n}). wt can cleline p;, with m € Q;. The w; would be
illustrated by w;, = w(m).

If c is the ith CumThreat, then

Pim = > (Reur (9,€) — Rres(p,cm)) 4.27)

processes p for which
¢ affects an application
used by p

For 0 < i < n there is a free mitigation plan m in Q; with w(m) = 0 and P(c) = P(cy,), corresponding
to not doing anything against CumThreat c.
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n
maximize Y. Y. PimXim (4.28)

i=1meQ;

n
subjectto Y. Y wWimxim<Z,

i=1meQ;
meQ;

Xim € {0,1}, ie{l,2,...,n}

This problem is known to be quickly solvable. Finding the optimal spending strategy will only take a
few seconds at most, even for very large information security mitigation problems [70].

The optimization problem as given by eq. (4.28) considers one mitigation plan per CumThreat. Note
that there is always at least one mitigation plan in place per CumThreat as the event of ‘doing nothing
apainal CmnThreal” s delined as being a free miilipalion plan. We could chonpe The oplimizalion
problem to allow for more than 1 mitigation plan per CumThreat, something which would not be
unthinkable in practice. For this to be workable, we would need information on overlapping impact
of security measures on CumThreats. Taking the 4 types of security measures (preventive, repressive,
detective and corrective) as described in Section 1.4 we can reason that impact will not (always) be a
fact of simple summation.

Concluding

As also explained by Lenstra and Voss [66], the current and residual quantitative aggregated infor-
mation security risk indicators cannot be interpreted as the expected loss amount for process p
before and after mitigation plan set M. The current model is still too limited to compute such strong
statements. It has no notice of temporal dependencies and vulnerabilities and threats are considered
to be independent variables. In reality this is not always the case.

What the organisation can do using this model, is compare different situations to each other using
eqg. (4.29). This quantity gives a percentage of how much better the situation is after carrying out
the mitigation plans in M, with 0% indicating no imporvement and 100% meaning that no residual
aggregated information security risk is left [66 . Lt r:ssulls avie diy b clussilicd] o relative, not absolute
[128].

100- (Rcur — Ryes(M))
Reur

(4.29)

For simplicity this model is deterministic in nature. If we consider the model not to be deterministic,
the estimations of threat likelihood and vulnerability likelihood (type indicators) will become harder.
e weoaun el b do consider other approaches using distribotion fanciiones and confidence inlervals,
Examples of this are given by Bier [12], who considers a game-theoretic model to analyse the level
of information security. They state that, if defender and attacker are modelled as players of a game,
their decisions are actually interdependent and need to be modelled as such.
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Another example would be the economical model from Gordon and Loeb [38]. Thiy diine: S(z,c) as
being the information security breach probability function (that is, the probability of an information
security breach conditional on the realization of a cumulative threat c i givean thal the firon has
made an information security investment of z to protect itself.

Concerning S(z,c), we would have to make certain assumptions. As S(z,¢) is a probability, we must
have 0 < S(z,c) < 1. The variable z is an investment and c is a probability. Thus z>0and0<c<1.
Following the work done by Willemson [130] w& alsts alefiie the Talleweingg resdriciions, based on
[66, 130]:

Al Vz S(z,00 =0  ifinitially the attack success probability is 0, it stays so after every possible
investment.

A2 VcS(0,c)=c if we invest no money, there will be no change in the attack success probability.

A3 The function S(z,c¢) is continuously twice differentiable and for ¢ = 0

) 0 , ,
—S(z,0)<0 and, —ZS(z,c) >0 with Vc lim S(z,0) =0 (4.30)
0z 0z 200

Assumpliom 3 s mlereslng as il defines thad, wiath increasing ineesimen s, i 3s possille do deorease

the vulnerability level, but at a decreasing rate. In contrast to the original Gordon and Loeb model,
which claims that it is impossible to decrease the information security breach probability to exactly 0
(no matter of the investment), we adopt the view from Willemson [130], who claims that it actually is
possible to decrease the information security breach probability to (strictly) 0.!

TN ome weonald T alile do find the righl underlving sulnerabidlity decrease Ramelion thad salisfics the

above assumptions, one would hypothetically be able to get good results. These functions however
wre slrongly appHicilion areg specilfic | 130]

This leaves us with the very basic, yet widely applicable model from the previous paragraph. In this
stage of the research, it is not the result that counts but the underlying cohesion of the elements
used in the model. As research on this subject will progress and better data is collected to base the
calculations on, it will be possible to create a usable quantitative model that can aid in information
security investment decisions.

Yew, it atlueat s an ateecs vy o specitic person, oie could ger cid of that person
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SPARK

5.1 Introduction

Based on the literature review (Appendix C )and the expert interviews (Appendix B ), we created a
comparalive rmework in order 1o sclech melhodaolopies thal 1 our reguiremen s (Appendis 71 .
Aler MMMerng the medhodologies hased om heir charanierislics, the comparalive remework indicales
asel ol five dilferent medhodelogios thal [ our regquirements (Appendix T These methodologies are
respectively CORAS, OSSTMM-RAV, SP800-30, SPINT and SPARK. Because all of these methodologies
would hypothetically be equal in usability for our cause, a choice has to be made.

In this research the SPARK methodology is used. This choice is based on the availability on workable
minlerizal of ihis specilie medhodolopy o s exirome ease ol wse. Tnodheory overy one ol these

methodologies could be used.

The SPARK methodology is based on the SPRINT risk analysis methodology developed by the Informa-
tion Security Forum in Europe. SPARK is further enhanced and combined with ISO/IEC 27001-2005
and the more recent ISO/IEC 17799-2005 standards. Other standards (e.g. CobiT) may also be
inoerproraledd oo SPARK making il very Nesible. SPATK also delines addiional nkapes bebawesn
wileridnilities, threstls and comdrols are dalimesd as compared o the SPRINT methaocologsy [G1].

Decisions in the SPARK methodology are taken by the organisation’s management supported by
(technical) specialists. This facilitates open communication between involved parties and leads
to better alignment of IT and strategy as earlier discussed in Section 1.3 [97]. The decisions are
supported by a highly structured way of working, using (standard)questionnaires and documents.

Example output of the SPARK methodology can be found in Appendix G.
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IBNEC: 2710 26+ 17735 210G

Pl 2: Wunerabidity s Thiea!
Anatysls

Fmar & Conliel Bralesia b Rizh Anmplinoe

Figure 5.1: SPARK: Phases

5.2 Phases

SPARK currently follows a three-stage model which consists of:

Phase 0: SPARK initiation

Phase 1: Business Impact Analysis

Phase 2: Vulnerability and Threat Analysis
Phase 3: Control Analysis

For each phase, a coordinator cooperates with different persons in the organisation, in order to gain
e necessary ingighlindo e T9 visk profiles assoecialed with the selecied husiness processes, Rasad
on the complexity of the information system and the business process, different specialists can be
included for the risk analysis [61].

Phase 0: SPARK initiation

Before a SPARK risk assessment can be done, some steps have to be taken. Because the methodology
is strongly linked to the business processes and used applications and components, an analysis has
Ier lre deome on These primary and secondary bosiness processes. This phase is nol SPARK-specilic,
but can be considered mandatory for all risk assessment methodologies using the same components.

Phase 1: Business Impact Analysis

In this phase the dependability on, and impact of information and information systems is analysed
by Tooking al the comsegquences [impact} of 2 loss ol infommation Sncerms of comfidendiabilyg indegrily
and availability) stored on, or processed by the information system. This for example can be done by
interviews and workshops. Participants score an information system on the CIA constraints. This
can be done on for example a three-point scale (low, medium, high). Combined with an impact table,
a visk profileis siaried. An cxample is given in Table 51 and Tahle B2

Phase 2: Vulnerability and Threat Analysis

For the medium- and high-risk systems that were found in the previous phase, phase 2 is started.
Besecl on the infonmalfon syslem classification mom The previous phase, an atlempl is meade a3l
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Table 5.1: Example of SPARK business impact interpretation

[ Criterion | Score
Cnrlicdenlialio Low (protected) Medium (crucial) High (imperative)
Data is only accessible to a certain | Data is only accessible to direct Business continuity is endan-
group stakeholders gered on unauthorized access
Integrity Low (active) Medium (detectable) High (essential)
Process allows limited amount of | Verylimited amount of faults Process demands faultless infor-
faults tolerable mation
Availability Low (desirable) Medium (essential) High (critical)
Limited unavailability is allowed Very limited unavailability during | Verylimited overall unavailability
process times

Table 5.2: IF«urnpsh: 1 EPAK K baasinesss s eopense | alogesiliconeas

[ Thasslfiearlon | Impact | Description |
Low Negligible damage (e.g. 0 < damage < 10k) Supporting system
Medium Serious damage (e.g. 10k < damage < 100k) Important system
High Continuity endangered (e.g. 100k < damage) Critical system

Table 5.3: Guidelines for threat/vulnerability likelihood modelling

| Likelihood | Prequency |
Low Incidentally or never
Medium Once ayear
High Multiple times a year

dasessing vulnershilities, 1hredts wond courrent iiligation plans incteros ol condident ity inlegriy
and availability of the information stored on or processed by the system [97]. Again, this can be done
by workshops and interviews with stakeholders. The likelihood of the vulnerabilities and threats are
rnkdelled along e guidelines as given o Table a8 0T e specilico walues can be o ilied To 1l an
organisation’s special needs [61].

Phase 3: Control Analysis

T s lisd prhase, The risk prodile Tronme s prrevioas Devo prhiases i ke doocennrols as delined in
ISO/IEC 270091:2005 and ISO/IEC 17799:2005 to lower the residual risk to acceptable levels. Per
relevant threat and vulnerability! one or more controls can be chosen to mitigate the experienced
risk. The eventual set of controls is formed in conjunction with the organisation’s management, using
structured questionnaires and reference manuals to the ISO/IEC 17799:2005 [97].

The phases are summarized in Table 5.4 . Example output of the separate SPARK phases can be found
in Appendix G.

1SPARK does not make a clear distinction between threats and vulnerabilities.
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5.3 Flowcharts

The introduction of the computational model from Chapter 4 into the SPARK methodology, will
infhaemee s original Dowehan (Tige 5.2 7 Siariingin phase 2, o possihilily is 2dded do chose helween
a qualilalive or quanidiialive approoach. Tollowing the waorkilow immplemenialion ns deserilied in
Appendis TT Ngs B3 and 54 are cvealed. The Meaecharis Ngs 5.2 547 clearly show ihe distinadion
between the different phases.

The [origimaly quadilalive branch of the methedology is as shoewen in Tig, B2 0 This is The Newerhor
we use as the base of our quantitative implementation. First we have to make an assessment of
the availability of necessary components for the insertion of a quantitative branch. If a necessary
componenl isnol presenl, il should e incorperal ed o the cormeni sorkiloos belore proceeding 1o
e mexd slep. This is as shown in theoworkfoew depicied in Tip. T of Appendis 1T .

In Fig. 5.3 we see the quantitative alternative to the second, third and fourth phase of the SPARK
methodology. Phase 0 and 1 of the SPARK methodology contain all the necessary components to
proceed with the creation of the quantitative branch. By following the quantitative from Chapter 4,
Fig. 5.3 is created, which is an example of a quantitative branch (and by no means the only possible
solutim). This resulis in the workilow as shepan in Vig. B2 ol Apperdis H .

Notice that the difference between a qualitative approach and the quantitative approach, starts
directly after phase 1 of the SPARK methodology. Linking the quantitative branch to the original
priveess Nowe ol The APATK mei hodelopy 15 jusd 2 mal ler of imsceriing a bromeh Aecision node. This
way, the practitioner has the possibility to take both individual approaches or chose to do them in
sequence (qualitative — cuaniitaiive]. The complele Dowcharl with both approaches ineorporaled
is shown in Fig.5.4..

Mo That w complaie limaachan is crsaled, the practilioner nesds o carelully revies the lovcharl Tor
improvements, keeping suitability and usability of the methodology in mind. After the improvements
havs breen feleniilied, They can be implemnenied. Borhsleps are respesciively shown as workilas in
lgs, HoA and HA ol Apperndis H .

5.4 Conclusion

In this chapter we have shown that an addition of a quantitative branch to an existing qualitative
methodology is not necessarily a complex task. Our combination of a quantitative model and the
SFPATK mel hodelopy omed onad Tocbeeahmeos! o perfect maleh compeononiswise. The weorklomws as
given in Appendix H should make it possible to use our presented quantitative (ALE) approach in
various (suitable) methodologies (see: Appendix D ).
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Table 5.4: SPARK phases summarized

Phase 0 | Phasel | Phase2 | Phase3

Goal Analyzing and detming Assessing corporate risks Assessing threats, vul- The selection of additional
information systems, pro- | associated with the use nerabilities and existing security controls to reduce
cesses (process owners) of information systems controls in the informa- the idrmnfied rfarrars and
and assets. in support of selected tion system or related vulnerabilities found in

business processes. business processes. phase 2 to alevel accept-
able for the organisation.

Core Together with relevant Together with the process Together with relevant em- | Linking threats and vul-

activities | employees and available awener, id=nriticaran andd [reepes, iddemrificarian #=nil | nerabilities from the pro-
frumnal per ifizarinms, measurement of corpo- measurement of threats vided control sets to the
identitir atinn nf wrereTns, rate risk associated with and vulnerabilities regard- | residial rick= idenritied i
processes, applications the use of information ing rhe rontidanalicy, phazs 2 Sonfidemr alir,
and/or assets. systems in the support integrity and availability integrity and availabil-

of business processes of the information sys- ity each have their own
by analysing the con- tems and taking stock control set allowing for
sequences of a loss of of the existing systems sperific mid Bvnged e
et fdentialitg inTeg iy and process controls to duction of threats and
and availability of the reduce these threats and vulnerabilities in each of
information stored, pro- vulnerabilities. these areas.

cessed or transported

by the relevant informa-

tion system. Impact is

measured in terms of con-

sequences of these losses

to the corporate business

processes.

Results An overview of the or- An overview of the infor- An overview of current Overview and action
ganisation and system mation systems and the threats and vulnerabilities | lists with regards to the
components including perceived corporate risk after controls according security controls to be
processes, information arising from the use of to nature and extent implemented and iden-
systems, applications and these systems, includ- of potential damage. Titirtian a7 a rime line
information criteria. img aclass Heanon nf Based on these results, and action owner for each

the system in terms of management can decide action item.
availability, integrity and whether the residual level
cnmifidemiFline of risk is acceptable or
that additional controls
need to be implemented.
Tools To be decided. Business Impact Assess- Threat, vulnerability Control sets and action
ment questionnaires. and control assessment lists.
questionnaire.

Sub- a) Identifying information a) Identifying informa- a) Wdemtifiretion nf rele a) Determination of non-

activities | systems, b) Identifying tion system links with vant employees, b) Col- acceptable residual risk,
business processes, ¢) abusiness process, lerzrivt aned filing rf infer b) Selection of security
Identifying business ap- b)Assessment of corpo- mation, ¢) Assessment of controls, ¢) Filling out
plications, d) Identifying rate risk arising from the threats, vulnerabilities action lists.
information criteria use of these systems, c) and existing controls, d)

g fearinn afrk e indnr Assessment of residual
mation system risk.
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Figure 5.2: SPARK: Flowchart with phases
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6.1 Evaluation of the quantitative model

Organisations have to determine appropriate protective measures to increase information security
levels. These measures have to be determined keeping an optimal allocation of resources into
account. These issues have been the discussion of the previous chapters. We have introduced
a computational (accounting) model based on loss expectancies and added it to a popular risk
assessment methodology named SPARK, forming one quantitative model.

Models (and accompanying tools), exist to assist an organisation in the above stated decision making
priveess by giving a sinnplified representation of reality. Teas the decisions hased onoche model do he
valid, it is essential to understand which models are appropriate for what kind of situations. The
quantitative model has to be assessed and evaluated to ensure that decision-makers understand the
strengths and weaknesses of the model [96].

Rue et al. [96] go on explaining that every model has its own characteristics. In order to be able
to assess and compare the different models they have constructed a framework to evaluate the
approprigleness of The decivion supporiiog models inspecifoe sihsdions, This rameweork iy as
depicted in Table 6.1 . In the following paragraphs, the characteristics will be explained in further
detail and put against the quantitative model as given in chapters 4 and 5.

Type or form

The computational structure and overall approach of the model give it it’s type or form. The struc-
ture supports the way the model is applied and determines what kind of inputs are needed, how
computationally complex the model is and, for example, if the model is deterministic or stochastic.

The quantitative model we have introduced in the previous chapter applies accounting principles to
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Table 6.1: Framework for classifying models of information security economics (based on [96])

[ Characteristic | Description |

Type or form The class of model and its mathematical/computational struc-
ture

History and previous applications ‘When and for what purpose the model was originally developed
and where it has been applied successfully

Underlying assumptions Tnemides zimplitiearicns reade menalsle 2azier applicaran

Decisions supported by the model The types of decisions that a decision-maker would be able to
substantiate through proper application of the model

Inputs and outputs The quantities or attributes that the model manipulates

Parameter and variables Elements that affect the way in which the model transforms in-
puts to outputs

Applicable domain and range Temporal and physical ranges of inputs, outputs, parameters,
and variables that the model describes

Supporting data Evidence that the model accurately represents the phenomena
of interest

inlmmmaliom secunily. A basic secandly mnclion is doalined which inkes inlormalion seeorly cxppendi-
tures as an input and gives increased security levels as an output minimizing expected loss. Parts of
the model are deterministic in nature and the model applies a binary knapsack algorithm to come
to the most optimal solution. The knapsack problem is one of the easier NP-hard problems [36, 88]
that can be solved in pseudo-polynomial time by either branch-and-bound algorithms, dynamic
programming, or a combination of both [70].

History and previous applications

The ALE accounting model on which the model in this thesis is based, has a rich history in other
sectors. Before its usage in the information security sector, loss expectancies were already a frequently
used tool in the determination of risk in other sectors such as the accounting and the insurance
seclor. These indisivies are influencing in lormeadion risk mamagement by olTedng inlomalion risk
insurance policies, insuring an organisation’s losses from information security breaches [39].

More information about the history and previous application can be found in Section 3.5 .

Underlying assumptions

Thuring the comsiueiion of the quandilalive mode] corlain assamplions wers made which imfToonee
the model and its applicability. Our model considers independent vulnerabilities and independent
threats to form cumulative threats to assets. It is assumed that a cumulative threat can be mitigated
by two scenarios. By making security investments:

1. We make the asset less vulnerable, and/or
2. We lower the threat likelihood.

With a cumulative threat potential being formed by a threat likelihood and a vulnerability exploitation
likelihood as shown in eq. (4.11), we automatically make an assumption about 2 special scenarios.

1. When the threat likelihood equals 0 (P(£) = 0), there is no threat to an asset and cumulative
threat will equal 0 (P(c) =0)
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2. When the vulnerability exploitation likelihood equals 0 (P(v) = 0), the asset is considered to be
invulnerable and cumulative threat will equal 0 (P(c) = 0).

These scenarios can also be found in Fig. 4.1 of Chapter 4.

The quantitative information security model as given in this thesis, assesses the organisation at one
single moment in time. It is a so called one-period model [96]. We assume that security investment
decisions can be made based on a snapshot of the current situation. Effective use of the model
therefore requires an iterative approach, with a high frequency given the rapid changing environment
of information security [109].

At some points during the construction of the current model, simplifying assumptions were made
with regard to additivity and independence. For example eq. (4.1) in Chapter 4 assumes that loss
amounts can be added-up. This might not always be the case and is an issue that should be taken
into account upon using the model.

Decisions supported by the model

The model takes a quantitative approach to information security risk management and gives means
for a meaningful interpretation of the effect of risk mitigation. Additionally, it helps in determining
the aplimal visk miligation sivalegy by giving means Do lingd amooplimnal alleosed sel ol miligalion
plans under a budgetary constraint.

Inputs and outputs

The quantitative model uses a variety of inputs. We distinguish:

¢ A collection of independent business processes, applications and information assets.
» Loss amounts aggregated over the assets, applications, processes and organisation.

e For each application, a calculation of the risk at hand, by assessing threat likelihood and
vulnerability exploitation likelihood.

¢ The function that calculates annual loss expectancies to show relative increases in information
security level.

The model considers disjoint sets of information assets to calculate loss expectancies. For the model
to be usable, the organisation should be able to identify these distinct information assets. The same
goes for the business processes and applications; they should be modelled as disjoint sets in order
for the model to work correctly at this moment.

Loss amounts, or value of the assets need to be estimated. Even though the model only supports
an indication of relative improvement on this moment, an attempt should be made to estimate the
vilues weil boa highe conlidenee Tl wnd e isrgin ol errar This weay, The moddel will bee o bl ler
representation of the reality and provide better results. Consider the situation where an information
asset is strongly under-valuated relative to the other information assets. This will immediately
inlluenee The lows expecianeies, sspecially under inereasing risk. 110 is therelors desinhble Thal (he
value estimations are at least correct in relation to each other.

55



6. EVALUATION

The same gocs lorthe rslimalion ol valnerabililies and theeads o e asseds This can be eery diflicali
in the rapidly changing environment of information security. This calls for uniformity in the method
to assess these vulnerabilities and threats which is given by phase 2 of the SPARK process.

The information security function as proposed in the previous chapters is very general in nature,

rnaking i il For general use The anmual loss especianey approach is o comemon gpprosaeh o dmaena)
economic analysis. The function captures security levels based on these monetary loss expectancies.
EAremedary loss expechineies can represent @ gredl parl ol the real-veerld situatinms aned easily D in

budgeting activities. In some situations, monetary loss expectancies might not be representative of
the real-world situations. Take for example the girl who called the people who had done the HIV tests
falsely telling them they were tested positive (see Section 3.2 ). The losses incurred in this situation
are hard to quantify. What value would be put to a loss in reputation? These situations should always
be kept in mind when applying the model.

Given the inputs and the security function, the model provides an organisation with relative levels of
security. The accuracy of the model therefore depends on the quality of the inputs and the correctness
of the security function. The security function gives a decreased risk on lowered threat likelihood and
vulnerability exploitation likelihood. It does this, not taking interdependencies into account between
the elements of a set of threats, vulnerabilities and mitigation plans (independence). For example,
mitigation plan x may totally mitigate vulnerability y but introduces a new vulnerability z. The
model in it’s current form does not take these interdependencies into account. This is a purposely
introduced limitation that should be kept in mind on applying the model.

Parameters and variables

On this moment the quantitative model calculates loss expectancies based on CumThreats and
information criteria. Losses on a certain information criterion are modelled by using CumThreat
type toggles. A toggle is set if the CumThreat can cause losses on a criterion. It is assumed that these
toggles do not change when working from a current to a future situation.

Other variables (and dimensions) are used for the characterization of threats and vulnerabilities.
These variables have to be changed over time to accurately describe the threats and vulnerabilities.
By using a Bayesian network, our example has the possibility to automatically update values of
variables upon the introduction of new information.

Applicable domain and range

The quantitative model is to be applied to an organisation that has information assets of value and
resources to protect it. Additionally an organisation needs to take into account:

e The value of their information assets (represented as monetary value)

¢ The vulnerability of their information assets (represented by a probability)

¢ The likelihood of a threat manifesting itself (represented by a probability)

e The effectiveness of the safeguard/mitigation plan (represented as decrease in loss)

¢ Means for determining a correct approximation of the real world scenario with the model

¢ Optionally: The values of certain threat characteristics (approximating threat likelihood)

e Optionally: The values of certain vulnerability characteristics (approximating vulnerability
exploitation likelihood)
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Supporting data

The quantitative model in its current form is rather simple. This has the merit that expected losses
can be aggregated, which is much simpler than aggregation of other risk related quantities based on
loss variation per event and distribution functions [66]. Expert interviews on usability requirements
indicate that this simplicity is desirable in order to create a workable quantitative model in a rapidly
changing environment that allows for meaningful aggregation.

Solid empirical evidence that this accounting model correctly represents the situation under research
s dilTieml o find. Tvidener cam be somghi i beeoe dilTerent divections.

1. The application of the same or similar models in practices other than information security.
This van st The rerits aned Mawes of The mcodel inather praciices, 1S beoeecer onsune il These
cases may be directly translated to the information security practice.

2. The application of slightly different models within the practice of information security. Even
though most approaches on risk assessment in the information security practice are qualitative
in nature, attempts have been made to work towards a more quantitative model. Examples
of this are the ROSI and ROISI models [74, 82]. Although there are similarities in the taken
approach, these ather models are meore specilic in applicalion and This woald theorelically

limit general applicability.

Even though studies have been done on both the translation of similar models from other practices
(e.g. [10, 34]) and different models from the same practice (e.g. [35, 114]) to the model as discussed
in this thesis, this can not be seen as evidence of a correct representation.

6.2 Strengths and Weaknesses

Making the strengths and weaknesses of the quantitative model explicit will create a better under-
standing of the model for future developers and practitioners [96]. In order to do so, Rue et al. [96]
use seven guiding principles inspired by a methodology used to compare different projects in terms
of greenhouse gas emission reduction [41]. The choice of this methodology might seem illogical at
irst, b Hhere sare rmaney umelerlying similaries. As Tnoour inlorom ion securily reedel, seamomie
investments have to be made in projects countering a phenomenon. In a same way, the greenhouse
gas protocol takes into account vulnerabilities, threats and risks that possibly require an extensive
analysis.

The following paragraph discusses the seven guiding principles from Rue et al. [96] and applies them
to the model as developed in this research paper.

Is the model relevant? Does the model use data, methods, criteria, and assumptions that are appro-
priate for the intended use of reported information?

The model as presented in this thesis uses basic elements as independent threats, indepen-
dent vulnerabilities, losses and mitigation plans to come to an output. The output of the model
is only relevant in relation to other situations where the same calculations are made using the
same model. Dependencies and weighing factors are omitted for reasons of simplicity and in
avoidance of possible misleading assumptions.

Is the model complete? Does the model consider all relevant information that may affect the ac-
czoaunnbinegd sk equa rilication ol mccdel inpauds ancd ool pans o cormplere sl reoguiremesnisg
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The mcsd el 15 Timiled 1o quaniifliable inpals, Cperaling wilhin dhis imitation, the model
iteratively supports all possible scenarios. It is the responsibility of the party who executes
the model to make sure all relevant inputs are given to the model. It is made explicit how the
inputs can be delined and values can be collected,

Is the model consistent? Does the model use data, methods, criteria and assumptions that allow
meaningful and valid comparisons?

The methods and procedures used in the model will provide consistent relative outputs
that can be compared. This holds under the assumption that internals like threat likelihood
typing and vulnerability exploitation typing do not change between runs. If the internals are
changed (for example: new evidence is found indicating an increased vulnerability exploitation
likelihood), the calculation has to be done using the new internals. This includes all previ-
ously done calculations. If this is consequently done, the results give an accurate relative
representation.

Is the model transparent? [iocs the model provide clear and swllicienl indeimalion ler roviewers Lo
assess the credibility and reliability of a model and claims derived from it?

Depending on the actual implementation of the model, it should be transparent. Informa-
tion about the usage of the model is present, which allows for a review of credibility. Should
a developer decide to hide and protect some internals of the model, it should be properly
documented to maintain transparency.

Is the model accurate Does the model reduce uncertainties as much as is practical?

Uncertainties with respect to input measurements, estimates and calculations should be
reduced as much as is practically possible. Additionally, developers and practitioners have to
avoid bias in their measurement and estimation methods. This will increase the credibility of
the resulis ol The rmocdel 1000 TS knowven Thal acearacy s saeriliced along the vaty, s bl weell
documented and consequently done during an assessment. This ensures that the end results
will still be comparable, and that future uncertainty is minimized.

Is the model conservative Does the model use conservative assumptions, values, and procedures
when uncertainty is high?

As is also discussed in Section 3.7, the impact and results of the quantitative model should
not be overestimated. Nor should it be used for transfer of responsibility. Conservative values
are those that are more likely to underestimate than overestimate changes from an initial
situation. When there is uncertainty, and when the costs to reduce this uncertainty are not
worth the increase in accuracy, conservative estimations are favourable.

Does the model provide insight? Does the model clearly state the nature of the insights that are
provided by the model?

The model serves to provide a means for decision makers to get insight in, and control
over a gap between an initial and a desired state of information security. The outputs of the
model are of no use on their own. They get their meaning in relation to the other outputs of
the model.

6.3 Usability Requirements

The interviews as described in Appendix B resulted in, amongst other things, a list of usability
requirements (see: Table B.2). They were taken into account upon developing the quantitative model.
In this section the most often heard requirements are discussed and put against the quantitative
model to evaluate its conformance to the given requirements.

58



Usability Requirements

R1:

R2:

R3:

R4:

R5:

R6:

R7:

R8:

R9:

The model should be built on (or be) a publicly available, proven standard.
The quantitative model itself applies basic mathematical constructs to link together the com-
ponents. The underlying structure is publicly available and has proven itself to be suitable in
other sectors. This does not directly mean that it is suitable in the information security practice
aned should Tae tested litsl. Thidng the miripalion plan so consiruclinm phase, conlroel sols
are fenmned. These may be made from conlrds as specilicd by the arganisacion flsell, o rom
controls from some standard. In the last case, the set might not be publicly available.

The model should not be a black box.
The comapenenis used in The guandilalives rmodel are allidentilable ard their relalionships ure
defined. Uhe el itsel s B froem a black boss Hossever, o practilioner migho wishodoe build s
tool on this model which will hide parts of the components. This issue is out of the scope of
this research. This open nature of the model gives possibilities to validation of the methods
used, but also gives the possibility for practitioners to ‘tinker’ with the internals, causing a
breach in the model’s integrity.

The wroded vhanld gine crresisiens, perifiob e cnsuers,

When internals are kept constant, the quantitative model should give consistent answers. The
open nalure allows [or the verilication of the process W cooic 10 a0 amsewer,

The model should not attempt to work towards a solid claim of loss and damage.

The output of the security function is a decrease or increase in relative security level. The
gquantilabive edel makes no claims e precise loss, predil or domage. T only deseribed roladive
improvements.

The model should have a clear focus and should not have too wide a scope.

The quantitative model has a limited scope of organisation wide information risk assessment
and focusses on business processes, assets used in the business processes (and their value),
vulnerabilities to the assets and threats to the vulnerabilities.

The model should not be too detailed.

The level of detail is up to the practitioner choice. When making decisions on abstraction of
variables, one must document the abstractions and have evidence that the abstractions are
valid. A pil lall ol the quaniitalive model coald Te to dedine g seiz ol variables. Cheersighl canlae
lost and the model will suffer from fallacies as experienced in earlier generation methodologies
(see: Section 3.5).

The model should be fast to apply with low assessment costs.

For single situations, the calculations can be done manually. Given the number of variables,
the model soon becomes infeasible to handle manually. When this is the case, some sort of
automated tool (e.g. a Bayesian network, Appendix F ) might be used which will cost resources
to acquire, implement and use. The unavailability of the necessary data might inhibit fast
application of the methodology and may also require an organisation to introduce changes in
their information management process. In such cases, assessment costs will rise.

The model should be as simple as possible.

The quantitative model as described uses basic components found in risk assessment practices.
They should come as no surprise to practitioners who should be able to handle them.

The model should be easy to understand by management.

The quantitative model stimulates intra-organisation communication as described earlier in
Chapier 4 Teesulis consist ol relalice impoeeerneni Gigares peer iniligalion plan and repors on
Ihe domain inwhich The Tipores are applicabbe (e boundaries, sssumpiions). Swareness is
an important part of the risk assessment process.
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6. EVALUATION

R10:

R11:

R12:

R13:

R14:

R15:

R16:

R17:

R18:

60

The model should have a visual component.

The quantitative model as described in this research does not explicitly dictate the usage of a
visual component. A suggestion is made to use Bayesian networks to structure and solve the
problems. This remains an issue to be solved by the practitioner at this point.

The model should be usable from a strategical level to an operational level.

The information used in the risk assessment process originates from business processes that
span all layers ol tThe organisalion [sre s 16 and (057 This makes The risk assessmen) a vessel
of communication and a tool assisting in awareness.

The model should have a notion of an information security baseline or minimal level of security.
The quantitative model as given in this research has a notion of an ‘as-is’ situation and com-
pares this to a hypothetical future situation. This approach is as discussed in Chapter 1. An
organisation has the possibility to build scenario’s without countermeasures, with an informa-
tion security baseline in place and with extra controls in place, which can then be compared in
terms of relative effectiveness.

The model should be aimed at business processes and information systems, with a possibility to

Jiradd elrealors,
The quantitative model does indeed consider business processes and information systems
in the roadest way ol 1he delimition [Thal is, ned Timdled e applicsliions, baal also aldng inlo
account information, infrastructure and people as shown in Fig. 3.3 ). The possibility of clusters,
in terms of interdependencies, is not part of the model on this moment.

The model should keep a note of ‘blind spots’ and weak points.

The shortcomings, assumptions and limitations of the model as described earlier in this chapter,
should always be taken into account and communicated to the parties held accountable for
the decisions based on its output.

Tl verereded alunnaded T thre powsilialile Ine erbort e e tification i the guadilalive approark
sharrld sirffice
This requirement assumes that a quantitative risk assessment is a logical follow-up after a
qualitative risk assessment. This need not always be the case, but seems a logical assumption
in practice. In the SPARK example as shown in Chapter 5, this was easily done by creating two
different tracks of respectively a qualitative risk assessment and a quantitative risk assessment.
When properly implemented there should be no problems on falling back to the qualitative
risk assessment. Accountable parties do have to be informed of this decision, the reasoning
behind it, and its implications.

The model should have a pragmatic approach.

The quantitative model addresses a problem as found in the every day practice of information
security professionals. It is up to the practitioner to mould the methodology to his desire. As
the model is built on the requirements set by the information security professionals, a certain
degree of pragmatism can be assumed.

The model should be able to handle a rapidly changing environment.

The quantitative model supports a rapidly changing environment by being iterative in nature.
The Bayesian network example of Appendix F has the possibility to real-time update values
throughout the network upon receiving new information.

The model should retain a link to reality.

The link to reality should always be kept in mind as the model should be a representation
of the reality. On one hand there are the limitations that break the link to reality by not (yet)
considering dependencies between system components. On the other hand, uncertainty isa
part of the model.



Usability Requirements

R19: The model should be aimed at creating awareness.
The primary objective of the quantitative model to get insight in and control over a gap between
a current and a desired state with regard to information security. This insight in the gap is a
step forward in awareness. Also, the participation of people of all layers of the organisation
stimulates communication and raises awareness.

R20: The model should prioritize, not prescribe.
The quantitative model gives relative improvements in information security as an output.
It does this by comparing mitigation plan sets on their effectiveness. A mitigation plan set
indicated as ’optimal’ will consist of a certain amount of mitigation plans. Practitioners then
have Ly decide i this seludon is desitable or i the plans necd medilicalion. I the plan is
acjusired, il should e werilied onee more against the model o ascrriain the rosalis,

R21: The model Should have a notion of time.
Due to simplifying design decisions, the element of time was not explicitly included in the
model. Time dependencies would have made the initial model too complex. Time depen-
dencies can be implemented in later stages of development to let the model more accurately
describe reality.

Conclusion

As can be seen, not all requirements can be fully met by the quantitative model on this moment. We
can make a distinction between between requirements that cannot be covered because of a fallacy of
the approach taken in the model and requirements that cannot be covered by the model on this very
moment because of time and scoping constraints. The latter reason dictates that some requirements
might be covered in the future but for now remain future work.

Most requirements that were not met involve (complex) dependencies of internal components.
Requirement 13 (clustering processes and assets) and requirement 21 (time dependency) are good
examples of such requirements. These requirements mainly follow from the ‘link to reality’ require-
ment (R18). It is up for discussion up to what level the model should represent reality and where
simplifying assumptions can be made.

CHher resquirernenits reguire al lest soms Tormal andforempiricid Toemeol verification o be poostlively
marked as ‘met’. Examples can be found in requirement 3, 7 and 16.
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SUMMARY AND CONCLUSION

In this chapter we will look back at the research as performed in this thesis. Firstly, issues are
discussed in combination with the context in which the research takes place. This section is followed
by a section discussing the contribution of this thesis on solving the stated issues. This chapter is
ended by concluding remarks and a discussion on future research.

7.1 Context

Chapter 1 described how organisations are struggling to get a good grip on risk issues and risk
management processes in spite of the fact that they are aware of a need for better risk management.
Increased losses on information security give the organisations reasons to worry but little research is
available to these organisations to get a grip on the situation. Meanwhile, the advances in technology
ensure a complex and rapidly changing environment which calls for more rigorous approaches.
Standard security solutions

Current practices in residual information risk management seem to favour a qualitative approach
which is cosy e lastin applicalion Bl lacks The supron of rigid Opures. This may make the ap-
proach considerably subjective and/or imprecise in the eyes of senior management. Nevertheless,
the ease of application, combined with the expected cost and complexity of the quantitative ap-
proach makes the qualitative approach an often used and valuable approach to information risk
management.

The bad reputation of the quantitative approach originates from the time when the approach was
considered excessively complex, unable to successfully deal with uncertainty and based on informa-
tion that was sparse. However, times are changing and more modern (quantitative) approaches, aided
by the same lechivdogival advanees as discussed earlizan can overeome [seame o) The Taves ollihe
earlier generation quantitative models and be a valuable addition to an organisation’s (information)
risk management toolbox.
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7. SUMMARY AND CONCLUSION

7.2 Contribution

The objective of this research was to come to a quantitative approach that helps an organisation
get insight in, and control over their residual information risk. By working towards this quantitative
approach we attempt to create an understanding of the applicability of quantitative models in
residual information risk management.

The process of working towards this quantitative approach entailed giving answer to the question of
what makes a quantitative approach practical and usable. Within this process we combine a suitable
craalitalive] e thodology wilh o filing compulanionad meilod.

A suitable (qualitative) methodology was selected by constructing a comparative framework (Ap-
pendix D ) based on an extensive literature review (Appendix C ) and expert interviews (Appendix B ).
The comparative framework gives an overview of the existing methodologies and their characteristics.
Based on certain usability requirements given by experts and suitability requirements derived from
Information Risk Management research, methodologies are compared and selected (Appendix E ).

Taking a similar approach, an applicable computational method was selected. This method needed
to be practical and workable but also have the possibility to be combined with the methodology
of choice. For this, existing computational methods were found during a literature review (Chap-
ter 3 ). Characteristics of the methods were compared to usability requirements originating from
cxeprrls m the Geld (Appendix [ and reguiremenis mwelaled o the compalibilitg waith dhe methodology.
Eventually, an ALE approach was chosen and motivated (Chapter 4 ).

The ALF approteh d bl wans chiesen lirs) neecded Do be adapied o b corm padibele o The melhodohy
In its original form it was too limited to accurately describe the components of the methodology. A
revised ALE approach, now making a distinction between threats and vulnerabilities, was constructed
T Gl ihre compalibilily requiremienis. Making use ol o Rayesian nelw ork-1ike represenial iom with
camulalive threals (Chapler A ), which comsisd of combined threars ond volerabilities, definilions
were given for the calculation of current and residual information risk. By translating ‘risk mitigation
under a budgetary constraint’ to a multiple-choice binary knapsack problem, we make the initial
problem quickly solvable.

Structuring the problem as a Bayesian network gave us the possibility to easily calculate the cumula-
tive threat potential of threat-vulnerability combinations under a certain amount of uncertainty. The
sound mathematical structure of conditional probabilities from the Bayesian network, combined
with its intuitive visual representation, give the practitioner the building blocks needed to analyse
the possible scenario’s and act accordingly (Appendix F ).

The (SPARK) methodology has been analysed in detail (Chapter 5 and Appendix G ). The computa-
tional method, that was made compatible with the every day residual risk management practice has
been added Toothe worldNow of The SPATTR methaodology Floweharis hase been erealed o show biow
the computational method can be applied within the methodology and what needs to be changed in
order to facilitate this insertion.

The leerme ol Thee yuantitalive mieddel has e eva luatad by wsing o liamesseork Tor e classilicalion
and comparison of models that discuss security investments and related decision-making activities.
This approach allows for quick comparison between models. Additionally, the internals of the
quantitative model have been evaluated by discussing 7 guiding principles. From this, the strengths
and weaknesses of the model are derived.
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Conclusion

The complete quantitative model has also been evaluated on the coverage of the usability require-
ments as derived from the expert interviews and the literature review. Distinction was made between
problemas thal are inherra 1y Tinked tooihe wsage ol This speeilic model, and problems Thal com he
addressed in the current model but remain future work.

Together, the above named elements formed the foundation for understanding the applicability and
possibilities of using a quantitative approach in residual information risk management (Chapter 6 ).
A start was made working towards a quantitative approach that can help an organisation get insight
in, and control over their residual information risk.

7.3 Conclusion

The research shows that it is theoretically possible to take a quantitative approach that helps to get
insight in, and control over the residual information risk of an organisation. Within boundaries
we can conclude that the quantitative information risk assessment can be a valuable activity to an
organisation desiring this insight, control and alignment.

The presented quantitative approach to information security risk management can give a meaningful
quantitative interpretation of the effect of risk mitigation and allows for determination of the optimal
risk mitigation strategy under a budgetary constraint. In the presented approach we make no solid
claims of possible loss and damage to an organisation. The results are meaningful in relation to each
other. Nevertheless, the results of the approach will be of higher quality, and have more meaning, if
thrnpuds ave sullieiend Ty aerrale,

The fallacies of the earlier generation models can be overcome. The infeasible proportions of the
assessment task of earlier generation approaches can be (partly) compensated by an increase in
rough compuiing power and by making wse of more cdlicient sysiem modelling 54611 the balanee has
to be kept between model simplicity and a faithful representation.

Simplicity of the presented approach allows for a gradual learning curve making it an endeavour not
limited to statistics veterans in large multinationals. Depending on the complexity of the situation,
the approach will take a certain amount of resources. While some organisations will just have to
perform the assessments to legally prove they are ‘in control’, other organisations might have the
choice of participating in a quantitative analysis or not. These organisations might want to review
the added value over a less intrusive qualitative approach in their particular situation.

The quantitative approach taken in this research allows to reason under a certain amount of un-
certainty. This is different compared to the earlier generation models as not all information has to
be known beforehand to get meaningful results. The unavailability of (sparse) data, or calculations
where estimations are used, can have an impact on the eventual accurateness of the approach. When
accuracy is (very) low, the quantitative approach might not provide enough added value compared
to a qualitative approach and might not justify the added expenses.

Carefully taking the merits and drawbacks of the approach into account, a quantitative approach
such as presented in this thesis can be a valuable addition to an organisation that wants to increase
the insight in, and control over their residual information risk. Taking this approach, decisions on
inlormalian securily can be supporied by aeiaal Ngures hased oncesisding dabs This will siengihen
the position of the information security management practice in the boardroom.
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7. SUMMARY AND CONCLUSION
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Figure 7.1: Risk Management Framework using Insurance, based on [40]

7.4 Further Research

There is still much research to be done on the topic of residual information risk management. The
research at hand is built on requirements set by experts and key literature sources. The actual
correctness of the approach and compliance to the requirements need to be tested in practice.
This requires the formal validation of the methods used, and the integration and application of the
approach in real life situations.

Alomg the lines ol model validalion we can disouss ihe issue ol whers iooond the simplified reprosen-
tation of reality in our model, and where to start the realistic representation of the complex situations
in real-life. Further research has to provide insight in this balance between model simplicity and
reality complexity, optimizing the quality of the model’s output.

Other further research can be sought in the nature of quantitative models. As they are based on avail-
able information and uncertainty, the availability of high quality information is important to get high
quality results. If an organisation should require the usage of quantitative approaches to information
risk management, it should carefully analyse what data is available. If higher accurateness is desired,
the organisation might have to invest in services that can provide in this need of information. This
rewaites further research on the inflluence ol an organisalions (infommation seourily) malun iy level
in relation to the level of accuracy supported by a quantitative model.

In another attempt to increase information accuracy and availability, one might decide on the (global)
collection of risk information. The availability of information is increased by the combined data
collection of participating organisations. Accuracy of the information is increased by having more
reports on one event. Herein lies another problem: Are organisations willing and able to share
information that may indicate failure and/or weakness? This behavioural research can maybe build
further one previous research done in the insurance sector.

In this research we have discussed different risk treatment options. Figure 1.3 shows that we can
avoid, mitigate, accept and transfer risk. While risk avoidance, mitigation and acceptance have been
discussed in the earlier chapters, less attention was given to the transfer of risk. Gordon et al. [40]
incorporated risk insurance as a transfer strategy in (cyber-)risk management as shown in Fig. 7.1.
Additional research could provide insight in how to incorporate risk transfer strategies as an option
in a general quantitative risk management model.

All in all, there is much future research to be performed. Chances are that this remains the case as
the practice is constantly subject to change. With this thesis an attempt is made at addressing a small
part of the issues experienced during the every day management practice of information security.
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APPRNDTY

ENTITY RELATIONSHIP DIAGRAM

In this thesis a great amount of terms are introduced for all relevant elements. The Entity Relationship
Thagram oo Tiao A gives a sitaplificd representalion of the masd imporian] olenrnis [63]. Not all
elements and relationships between them are documented. This would make the entity relationship
diagram unnecessarily complex.

Husiness Poooss Cxgantzaiicn Enderprisz

Gta e nolder Concam Sacurty
Pririzly

Car oz el by '

Thraeal Ayunl Coumk madsury Milirslivn Flan

Vidneraollity

Figure A.1: Relationship between thesis elements
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Elements

Organisation

“An Organisation is a distinctive type of social form in which professionals share in the determination
of goals and standards” [45].

e Has various Stakeholders.
e Has an Enterprise (Security) Architecture.
e Contains Business Processes.

Enterprise (Security) Architecture

An Enterprise-wide architecture has to do with bridging the gap between strategy (stakeholder
expectations) and implementation [64]. An Enterprise Information Security Architecture aids an
erlerpise in proleclting the conlidentdialily, integrile and availabalily o Their assels, B belpsio creale

an understanding what threats there are to information assets are and how to allocate resources to
combat these threats [61].

e Aids the Organisation in uliilling Stakeholder expectations.
e Contains Security Principles.

Stakeholder

“Any group or individual who is affected by or can affect the achievement of an organisation’s objec-
tives” [15].

e Are grouped in an Organisation.
e Value Assets.
+ TTawve: spuenific Concerns.

Concern

Consideralions ahoul w systerme Usoally sriail wspecis ke comiddaenifalily, indegrity and availishility.
Has a close relationship with security, “which has etymological roots in ‘se’ (without) and ‘cura’ (to be
concerned about)” [31].

e Considerations Stakeholders have about a system/organisation.
« Resull im the specilicalion ol Security Principles.

Security Principle

Fundamental, primary, or general law or truth concerning security, from which others are derived
[42]. Part of this is the information security policy which is the foundation of all information security
implementations that occur in the organisation [34].
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¢ Are embedded in the enterprise security architecture.
¢ Are derived from security concerns from stakeholders.
¢ Take risk into account.

¢ Are met by mitigation plan(s).

Business Process

"A [Tasiness) Process is simply o siruciure:d sel el actidlies desipned o produce a specificd ouipal
for a particular customer or market. It implies a strong emphasis on how work is done within an
organisation, i cemirial 1o o prrocdurd s Tveus on owhal . A proeess 75 Thus a specilie ordering olwork
achvilics aeross e and plaee, wilth 2 beginming, and end, andd clealy identifed inpats omd oupuis:
a structure for action.” [12].

¢ Relates to how work is done in an Organisation.
¢ During the business processes, business Assets are used.

Asset

In [59] assets are shortly described as “anything that has value to the organisation”. The assets of an
organisation include physical assets, information, software, people and intangibles [59].

¢ Are used and produced in Business Processes.
¢ Are valued by Stakeholders.

e May have Vulnerabilities.

¢ Can be abused or damaged by Threat Agents.

Threat Agent

“A threat agent is a person or phenomenon that can make a threat manifest” [8]. Threat agents can
be natural or human. They consist of, but are not limited to, equipment malfunctions, shortages of
essential services, permanent staff and outsiders [8].

e Can abuse or damage Assets.
e Can manifest Threats.

Threat

A potential cause of an unwanted incident or event which may result in harm to a system or organisa-

tion. fneludes Chul s mod Timided ] compuorer-assisied Traud, espionags, sabaotape, vandalisem, lire or
Wrced |3, 5281,

e Exploit Vulnerabilities.

e Increase Risk.

¢ Are manifested by Threat Agents.

¢ Are protected against by Countermeasures.
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Vulnerability

A weakness of an asset or group of assets which can be exploited by a threat [59].

¢ Expose Assetsto Risk.
¢ Can be exploited by Threats.
¢ Are avoided or mitigated by Countermeasures.

Mitigation Plan

A plan that describes controls or countermeasures i:: inlluenie 1un organisation’s vulnerabilities and
thus risk exposure.

+ Tielines Countermeasures.
e QOriginate from an Organisation’s Security Principles.

Countermeasure

“Means of managing risk, including policies, procedures, guidelines, practices or organisational
structures, which can be of administrative, technical, management, or legal nature. Countermeasure
is also used as a synonym for safeguard or control” [7].

+ Avedelimedd in a Mitigation Plan.
e Manages Risk |hrcrugh inllueneing Vulnerabilities and Threats.

Risk

“A combination of the probability of an event and its consequence” [57]. “There is a potential for
enver I anied eonsequences Thal consiin e coporiadlies For benedil (upside] or threads e sueeess
(downside) [56].” This would mean the potential that a given threat will exploit a vulnerability
exposing assets to harm.

e Is taken into account in Security Principles.
e Is formed by Threats.



APPRNDTY

SUPPORTING INTERVIEWS

Thuring the coarrsre ol theoesearch, indomviows o leen given 1o experts i the Deld jooged cxracinpul
and insights on the subject of information security and the application of quantitative measures.
The interviews give support to the literature study that has been conducted. The description and
motivation of the research methods used are given in Chapter 2

The group of experts interviewed consists of CIO’s, security architects and advisers (or comparable)
Fromn dilTerenl secltors and Gilferen! counimies. Seclors idenlificd are governmeni agencics, linaneials,
telecommunication agencies and services (on both advisory and implementation side). This chapter
will shortly discuss the interview and the results. The structure of the interviews is given and the
questions asked are discussed and mapped to the research objectives and research questions.

B.1 Interview Structure

Introduction

¢ Short introduction of the research at hand
¢ Discussion of expert and his/her background
Organisation

Sector
Function and work area

Experience
¢ Description of context in which the questions need to be placed

Models and Methods on Risk Assessment

1. In your experience of Risk Assessment, which tools or methods can you name that you have
used?
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80 APPENDIX B. SUPPORTING INTERVIEWS

2. Which of the following tools or models a) sound familiar, b) have been used by you, and c) if
used; how would you rate the tool/model on a Likert scale if the statement was ‘This tool/model
iz very walunble for Tisk Assessmen s inothe piven conlext? The the ll-in lomm as shown in
Table B.1 .!

3. Considering the context as previously described, what are the main characteristics of the
tool/model you would like to use?

4. What characteristics would make the tool/model unusable in your opinion?

5. What level of detail would you like to discuss in the tool/model? What elements should it
address?

Ouantification

1. Considering the context as previously described, what metrics would be useful in a quantitative
model on Risk Assessment?

2. Please comment on the following statement from your own experience: “Most companies
are mature enough in their Information Risk Management process to support quantitative
measures”.

B.2 Question-Objective Mapping

The cxperl inlovicws” main goal is 1o seck answers o (he (ivs) o sels ol of Three) of research
questions. The third set of research questions will be answerable after the actual model is constructed.

The Tirsl sed ol guestions in theineriew addresses the objeclive ol selecting o suitable methodiolopy
to use in this research. As we can see in Section 2.2 we decomposed this objective into four different
research questions.

“Which methodologies for Risk Assessment exist and what are their characteristics?”

An answer to this research question is sought in the answers of question one and two. The respondent
is firsl asked o aswer gquestions regardding exisling (used] methoddologies Tom hisfher esperience in

Risk Assessment. This question mainly addresses the active knowledge of the respondent.

The second question, along with the form as shown in Table B.1, tests the passive knowledge of risk
assessnienl melhodologics per experl THa mcthodology is ki, i1 s Taielly diseassed.

“What are currently often used methodologies for Risk Assessment?”

In the previous question we mainly discussed the methodologies known to the expert. These may
include methodologies that are not directly used by the respondent or hear-say methodologies.
The answers of interview question one and two again should provide insight in this matter. The
combination of interview questions one and two give an answer to research objectives one and two
combined.

I The Likert scale: Strongly disagree, Disagree, Neither disagree nor agree, Agree, Strongly agree.



B.2. QUESTION-OBJECTIVE MAPPING

Table B.1: Fill in form, interview question 2.

Tool/Model | Known Used

Rating

A&K Analyse | yes / no | yes/ no

BIA | yes/ no | yes/ no

CCA | yes/ no | yes/ no

CORAS | yes/ no | yes/ no

CRAMM | yes/ no | yes/ no

DELAM | yes/ no | yes / no

DETAM | yes/ no | yes/ no

DREAD | yes/ no | yes/ no

EBIOS | yes/ no | yes / no

ERAM | yes/no | yes/no

ETA | yes/ no | yes/ no

FIRM | yes / no | yes/ no

FMEA | yes/ no | yes/ no

FTA | yes/ no | yes/ no

HAZOP | yes / no | yes / no

ITRMB | yes/no | yes/no

MAGERIT | yes/ no | yes/ no

Markov | yes/ no | yes/ no

MEHARI | yes / no | yes / no

MORT | yes/no | yes/ no

NORA | yes/no | yes/no

OCTAVE | yes/no | yes/ no

OCTAVE-allegro | yes / no | yes / no

OCTAVE-S | yes / no | yes / no

OSSTMM | yes / no | yes / no

OSSTMM-RAV | yes / no | yes / no

QSM Security Expert | yes / no | yes / no

RAF | yes/no | yes/no

ROSI | yes/ no | yes/ no

ROISI | yes /no | yes/no

SARA | yes/no | yes/ no

SMORT | yes / no | yes / no

SOMAP | yes / no | yes / no

SP800-30 | yes / no | yes/ no

SPARK | yes / no | yes/no

SPRINT | yes/ no | yes/ no

STRIDE | yes/ no | yes/ no

o|0o|O0|0O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|OCO|O|O|O||M

TRIKE | yes / no | yes / no

Oo|0|O0|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O]||DN

o|0o|0|O0|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|0O|O

Oo|0|O0|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|OC|O|lw

o|0o|O0|0O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|l @
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“What kind of information is concerned in Information Risk Management?”

This researeh guaesdion is mainly cosered by the amswser o dhe [N imderyiew question. Tn The Tilik
interview question the level of detail of the model is discussed along with the elements it should
address. This should give an indication of what kind of information is concerned in the Information
Risk Management practice, and to what extend.

“What makes a methodology classify as ‘practical and workable’ in practice?”

The main goal of this research question is to make the requirements for the eventual model as clear
as possible. Usability requirements are sought in the answers of interview question three and four.

The second set of questions addresses the objective of getting more insight in the computational
methods applicable for our model. Again this objective is decomposed into the following research
questions:

“Which computational methods for quantitative Risk Assessment exist and what are
their characteristics?”

Analogous to question one from the previous section, this question aims to broaden the view on
currently used quantitative measures in information risk management. Answers are collected from
interview questions six and seven covering possible metrics and measures for use in the quantitative
model

“What additional characteristics or requirements would a quantitative method need, to
make it practical and workable?”

In order to get a good overview of all the characteristics and requirements of the quantitative part of
the research, questions with regard to usefulness are asked. Where question six directly addresses
the usability criteria, question seven is aimed at provoking a discussion to identify possible hidden
requirements.

Summarized, the mapping is as given in Table B.2 .

Table B.2: Research question - Interview question mapping

| InterviewQuestion | 1 |2 [3[4[5|6 7]
Research Question
1.1 X | X
1.2 X | X
1.3 X
14 X | X
2.1 X
2.2 X | X
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B.3 Discussion of Results

As stated before, respondents originated from four sectors. In this section the results of the interviews
will be discussed per sector. The interviews have been made anonymous. The interviewed expert
will be addressed by ‘the respondent’ or ‘he’, not making any claims with regard to the gender of the
respondent. The answers are those of the respondents and not of the author.?

Results will be given on the usability (constraints) of the quantitative model. The answers to the
gueslion with regand D Thes idendilivation ol weailatsle and wsed mmethodolopies aod methoeds e

incorporated in the comparative framework of Appendix D and Chapter 3.

Sector A

The lirsd answer selariginatss oo rsspoodenl working as g inlornnadlion inanagement amd
security advisor at a local government agency. The respondent has over 10 years of experience on the
subject.

Regarding Models and Methods

The respondent from the government agency suggests the following characteristics. The quantitative
model:

1. Should be built on (or be) a publicly (freely) available proven standard (R1).

2. Should have a pragmatic approach (R16).

3. Should not be too detailed (R6). The model needs to have clear results that can be communi-
canleed Lol e organisationts marggemen, and shoakd non siall i the process alidendiliztion
of components. An optimum has to be found between detail and performance.

4. Should have a clear focus and should not have too wide a scope (R5). A wide scope will either
make the model cumbersome to handle or it will result in a model without organisational
impact.

5. Should be usable from a strategical level to an operational level (R11). As information security
operates on all levels of the organisation (Fig. 1.6 ), the model should be able to support all
levels from operational to strategical.

Regarding Quantilication

Interesting viewpoints are given on question six and seven of the questionnaire. The respondent
is sceptical on the usage of quantitative measures based on monetary values and states that when
everything is translated to monetary values, the link to reality is lost (R18). Additionally he claims that
most organisations are subject to an environment that is rapidly changing which makes quantitative
risk assessment relatively complex and unappealing (R17). A budgetary constraint also inhibits the
usability of quantitative models in this sector. Often, not enough funds are present to conduct a
serious and stalisiically useiul quanificalinm proeess (TEF)

2Even though efforts were made to represent the true contents of the interviews, in case of an error in interpretation,
full responsibility is taken by the author and the respondents can not be held accountable.
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Sector B

This answer sol repiresen iz the dewe ol The tespondends from the financial secier. Two respondeni s
were interviewed with experience as CISO at a bank. Both respondents report over 25 years of
combined experience in the sector.

Regarding Models and Methods

The regpondents from The lmancind secior saggzest the Tellowing charaeioristics, The quanlilalive
model:

1. Should not attempt to work towards a solid claim of loss and damage (R4). The model should
not make false claims of accurateness. For this, there is too much uncertainty in the practice of
inlorrmatiom seenrily which rcakes the resulis roeme Che onedel dilTicult o fake serious,

2. Should be aimed at business processes and information systems (R13), with a possibility to
lind clusters. The stroetoees and The compaonents shoolod e mede explicil.

3. Should have a notion of an information security baseline or minimal level of security (R12). It
should have the possibility to take the controls that are already present into consideration.

4. Should be as simple as possible (R8). A model that is too complex to use loses its attractiveness.

5. Should not be a black box (R2). Its workings have to be understood in order to validate the
model on its correctness of working.

Regarding Quanliflication

The respondent felivaies a desire o ripgichimesthods of quandificadion. On The same inile hie slales
bt apuand il on seill il Be sy, As There are componems Thal aee baed o guandilys indo monsary
units, one needs to have clear boundaries to the model. Management should not make decisions on
the monetary loss indications alone but should also be presented with indications of other possible
losses (e.g. reputation) (R14).

The resmlis necd do be verlinble, 1Thal s i done a second 1ime by adher people, The some resolis
should come up (R3). If one is to use numbers as 'return on investment’ one needs to use one strict
definilion af RO, Tedlorn lipures miphl preve 1o ineorporid e loo mueh aneeriainly' in the model,
emding up with figures 1hal aremayhe righi andd reproducille, bul areanusable hecause ol the high
level of uncertainty (R14).

Sector C

The third answer set represents the view of respondents from the telecommunication sector. The
rtin respomident s aowell respecied cerlilivd operation risk managemend ollicer sithoallilidhones in
business models and disruptive change management. The respondent has over 10 years of experience
in information security in the telecommunication sector aside from a history of communication
technology practices within the armed services.
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Regarding Models and Methods

The respondent from the telecommunication sector suggests the following characteristics. The
quantitative model:

1. Should be easy to understand by management (R9). Complex mathematical structures should
be avoided and the structures that are used should be logical.

2. Should have a visual component. Especially with regard to relationships between triggers,
cascading events, barriers, motifs and controls visual components are desirable.

3. Should be fast to apply with low assessment cost (R7).

4. Should take controls that are already in place into account and maybe provide a possibility to
use already Tdenilicd residual Ask figures hoth aceeple:d and unacecpied) (T2

5. Should keep note of ‘blind spots’ and weak points (R14). If present, the boundaries of the
model will be much clearer and decisions based on the results of the model will be better
founded. This also includes statements of uncertainty.

6. Should levee e possilyilily 1o alorl the gquantificalion il the qualilaive spproach should sa(Tiee

(R15).

Regarding Quantification

The respondent idicaies o discomlir weilh the wsape of 1O Gpures and relgied representalioms
because they can easily be manipulated and therefore lack credibility (R14/R3). The respondent is
clear when it comes to measures and metrics to use in a quantitative model. Metrics should take
note of:

Available budget

e Time frame

o Staff hours,

e Machine resources
¢ Acceptance criteria

Additionally it is stated that many organisations do not have the required skills to perform and
understand quantitative risk assessments. This, combined with the fact that the documents and
statistics required for the assessment are often not present, makes quantitative risk assessments
dilficuli (R7 /RS

Sector D
The last answer set originates from respondents from the services sector. Two respondents, one with

an advisory background, the other with a more implementation focused background, report over 20
years of joined experience.

Regarding Models and Methods

The respondents from the services sector suggest the following characteristics. The quantitative
model:
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. Should be aimed at creating awareness (R19). As stated by a respondent: “Awareness often is

e Tivsl slep o a good working informalion securly praciiee.”

. Sheould priorilize, nel preseribe (R2070 T should give an indicaiion on the benelis of eorlaim

miligalism plan, il hedlesible enough 1o o preseribe coviain counlorm casures. The model
needs to aid in the decision process, not be the decision maker.

. Should be easy to understand and easy to be made understandable (R8/R9). The party using the

model should be able to understand its workings in order to be able to make it understandable
to stakeholders of the organisation. If one is unable to clearly explain the workings, acquiring
management support will be hard.

- Shemald el lose irack ol the non-quaniillable aspects as ropulalion (710
. Should have a notion of time (R21). The rapidly changing nature of the environment gives raise

to a need of a notion of time. Sometimes measures taken will only work for a certain amount of
time, after which a new threat will occur.

. Should have a small footprint. It should be easy to acquire and perform with little initial

resource requirements (R7).

. Should be able to incorporate standards as ISO/IEC 17799:2005 and CobiT (R1). These stan-

dards provide a basic indication of control sets and are often mandatory for organisations who
want to prove they are ‘in control’.

Hegarding Quantification

It seems that scepticism on the use of quantitative risk assessment is also available in this sector.
One respondent seriously questions the possibility of a real pragmatic quantitative approach (R16).
Ancther dgsue idemlilied comes romn the Tacl tha 2 gquantilidive approach noight be possible o

apily, bl nind all coganisalions wAll be veady 1o reap thebenelins roma il A problem with regarsd 1o

gquantilicaiion is idenlificd addressing provenlive coniroels msk avoidomes] speci fically. This sivalegy

reuquites measures thal meded Liuee aneeriainly which maight be dilTiealrn.
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Table B.3: Usability requirements
Sect
rID | Description A|B|C]|D
R1 | Should be built on (or be) a publicly available proven standard. X X
R2 | Should not be a blackbox. X
R3 Shrald give rensistent, werfable poisaers, X | x
R4 | Should not attempt to work towards a solid claim of loss and damage. X
R5 | Should have a clear focus and should not have too wide a scope. X
R6 | Should not be too detailed. X
R7 | Should be fast to apply with low assessment costs. X X | x
R8 | Should be as simple as possible. x| x| x
R9 | Should be easy to understand by management. X | x
R10 | Should have a visual component. X
R11 | Should be usable from a strategical level to an operational level. X
R12 | Should have a notion of an information security baseline or minimal level of security. X
R13 | Shomald Te: aimed ar husic eass poocesses and infoamnacon sestere s, wach £ pesailziling t2 Ainc clustrs. X
R14 | Should keep note of ‘blind spots’ and weak points. X | x| x
R15 Shenaled b thee poszitality o absome Do nvificacoen il the ypralivaciee appmvaebshoo bl sorl oo, X
R16 | Should have a pragmatic approach. X
R17 | Should be able to handle a rapidly changing environment. X
R18 | Should retain alink to reality. X
R19 | Should be aimed at creating awareness. X X
R20 | Should prioritize, not prescribe. X
R21 | Should have a notion of time. X







APPRENDIX

METHODOLOGIES: LITERATURE REVIEW

This appendix gives the reader an overview of the tools and methodologies selected from the literature
review quickscan. An overview of the tools and methodologies found can be seen in Fig. C.1. The list
is by no means complete. Some tools and methodologies were intentionally left out because of:

¢ alanguage barrier,
¢ alack of (publicly available) documentation (often seen with proprietary methodologies),
¢ a proven unsuitability for this project; proven in prior research.

The: fellovwwing Teods are esamiples of maethodologies ideniificd buai Tell owi ol the roscarch:

e Amenaza IT Threat Tree Modeling System (resemblance to other tree methodologies)
« ATHES highly seclor sprailic)

e COBRA (like CRAMM but with smaller controlset)

e MARION (Replaced by MEHARLI, although still used)

e STIR (lack of (publicly available) documentation)

Other methodologies might have been forgotten, which can happen due to the nature of a quickscan.

89
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Methodologies and Tools

A en K Analyse

A Dependability and Vulnerability Analysis (A en K Analyse) knows its origins from the Dutch ‘Voor-
schrift Informatiebeveiliging Rijksoverheid’ (VIR) where it was decided that a dependability and
vulnerability analysis was mandatory for each and every information system and liability area. In
the latest version from 2007 [4], this requirement has been canceled but the methodology remains
important.

The A en K analyse methodology has the following characteristics [49]:

¢ Gives a company detailed insight in their risk exposure and controls.

o ThiMienall amdd e comsuming endeavor [piven thad am anabysis has 1o be done onoench and
every information system and liability area).

« Fractically frapaossilale de Ul withoul using a pood saulmmaied 1ond.

BIA

A BIA, or ‘Business Impact Assessment’ is a method of determining the possible business impact that
an organisation could experience as a result of an incident that will compromise the information
in a system. The BIA methodology has been designed to analyze information risk in systems (e.g.
business applications) and not in other environments (e.g. networks), which severely limits its formal
application domain.

The Business Impact Assessment is preferably done in a workshop, with relevant representatives
in role and function, in order to get a complete overview which can be presented to the senior
management. The BIA method can be used as a standalone method, but it can also be used to
support other methods (e.g. IRAM) [22].

Note: In the area of risk management, the abbreviation BIA can also stand for Business Continuity
Impact Analysis. Since this is more of an alternative to risk management instead of a risk manage-
ment method, it is not discussed in this paper and should not be confused with Business Impact
Assessment.

CCA

CCA, or ‘Cause-Consequence Analysis’, blends event tree analysis and fault tree analysis. CCA
combines cause analysis as described by fault trees, and consequence analysis as described by event
Irees. T b desdueiie e amed inductive samalvsis modhods ore wsed. COA has as goal theidentilicalion of
chains of events that can result in undesirable consequences by documenting the failure logic of a
system [10]. The CCA methodology is sometimes referred to as extended ETA and has the following
characteristics:

» Provides The e Tailore probuhd iy inos very caleubadion el Deient way, amd
¢ Does this for only one ‘challenge’ at a time.

« [ewigned oo slalie sysdeams, dillienli 1o mplemeni indynanic sysiem.

¢ Based on dependabilities (including time).
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CORAS

The CORAS methodology is a risk management process based on the standardized modeling tech-
nique UML. CORAS addresses security critical systems in general but puts particular emphasis on
IT security [6]- Tl cenmbines, adapis, relines and extends dilleren) moedhods Tor dsk analysis Hke TTA,
Markov and HAZOP. The CORAS methodology has the following characteristics [5]:

e Particular focus on information and IT security.

¢ Based on a standardized modeling technique.

¢ Possibility to incorporate different standards such as the AS/NZS 4360:1999 [25] and ISO/IEC
27001:2005. [58]

Publicly available and stimulates user interaction with for example an assessment repository
and the possibility to make use of reusable elements.

CRAMM

CRAMM, or ‘CCTA Risk Analysis and Management Method), is a best practices method providing
guidance for various standards as BS7799 but also the newer ISO/IEC27000 series. CRAMM provides
means for determining the likelihood and impact of threats on assets which are then used to calculate
the risk value for each threat to all the assets [1]. The CRAMM methodology has the following
characteristics:

e Based on best practices.

e Makes use of both qualitative and quantitative measures but cannot be considered a quantita-
tive method.

¢ Considered to be a heavy-weight for most purposes, even though the general q uestionnaire
base is relatively simple.

¢ Foundation for smaller methodologies like SPRINT and SPARK.

DELAM

DELAM, or ‘Dynamic Event Logic Analytical Methodology’ (sometimes referred to as DYLAM) is
a methodology that explicitly models time, process variables and system behavior. It is useful for
the description of behavioral system scenarios and reliability assessments with a special focus on
temporal events [48]. The DELAM has the following characteristics:

e Particularly suited for situations where time is of importance.

+ Trohlem-specifie, meaning thal a Gilereni sitaalation has o he made for coch problem.

¢ Requires a large amount of input data (e.g. probabilities of a component being in a certain
state, dependencies, state transition information).

DETAM

DETAM, or ‘Dynamic Event Tree Analysis Method), is a tree-based methodology for scenario’s. It is
strongly time/state-based which means that it is basically a normal event tree but with allowance
of branching at different points in time. A DETAM analysis provides in a causal model for errors [2].
The DETAM methodology has the following characteristics:
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e Flexible tree mechanism with time dependencies.
¢ Due to the time dependencies, in some situations, the causal model will quickly grow too large

to handle.
e Very suitable for tool based calculations, being a tree model.

DREAD

DREAD, which stands for ‘Damage potential, Reproducibility, Exploitability, Affected users and
Discoverability’, is a tree based methodology to threat modeling. DREAD is for example used by
Microsoft’s' .Net security framework. DREAD is primarily used to get an agreement on threat ratings,
clarifying the impact of the security threat and communicating them to stakeholders.

EBIOS

EBIOS, or ‘Expression des Besoins des Objectifs de Sécurité’, is a methodology focusing on security
cbjectives, fivsl mlrmded Tor admindsitalions and mdusivies waorking with the Thelense Mindsiry
in France. It is a risk analysis method which aims to determine risks that threaten information
systems and aids in implementing data securing policies. It can be implemented by the organisation’s
security expert and it can be applied to all levels of an information systems. The results of an EBIOS
privvide The inlmmnalion regquired Tor sailing the seearly specifications ol the siadics systems. Ti
also contributes to a secure operating architecture [39]. The EBIOS methodology has the following
characteristics:

» Apeilically sees inlormativm securily a5 heclassie UTA Triad.

Closely follows national and international standards.

¢ Requires formalized organisation schemes, information security policies and general system
spocilicalions iohe elective,

Flexible in a way that it can be applied to systems under design and already existing systems.
Knows a select collection of ‘best practices’.

ERAM

ERAM, or ‘Enterprise Risk Assessment Methodology’, is a propositioned enterprise risk assessment
model mainly focused on system acquisition. ERAM tries to aid in identifying risks and potential
pitfalls early in the business system development life cycle to better ensure success. It should come
ag e sirprise thal 1175 o ool mneani Tor program managers (o delermnine the reol canse of specifie
problems. It gives the people making the program decisions insight without creating another latyer
of oversight. Additionally it gives awareness on both a strategic as an operational level [28]. The
ERAM methodology has the following characteristics:

¢ Has a clear distinction of the strategic level and the operational level (and calls this Big A and

little A decisions)
* Values awareness.
e Mainly adheres to The United States / DoD directives.
o Ts lasl aned Nexible, enabling bassiness systes bo lake advamlape ol emerging lechmology and

deliver business capabilities faster.

Ihttp:/ /www.microsoft.com
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ETA

ETA, or ‘Event Tree Analysis’, is considered a so called (inductive) Boolean Logic method. In cases
when the probability of an event is known from past experience, statistical data can be used if the
uncertainty in these data are acceptably low. In cases of rare events (which are nof uncommon in
information risk management, probabilistic failure models have to be developed [50].

FIRM

FIRM, or ‘Fundamental Information Risk Management’, is a methodology that aids in managing
enterprise-wide, low level operational information risk and was developed by the Information
Security Forum (ISF) [19, 20]. It was developed to meet the need for an effective means of keeping
information risk within an enterprise under control [35]. The FIRM methodology has the following
characteristics:

e Makes it possible to get the business involved in risk management with it’s focus on the
(monitoring of) effectiveness of information security arrangement throughout the company.

e Offers possibilities of executive risk reporting.

¢ After a company has established a good FIRM process, it needs minimal effort to monitor infor-
malion visk and doderep il ol The TR mathodolopsy s very Nexibile and can be applied inhoth
small and large projects and companies through a good scoping process and comprehensive
implementation guidelines.

e Simplicity is a key objective to the FIRM methodology and it does so by providing practical
tools to enable information risk to be measured and reported (e.g. FIRM scorecards).

FMEA

FME, of ‘Failure Model and Effect Analysis), is an inductive FTA-like approach. Inductive refers to the
fact that this method reasons from an individual case to a general conclusion. Inductive methods are
applied to determine what system states are possible [62]. The FMEA methodology has the following
characteristics:

o Tielaleety Mexible hecanse il can bewsced ino desipn pthase Tl also inoa phase where the sysiom
is already in place.

e In actual practice, the inductive methods generally play the role over ‘overview’ methods.

o A [ull analysis is only doalde G relalively small syslems. Tdentifieation of all compeniont Tailare
modes in complex systems will be a very labor intensive task.

Mole: Although this paper specifically delines TWEA gz am inductise methaod Do aysiem analysis,
other inductive methods (like FMECA, PHA, FHA and DFM) follow a similar principle and could be
read instead of FMEA [62].

FTA

FTA, or ‘Fault Tree Analysis’ can be described as an analytical technique whereby an undesired state
ol seslenn is speeci e amd ther analyescd in The conlest ol s ervvironmen | and operalion do Do all
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credible ways i owhich the evend can nceur. T1Hs elassiled as being an example ol dedueliive sysiem
analysis: A speeilic syslem slale grenerally s lailure siale] is analveed by defiming chains of more basic
faults contributing to the undesired effect. Deductive methods are applied to determine how a given
system state can occur [62]. The FTA methodology has the following characteristics:

¢ Usually a graphical model of various parallel and sequential combinations of faults

¢ Not in itself a quantitative model on itself. It is a qualitative model that can be evaluated
quantitatively.

« [HlTieull e gquarndily the faull ivee in larpe sysloms. A possilile esor s o use approsimalions.

¢ There are no dependability considerations in classic FTA.

HAZOP

HAZOP, or ‘Hazard and Operability studies’, are well known for systematic and thorough evaluation
of industrial hazards. Organisations can easily justify process hazards analysis on the basis that their
henelits [salery, environmeandal, seonoemic] oo bweipgh their coslo HAZDP 35 ronsidered o twehal -i07
analysis and is build on credible incident scenarios. HAZOP is usually performed by a so called
‘HAZOP review team’ which is typically made up of operators, designers, technical specialists and
maintainers. The outcome of the HAZOP studies are mostly operational recommendations [9]. The
HAZOP analysis has the following characteristics:

e QOperates mainly on an operational level to identify operational risks.

¢ Does not provide in the means necessary to build a robust framework for the development of
strategies to manage those risks.

e Is often used as part of a larger tool (e.g. CORAS) to overcome the above weakness.

IRAM

IRAM, or ‘Information Security Analysis Methodologies’, was developed by the Information Security
Forum. It is not a risk assessment methodology at itself. It is a meta model forming an umbrella over
other ISF tools as SPRINT, SARA and FIRM. It aids a company in choosing the right methodology in
the right situation for the proper goal [21].

ITRMB

ITRMB, or the ‘Information Technology Risk Management Benchmark’ methodology, provides an
objective and consistent means of reviewing the risks faced across and organisation in relation to its
wses LT sl assesses whelher They we being comimlled and miligabed inan elleciive amd @lcien
manner. As the name suggests, [TRMB is a benchmark. Benchmarking the risks and controls against
the database population of ITRMB allows one to understand, at a high level, how the Information
Security Governance approach compares against industry practice [30]. The ITRMB methodology
has the following characteristics:

+ Kainly [orascd om the fimancial secior.

e Enables an organisation to evaluate their position against control standards such as CobiT.
w |5 gquestionnaire based, bod nol lirmiled 1o pre-dedined checklisis.

¢ Has a supporting toolset.
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MAGERIT

MAGERIT, or ‘Metodologia de Andlisis y Gestién de Riesgos de los Sistemas de Informacién), is a
security management methodology of interest to people working with mechanized information and
the systems that handle it. It offers a systematic method for analyzing risks that are present in these
systems and helps describing and planning the appropriate measures for keeping the risks under
control. Awareness of the system risk to those responsible is a direct objective of this methodology
[11]. The MAGERIT methodology has the following characteristics:

¢ Is mainly focused on mechanized information and the information systems handling them.
e Is primarily aimed at those responsible for information systems (operational).
¢ Offers standardized processes for management communications.

Markov

Actually a method used by e.g. CORAS A Markov process is a stochastic process which has the
Markov characteristic. Under certain circumstances, it can be used in risk management and portfolio
management. The Markov characteristic says that it is not necessary to know the past, if one knows
the present, to predict the future.

From all the methods listed, this probably is the most abstract one. It is not a complete management
or analysis package. It is a usable methodology for use within other tools (e.g. CORAS) [32].

MEHARI

MEHARI, or ‘Méthode Harmonisée d’analyse des risques’ provides a consistent methodology, with

apprapriale ki esledyee dalabases, foaid Chiel Tnlormsaion Securilty CTicers [0, general mon-
agers and security managers or other people implicated in risk reduction. It aims to provide a set of
topoals spreci by ddesigneed Lo securily management clsely coupled o managerial aclions sith ther

respective goals [26]. The MEHARI methodology has the following characteristics:

e Is considered both qualitative as quantitative.

e Is broader that most standards. It does respond to the needs as indicated in the standards.

e Is constantly updated, meaning (amongst other things) that new standards and practices are
easily implemented.

MORT

MORT, or Management Oversight Risk Tree is an analytical procedure for determining causes and
contributing factors. It is a formal, decision tree like system that integrates a wide variety of safety
concepts. It provides a base for communication, cooperation and planning for the company that
uses the method [24, 16]. The MORT methodology has the following characteristics:

e Is a time consuming endeavor

¢ Needs a practitioner familiar with the method to be in a good position to make judgment based
on its results.

e Has a resemblance to FTA up to a degree.

 Possibale Brgmekly ussimilale new experiences ared findings, ghang Mesibility on This aspect
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NORA

NORA, or the ‘Network Oriented Risk Analysis’ methodology, is a network focused risk assessment
methodology developed by PriceWaterhouseCoopers. It is considered to be qualitative, quantitative
as well as semi-guamiita lve: T defimes alanze dsk orenicd eocabulary wath sasocaaled mcthodelopgices
[23]. The NORA has the following characteristics:

e Is partly questionnaire based.

¢ Offers possibilities for tree-like risk scenarios
e Has a variety of support tools.

« Comaereacely delines residual sk,

OCTAVE

OCTAVE, or Operationally Critical Threat, Asset and Vulnerability Evaluation, is a risk-based strategic
assessment and planning technique for security. It uses risks to the most critical assets to prioritize
areas of improvement and set the security strategy for the organisation. OCTAVE can be primar-
ily considered a qualitative methodology. It does provide a possibility for the use of quantitative
data, but only to construct a qualitative risk ranking. The OCTAVE methodology has the following
characteristics [3]:

e Self directed.

¢ Leverages people’s knowledge of security-related practices and processes.

e Targeted at organisational risk and focused on static practice-related issues (in contrast to a
typical technology-focused assessment).

e Includes both people from the IT department and management.

OCTAVE-S

OCTAVE-S, or OCTAVE for Smaller organisations is a smaller version of the normal OCTAVE method-
oy, s desipned Mo organisations thal can emposeer i leant ol ihree e lee people who hoave
to do all evaluation activities without the need for formal data-gathering activities [3]. It has a few
characteristics that makes it different from the normal OCTAVE methodology:

¢ Developed for small organisations, ranging from 20 to 80 people.
¢ Evaluates the company’s computing infrastructure to a lesser extent than normal OCTAVE
because small organisations often outsource this function.

OSSTMM

OSSTMM, or the ‘Open Source Security Testing Methodology Manual’, is a peer-reviewed method-
ology for performing security tests and metrics. It focuses on the technical details of exactly which
items need to be tested, what to do before, during and after a security test, and how to measure the
results [17]. The OSSTMM has the following characteristics:

¢ Has compliance to legislations incorporated in it’s design.
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¢ Constantly updated, making use of international best practices, laws, regulations and ethical
concerns.

¢ Can easily be customized to situations.

e Stimulates intra-organisation communication between technical (operational) and manage-
ment employees.

OSSTMM-RAV

OSSTMM-RAV, or the ‘Open Source Security Testing Methodology Manual - Risk Assessment Values’,
congiders The secwrly melvics as delined in OS8TWM. They ore comsiderad ihe comersione ol
change control and information security management. The security metrics provide factual security
numbers. It is an addition to the OSSTMM, giving the possibility of more detailed information to
base decisions upon. For example:

OSSTMM without RAV’s "{Tur main server neads do reside ina securs vaull with sulTicien ) prodecion
wgditi s e

OSSTMM with RAV’s “Our main server needs to reside in a 5x5x3m secure vault with nuclear blast
dovirs ol al lewsd e thickness, with wn arpgoen based Dre prolecion sysiem”

QSM Security Expert

The QSM Security Expert is part of the iQSM governance framework with a special focus on security
aspects. Since the iQSM’s goal is to provide a governance framework, it should not come as a
surprise that most activities have a management focus and are aimed at providing management
information for executive and senior levels. The compliance to standards is a second specialization
of the approach, making it easy to comply to standards as CobiT, SOX and ISO27001 [36].

RAF and ARROW-II

RAE or ‘Risk Assessment Framework’ is a general naming of a framework used to make risk-based
regulations operational. In particular, ARROW (Advanced, Risk-Responsive Operating FrameWork)
is a Risk Assessment Framework developed by the FSA (Financial Services Authority).. The ARROW-II
[and AT progrom are aimied al erealing prealer elicieney aned clleciiveness 7 the management of
risk. Improved communication, skills and supervisory knowledge are also discussed by ARROW.
The ARROW processes and deliverables are mostly qualitative in nature (qualitative measures for
impact and probability). It gives the possibility for a semi-quantitative approach, but only in a
minimalistic way. Different approaches exist for large/medium organisations and small organisations
as well as organisations in different risk categories [55].

ROSI

ROZEL or Telurn On Seeaily Tnveshnends, fomses on the linancial heos s aoed costs ol s seourily
i Henl e s ipmores aoy non-linancial bl s hese canmod e ouantilisd, By eapluring and
slating benedils inlinancs lerms and cormparing the Beneils 1o the cosds, BOS provides an approarh
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[or secumily prodessionals lo quantily andd commuanicale the financial Benclils o inlfommalion securly
initiatives to the organisation [38].

ROSI can be used to make a business case and to compare alternative security initiatives by examining
the costs and reductions in business impact offered by those alternatives. Alternatively, the controls
originating from ROSI can assist an organisation in meeting requirements placed on it by law or
regulation (e.g. SOX, Turnbull, Basel I1, King II, etc...) [46].

ROSI is driven from two directions: ‘top-down’ and ‘bottom-up’. The ‘top-down’ group consists of the
Senior Managemrnl, Academics developing specilic implomaeni ations of the TIOSTmehod, and audii
groups. The ‘bottom-up’ group consists of mainly security professionals.

ROISI

ROHELL or Tennm On Tnlormalion Seemily Invesimeni s, i3 8 ROST methododogy speailically Toensed
on information security. The ROISI uses the same approach as ROSI but has different parameters.

SARA

SARA, or Simple to Apply Risk Analysis for information systems, is a detailed risk analysis methodol-
ogy developed by the Information Security Forum (ISF). The SARA methodology is intended to be
vsescd T bBrusioess critical TT sysdems aned provsicdes @ systemal B process Toe e idendilica Ten and
aasessmenl ol threals gl comrol rgquiregiments Dorder te sappor aeos) justifesaiion ol ooy
[53]. SARA has the following characteristics:

¢ Aims at providing management with an understanding of an organisation’s exposure to losses
from IT security breaches.

¢ Designed to assess risks for a single application as distinct from an installation or an entire
organisation.

¢ Designed for use by IT security practitioners or system development personnel. It needs an
experienced facilitator with good experience of risk analysis.(Given the application of SARA to
mainly business critical systems, it has been d)

¢ Does rot privdde guidance on The design o selectiom of speeilie com ol lechnigues,
o {an heapplied low preal variely ol syslemis in dilTersnl sias sinee il s o seslem spencilie in
nature.

SMORT

SMORT, or "Salely Mamagermen! Crrganisalivnm Bevies Technigoe), is g simplilied version ol RMORT
Tike %O, i s dree-like 1echnigque with ws dilTerenee thal SMOITT-mees are dinile in branchings and
il where MO in dhecry is infing e Feery leal-moe of e res bas o gquestinnnaire aned @hecklisi
[ear 1% spreeilic kevel, This relhodidogy b a relatively srmall userbass oeiginating rom Seandinigia.
The methodology nonetheless, can be used for security audits and security baseline analysis, tho be
it not it’s primary point of interest [52]. Relatively little is publicly available on this methodology.



99

SOMAP

SORTAL oo 'Seweaarily OTcers Ranapemen ! imad Analysis Projoct’, s nol o maeihad, madel or ool in
itself. The products of this project (e.g. 'the guide’ and 'the handbook’) contain descriptions and
explanations on how to plan, implement and manage an information security risk strategy and
information security management system. The guide and the handbook describe the risk assessment
and management process in detail. They discuss the different steps of the risk analysis process and
contain the formulas to calculate risk [60]. The SOMAP guidelines have the following characteristics:

¢ Can deal with changes over time.
¢ Discusses both qualitative as (semi-)quantitative method for risk prioritization.
¢ Can address both reactive as proactive approaches to the management of risk.

SP800-30

SP800-30, which is short for NIST Special Publication 800-30 is a risk management guide for informa-
tion technology systems. It has a very low level objective of performing risk management to enable
the organisation to accomplish it's mission(s)

1. by better securing the IT systems that store, process or transmit organisational information.

2. by enabling management to make well-informed risk management decisions to justify the
expenditures that are part of an IT budget.

3. by assisting management in authorizing the IT systems on the basis of the supporting docu-
mentation resulting from the performance of risk management.

As we can see from these objectives, the SP800-30 is not only for senior management, but also for
CISO’s, functional and business managers, technical support personnel and programmers. The
method considers the classic CIA triad and is to be considered qualitative in that it reports using
rating (e.g. likelihood rating, impact rating) [51].

SPARK

SPARK, or Simplhified Proess Tor Analyring Bisk by KW s o lormal amd rebalively sasy method (o
assess information risks using a software tool. It helps identifying adequate controls and actions to
ersL e con lidentialily, inlegrity wnd availahiliss 1008 elosely inlepraled with inlermalional sionedanls
[43]. The SPARK methodology has the following characteristics [29]:

¢ Can be done in relatively little time and is easy to learn and apply.

e Facilitates communication between specialists and senior management.

¢ Structured by using questionnaires. This makes the scope somewhat narrow.

¢ Integrated with international standards by working with ISF’s SPRINT methodology. It also has
Ihe Hesitrilitg ol The SPTOMNT el b olopey.

SPRINT

SPRINT, or Simpifie] Process or Tsk Tebennilivation, s risk amshesis methodology deselopel by The
Information Security Forum (ISF). The SPRINT methodology is intended to be used for important,
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but not critical systems. (for this, the SARA methodology would be better) SPRINT should also not be
used in low risk situations where standard security requirements are covered by baselines [54]. It has
the following characteristics:

¢ Business-oriented which means that decisions about risk and controls are made by business
managers in cooperation with the specialists on the matter.

Strciured by bivingg elear delined processes and desliveratsles, T sappors a syseermalical
approach.

As the abbreviation already says; The SPRINT methodology is easy to understand and simple
to apply. A SPRINT risk analysis can be completed in relatively little time.

Working from the previous point, a SPRINT risk analysis can be done by people with limited
experience with risk analysis.

» UCanche applied o preal variedy ol syslems singe B s oo seslem ar size specilio in nalure.

STRIDE

STRITITE, which stands Tor Spoaling, Tampering, Tepadiation, nlomntion disclosare, Dendnd of
service and Elevation of privilege, is a tree based methodology to threat modelling. STRIDE is for
cxample used in Misrosalls MNel secarily romework. T35 used fomvhe idendifeation ol tTheeals thal
might affect a system and compromise assets. In the methodology, operational people are brought
together to conduct an informed brainstorming session. The STRIDE methodology in this sense is
goal-based where one considers the goals of a potential attacker.

TRIKE

TRIKE is a conceptual framework for security auditing from a risk management perspective through
the generation of threat models and attack graphs. A security auditing team can use it to describe
the security characteristics of a system from a high-level architecture point of view till a low-level
implementation point of view. It enables communication among security team members and
between security teams and other stakeholders by abiding to a consistent framework [44].

Sadly enough, it seems like the TRIKE methodology has been abandoned by its founders, showing
little recent activity.
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APPINDIX

METHODOLOGIES: COMPARATIVE FRAMEWORK

For the comparison of the rather large amount of methodologies found in the literature quickscan,
a comparative framework is constructed to quickly pick the right methodologies for our need. Ad-
diliomal requirernenis were ideniilod by conducling somi-shruciored mervieses with experts Drom
different sectors as shown in Appendix B.

D.1 Framework Construction

Combining the results of the interviews and literature present on the subject, a comparative frame-
work is constructed. The comparative framework consists of the template of “Risk Management
and Risk Assessment Methods” from the ENISA combined with components from CobiT. The exact
details will be discussed in the following paragraphs.

ENISA

The “Risk management and Risk Assessment Methods” template from the ENISA provides a very basic
foundation for the comparison of different Risk Management and Risk Assessment Methodologies.
The methodologies are all compared on a high level. It discusses origin, compliance and support of
different RA/RM phases, but also scope, level of detail and skill needed to use the methodology. The
template was constructed and used by the ENISA Working Group (which can be considered experts
in ihe (eld, vdginating rom ciphil T mcmiber siates) 0 2405,

Although the ENISA template provides a sturdy foundation to compare different Risk Management
and Risk Assessment methodologies, it is very global in nature. If the framework is to support the
decision on selecting an appropriate methodology, we need a more detailed comparison. For this
purpose, elements from CobiT were added to the framework.
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CobiT

If we take a look back at Chapter 3 we again see the so called CobiT-cube (see Fig. 3.2 ). Notice that
the ‘processes’ dimension of the cube are largely covered by the ENISA template. The other two
dimensions of the cube are not.

A direct translation of the CobiT business objectives cannot be made to our comparative framework
of information risk management and assessment methodologies. The part of CobiT that addresses
the assessment and management of risk (the most) is process P09 (CobiT: Plan and Organise; Assess
and Manage IT Risks). The CobiT documentation states that this process primarily supports the
Comlidentialiny, Tregerily und Availabiliny "husiness regquirermends’ (which shoubd soumd Tamiliaralier
reading Chapter 3 ). Regardless if one is to use the limited CIA criteria, the broader Parkerian Hexad
crilerin or any aiher variely orerileri, @ clear definition ol The inlormal o assuranees orileria is
necessary for our eventual model. Therefor, this requirement is added to the comparative framework
(as ferfrereeciriicier sy Crilerfed efefTred),

Building further on CobiT process P09, we see that the Risk Assessment and Management process
covers all resources. In our comparative framework we therefor need to be able to select method-
ologies based on their coverage of resources. These resources can also be found in the comparative
framework (as Tresmerray deafinned),

D.2 Framework Elements

The comparative framework discusses the following elements:

Imformation Assorance Criterfa defined Does ihe methodalogy cxpliciily deline Tnlommalion As-
surance Criteria? !

Resources defined Tioes Thr methodolapy explici ly define the fidlreaing rosoanoes:
e Applications?

1

* Information?

e Infrastructure?

e People?
RA Phases The Risk Assessment phases that are supported by the methodology: !

+ Rigk Tdenlificalion: The proeess of idenlilying asscls and threals inoreladion Do sk,

¢ Risk Analysis: The process of identifying dependabilities between risk elements, controls,

time, etc...

¢ Risk Evaluation: The process of evaluating assets and threat likelihood in relation to risk.
RM Phases The Risk Management phases that are supported by the methodology: !

+ Risk Assessmend: The process of assessing the foumrend ) risk is expliei Ty delined.

+ Rigk Troadment: The process of The realmemn ol visk i esplicitly dafined.

+ Rigk Acorplonen: The prosess of The accoplanee of vislis cxpliciily delined.

+ Rigk Communicalion: The process ol the commanicalion afvislois cxplicily delined.
Target Organisation The type of the target organisation that is supported by the methodology: !

« Covernmenl and apenedes. Orgamisalion has a clear alfilinlion with the povermrienl.

1Ranked using: V (Yes), ~ (Somewhat), X (No)
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e Large companies. Organisation with more than 250 employees.

¢ SME’s. Small and Medium sized Enterprises.
Level coverage The level of the targeted user: !
e Management: uses generic guidelines.

¢ QOperational: uses guidelines for implementation planning with a low level of detail.

o Tewhnicul wses spei e guidelines forimplementanion planning withoa bigh lescel ol dedail.
Compliance to standards Is it possible to work toward compliance to standards, using the metho-
dology? 1
Maturity measurement Is it possibly to measure maturity based on the methodology? !
Tool support 15 the methodology allicially supperled by Tools$ 1

Geographical spread The geographical spread of the methodology. 2
Skill needed The level of skill needed to apply the method successfully. 2
Year of introduction The year the methodology was introduced.

Year of last update The year the methodology was last, formally updated.

By adding a few bits and pieces from CobiT to the comparative framework, we seemingly limit
e el o using ome specilio Risk Assessment Framewiwk. This is only panly the casesines Cobil
knows a great variety of possible mappings to other frameworks, standards and practices. With
these linkages one could easily customize the methodology to special preferences or even expand its
functionality (e.g. by working towards an information security maturity model)

2Ranked using: L (Low), M (Medium) and H (High)
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APPINDIX

METHODOLOGIES: FILTER ITERATIONS

Tn 1his chapler the found mothodologios from the comparalive rameworl are llered agains a sel ol
predefined crilmia. The Criveria are as defined in Table L1

Table E.1: [r=1ariam filter eriteria

| Iteration | Filter requirements

1 Shimald levwe- iloarrme tinm assurarce: criera delinned.

2 Stoadel dal Lewes ) e pesoweces deliced Sappledtan, ol Lo,
infrastructure, people).

Should provide means for identifying tangible assets and threats.
Should provide means for analyzing risk dependabilities.

Should provide means for evaluating tangible assets and threats.
Should provide means for risk acceptance.

Should be usable by small and medium enterprises.

Should be usable by large companies.

Should preferably be usable by government & agencies.

8 Should provide detail on management level.

Should at least provide detail up to operational level.

Should preferably provide detail up to technical level.

9 Skill needed is medium or low.

Tool support is preferably native, or provided by third parties.
Should be at least somewhat recent (last update < 10 years ago)

N| Ol | W
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Infarmmicn fSea. Sricin defined

Table E.2: Iteration 1: Information Assurance Criteria

hiTearnation Ass. Critaria dafined
Resourses defined

Arplcalors

PO G

Irrrepsuctam

Faaaka

Table E.3: Iteration 2: Resources

mnrumiatien Ass CGricaria definad
Resourcoe dofined

AR izatans

Inforacion

Tl wzaliedine
Mmoo
RA phasas
[T P LA TR
Szachigert - ceton Tangibls
Bagel iden " calion 1 l.t'l'lgi"_k'l

TFrod: e T saten

Table E.4: Iteration 3: Identify tangible assets and threats
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EEEEEE EEXXEE

Irfarmation Ase. Cribsrka defined
oot dedinz

Hpalcctons
Irmzrnais-
Irlasr e
Feapls

R phazes

[ T e e

Szze dentizalian: Targioe

Snnm Elanl fzalian . e cilie

Theat idrrr firalicn
R S

cepilebiinzs

Table E.5: Iteration 4: Risk dependabilities

Imfarmatian 455 Critera defincd

Resourses defined
Aaalicatais
Wlzrmalicr

ks Lo
Pasple

FoA pligsas
nsy aerisizahe

Azeet e icabion: Tangitlz

+,

A P eElon I lagiske
I hiraal: icertrizes o

nsY enzlpng
ocpa-oaniitics
ngk svaiation
Asear avslLaion leng bla

nen” "!:rg'.‘: b

AR

HREIEEEXE XX

Thraal lisx yhaae e uaa

Table E.6: Iteration 5: Evaluate tangible assets and threats
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[informatian 4ss. Critaria dafined
Rasourcas cialinad
i F P e R 1
Trnsdicn
ThazTLchre

“aaple

HA phosas
sk e fiostion
sot idnrtheaben Targnkk:

Aot idurtfcaticr Hlargiaks
| Irsal: ITEmrcE1on
Agk Enalpas
reparcan e
Sk evaslin
arsar aval gnien terghka
e ealoglion. inlzrgibke
Tarzal [ eFons P s a

EM phasaos

Mas ARNESEMet

riss 1eameanl
M < AT CE

SULNE

ligs conrnizalioe

Table E.7: Iteration 6: Risk acceptance
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Jilormiation &ss. Criveia dxfined
Recourtes chatinad
ser
Ermzher

2 i

rfrasm chre
Faafle
K phazas

acprnnoiiticg
RUEN VAN

250t aval.ahon iergbke

| elican. inleraible
1 tirezaat liag phecess o Len ot
FM piimoss

i UrmrsEmert

rigs {eamment

FI% < SEFTTTTR

i, a0 kil
Targat Cvganizat an
Easamrail apacie
Langa czmpanlas
ERIE

Table E.8: Iteration 7: Organisational size
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[irtarmatian Ass, Gritetn detined
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Table E.9: Iteration 8: Level of detail
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Table E.10: Iteration 9: Skill needed
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APPINDIX

A BAYESIAN REPRESENTATION

This chapter gives an example on how Bayesian Networks can be used in our representation of
residual risk and how the features of the Bayesian Network can aid in making decisions on mitigation
plans and scenarios.

El Minimal Working Example

In the minimal working example we modelled one application which has one vulnerability and two
powssie threals cxploiling this valneralyilite These heeals esploiting thal speci e vulneralydlily give
rise to one CumThreat. As can be seen in Fig. E1, the threats are modelled by the three components
Source, Access and Skill which were discussed earlier in Chapter 4 .

Examples (based on the information given in Chapter 4 ) of the conditional probability table are
given by tables E1 and E2. The conditional probabilities of the threats can be derived from the event
corresponding to the occurrence of the separate components. In this situation, the probability of the
vulnerability being successfully exploited was known a priori.

This minimal example can already be used to condition on different observations and analyse
different scenarios.

E2 Extended Working Example

In the extended working example as shown in Fig. E2 we add some functionality to our Bayesian
Network by adding a utility node to the Application. Assuming that the loss occurring from this
specilic applicalion vriginaling lroem e ComeChresd sguils €200, the utility node will represent
that value as shown in Table E3 .
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Lepanta

Applizatian2

Cum~hrealz

—= Link

Oizcrete Chance
Hade

Figure E1: Initial situation

Legenda

Lty Mk

Clacrate Decson Madz

Ling

Ligcrebe Chenog Moda

Figure E2: Initial situation with added utility and mitigationplanset
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oplicaliond

W nerokliRy3d

Figure E3: Extended situation on process level

By adding a decision node, we can represent a Mitigationplanset that counters certain vulnerabilities
and threats. In the example as shown in Fig. E2 the Mitigationplanset] mitigates Vulnerability2 as
shown in Table E4 . Initially, the probability that the vulnerability would be successfully exploited
was considered to be 0.12. With the introduction of Mitigationplanset1, this can be reduced to 0.02.

Now the organisation can calculate the value of certain decisions (e.g. implement Mitigationplanset1
or not) and simulate what would happen if new information comes in (e.g. Threat2 has successfully
manifested itself).

E3 Extended Process Level Example

This fimal esaernpeles [Figs B3 ) shonas hoa processes spanming maore applicadions can be incorpoeraled
the Bayesian Network. Additionally, more complex relationships can be added. Mitigationplanset2,
for example, does not only mitigate Vulnerability2 but also mitigates Vulnerability3 and Threat4 to
a certain level. An additional utility node is added to represent the losses from a breach in either
conlidentBlily, inteprily or v lahility in Applicanion?.

The organisation can again calculate the value of Mitigationplanset2 given the conditional probabili-
ties in the network, the value of the applications and additional information on the occurrence of
corlai evenls, Shealdd new mlormation eope inomn (for cxample) @ hrea bal has been classilie:d as
present, the network can be updated with this information to accurately represent the new values of
each node, including the new value of mitigationplanset2.
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Table E1: Conditional Probability Table of Threat2/3

Threat2/3
SouceT External Internal
AccessT Remote Local Remote Local
SkillT un | ut sn st un | ut sn st un ut sn st un ut sn st
Threat 1 08 | 06| 03|05|04|03)|015 |08 ]| 064 | 048 | 024 | 04 | 032 | 0.24 | 0.12
NoThreat 0 02 |04 (07|05 |06)| 07|08 (02|03 | 052|076 | 06 | 068 | 0.76 | 0.88

Table E2: Conditional Probability Table of CumThreat2

CumThreat2
Vulnerability2 Vulnerable NotVulnerable
Threat2 Threat NoThreat Threat NoThreat
Threat3 Threat | NoThreat | Threat | NoThreat | Threat | NoThreat | Threat | Nothreat
Lose20M 1 1 1 0 0 0 0 0
NotLose20M 0 0 0 1 1 1 1 1

Table E3: Utility node of CumThreat2

Loss2
CumThreat2 | Lose20M | NotLose20M
Utility 20 0

Table E4: Conditional Probability Table of Vulnerability2

Vulnerability2
Mitigationplansetl | yes no
Vulnerable 0.02 | 0.12
NotVulnerable 0.98 | 0.88




APPINDIX

SPARK OUTPUT: EXAMPLES

G.1 Phase 1: Qutput

This chapter gives some imaginative SPARK output for Troy Hospital’s information systems. The data
andd represenlalions are simpliled and have a purely Tasimalive purpose

The sl ol phase 1 eongisls of The elassi Gealion ol inlmmation seslems on oo Towe (1) Mediom (WD,
High (H) scale. Using the list of information systems from phase 0, combined with Table 5.1 and
Table 5.2, Table G.1 is formed.

Table G.1: TR classitication of Trne Banks inFarmaron syanems

[ System | Cantidentlallty | Integrity | Availability |
High dependability (critical systems)
1. Zeus H H H
2. Cronus H H H
3. Aphrodite H H M
4. Athena H H M
5. Apollo H H L
Medium dependability (important systems)
6. Artemis M M H
7. Mermes M H M
9. Persephone M M H
10. Heracles M M M
11. Rhea M H M
12. Dionysus L H M
Low dependability (supporting systems)
13. Perseus L L M
14. Minos M M L
15. MarathonMail L M L
16. EZchef L L L
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G.2 Phase 2: Qutput

This phase knows lists of vulnerabilities and threats as output. They are ranked on likelihood and
impact of occurrence using a risk matrix as shown in Fig. G.1.

Another product of this phase is an overview of the average risk per information system, per aspect.
This is formed by adding up the risk indicators of a threat/vulnerability, per aspect, per information
system and dividing this by the number of threats/vulnerabilities. Part of this is shown in Table G.3
and Fig. G.2.

Likelihood

Impact

Figure G.1: SPARK: Risk as formed by impact and likelihood

Table G.2: SPARK: list of threats and vulnerabilities

[ Threats | Vulnerabilities
* User error ¢ Segregation of duties mismanaged
= Canfidannaliny af infaraanion seehange * Failing change management
* Integrity of information exchange ¢ Sharing of passwords
e Unauthorized disclosure of information ¢ New and unknown employees (not screened)
* System malfunction ¢ Non-functional security zones
* Abuse of information (fraud) ¢ Usage of real patient data for testing purposes
* Viruses ¢ Too much security or non-practical security
* Access to network by unauthorized people ¢ Notworking compliant to Troy’s laws
* Integrity of information exchange ¢ Not locking workstations
LI * ‘Laissez faire’ culture

G.3 Phase 3: OQutput

In phase 3, controls are mapped to threats and vulnerabilities for systems with a medium or high risk
anking. Tn SPATT this meams s mapdng o specific conirols o TSOETTW 1TF7HY9- 24000 anad T80 TR

27001-2005 as shown in Table G.3.



G.3. PHASE 3: OUTPUT

Table G.3: 51\ BE: Svslen spewiliv linlines (% Apallo;

5. Apollo

Nr.

Threat or Vulnerability

Impact

Likelihood

Risk

Control(s)

Cl1

Unauthorized disclosure of infor-
mation

H

H

25

None

C2

Abuse of information, fraud

5

None

C4

Segregation of duties misman-
aged

25

Segregation of duties (10.1.3)

Cé

Camtidrmmialite of inkannatinn
exchange

25

Addressing security when dealing
with customers (6.2.2), Informa-
o lazsitication Jizs, Mhirsral
media in transit (10.8.3), Elec-
tronic messaging (10.8.4), Busi-
ness information systems (10.8.5),
Electronic commerce (10.9.1),
User authentication for external
communication (11.4.2), Network
routing control (11.4.7)

Il

User error

15

Management responsibilities
(8.2.1), Information security
awareness, education and train-
ing (8.2.2), Documented oper-
ating procedures (10.1.1), Input
data validation (12.2.1), Control
of internal processing (12.2.2),
Output data validation (12.2.4),
Change control procedures
(12.5.1)

14

Integrity of information exchange

15

None

17

Failing change management

15

Change management (10.1.2)

I11

Virus

T| | =

- 2R

Controls against malicious code
(10.4.1), Controls against mobile
code (10.4.2)

Al

Serious calamity

None

Failing continuity controls

=

=

None

A4

System malfunction

W =

Supporting utilities (9.2.2), Equip-
ment maintenance (9.2.4), Secu-
rity of equipment off-premises
(9.2.5), Change management
(10.1.2), Separation of develop-
ment, test and operational facil-
ities (10.1.4), System acceptance
(10.3.2), Segregation in networks
(11.4.5), Input data validation
(12.2.1), Control of operational
software (12.4.1)

A6

Theft of equipment

External parties (6.2), Terms

and conditions of employment
(8.1.3), Physical security perime-
ter (9.1.1), Physical entry controls
. Seviring ntfices, rcang,
and facilities (9.1.3), Protecting
against external and environmen-
tal threats (9.1.4), Unattended
user equipment (11.3.2), Mobile
computing and communications
(11.7.1)
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APPRNDTY

WORKFLOW IMPLEMENTATION

Introduction

The weerklovee al the implememialion of the quanidilalive meaedel is given fer in this chapler nsing
aclivily dingramms comlorm che TMT 200 specilication [37], The TTML specilicalion has also beon
aceeped as an TR specifiealiion s TSOUTRC 19500, "Actisvdly diagrams are Moweharl-like nolalions
with constructs to express sequence, choice and parallel execution of activities” [14].

The . aaerivdly edispram is used Tor the weorkilows ol implamnenting e aquaniitaiive addition e
it exizling inethodoligzy, 2 Toermal representalion of The seork o T desirabile Tor the possibhlily of
rmsdlel checking. Tools exisl oo The verilication ol perlormance propseries amd lunciional properiies
cel vk e towoclels. Sinee e aciiviny diagrams in his chapier are g represenbalion ol g spseilie
quantitative model, it is logical to assume that different situations ask for a somewhat different
approach. This underlines the desirable property of model validation.

Trocesses are chains af aclivilies e reach o ceriain geal. Our worldlow implemnenialion process
is no different. The four activity diagrams represent the four steps of the Shewhart/Deming Cycle
[13, 47]. This four stage iterative process improvement cycle knows the phases “Plan”, “Dao”, “Act” and
“Check’. These phases, although very general, can be found in a large amount of process and quality
management theories (e.g. balanced scorecards (Kaizen) [27, 18], Six Sigma [40] and TQM [41]) [33].

Step 1: Plan

In this phase, the current situation is analysed for the availability of the necessary components for
the computational method. The process is started with a check of the availability of a methodology
thneechiari. Based oo This Howechiors checks are e on business prosesses, businesss applicanions,

threats, vulnerabilities, information criteria, acceptable risk level and loss amount calculation. If the

123
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componenls are cxisloml in he (lesechaort, 31 3s assumed thal the lnidlding bloeks are present and he
method can be implemented.

Step 2: Do

The implemenialion process ol the compulalional method s siaried in this phase. The Dowehar
shows the steps that have to be taken to form a quantitative branch in the current methodology
[Ieyehart. This inchides the delinddon of the vaodables in crder o be able o de e calmulalions.

Step 3: Check

In this phase, the implementation steps are reviewed for suitability and usability. Checks are made
on system components to identify points of improvement.

Step 4: Act

The points of improvement from the previous steps are incorporated in the model in this fourth
step. The variables can be adjusted to improve the results of the model (e.g. enhance the predictive
quality of the threat and vulnerability type indicators). After this step, the entire process is iterated,
for continuous improvement.
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GLOSSARY

A
A en K Analyse 90
Afhankelijkheid en Kwetsbaarheid Analyse (Dependability and Vulnerability Analysis)
AITTTMS 89
Amenaza IT Threat Tree Modeling System, a risk assessment methodology
ALE 24
Annual Loss Expectancy.
ARIES 89
Aerospace Risk Evaluation System, a risk assessment methodology
ARO 27
Annual Rate of Occurrence.
ARROW 97
Advanced, Risk-Responsive Operating FrameWork
Arthur Andersen 14
Cme ol the T Tive accouniing firms.
AS/NZS 4360:2004 13
Australian/New Zealand standard on Risk Management, Risk Management Framework.
Asset 23
Anything of value to the organisation.
Authenticity 20
Validity, conformance and genuineness of information.
Availability 18
Usability of information for a purpose.

B

BIA 90
Business Impact Assessment

Business Process 77
Asiruciored sel ol welvilies designed do produee o specified calpal Tor o eeliealar costomer or
market.

C
CCA 90
Cause-Consequence Analysis
CCTA 91
Central Computer and Telecommunications Agency
CEO 17

Chiel Bxecurive DITiceer
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134 Glossary

CIA Triad 16
Cemlidemiality, Tnleprily, Availalwlily See Tig. 5.4 .
CIO 17
Chirl Tnlormation CHEEr.
CISO 95
Chiel Tnlvmmalion Secunily OMicer
CobiT 15

Control Objectives for Information and related Technology. A Risk Assessment Framework.
COBRA 89
Consultative Objective & Bi-functional Risk Analysis, a risk assessment methodology
Concerns 76
Comsideralions aboul asyslem. sually endail aspecis like confideniiainy inlepnly and availahil-
ity.
Cenfidentiality 17
Limited observation and disclosure of knowledge.
Control 78
See: Countermeasure.
CORAS 91
A Platform for Risk Analysis of Security Critical Systems
CO0SO 13
Risk Management Framework from The Committee of Sponsoring Organizations of the Treadway
Commission
Countermeasure 78
Means of managing risk, including policies, procedures, guidelines, practices or organisational
structures, which can be of administrative, technical, management, or legal nature.
CRAMM 91
CCTA Risk Analysis and Management Method

D
DAGs 37
Directed Acyclic Graphs. For example, a Bayesian network)
Data Integrity 18
The need to retain or preserve the information from source to destination.
DELAM 91
Dynamic Event Logic Analytical Methodology
Deloitte Touche Tohmatsu 14
Che ol the ' Tp Tow' accounling lrms
DETAM 91
Dynamic Event Tree Analysis Method
DFM 93
Double Failure Matrix
DoD 92
Department of Defense
DoDD 92
Department of Defense Directive
DREAD 92
Damage Potential, Reproducibility, Exploitablity, Affected Users, Discoverability
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E
EBIOS 92
Expression des Besoins des Objectifs de Sécurité
Enron Corporation 14
An American energy company that went bankrupt in late 2001.
Enterprise (Security) Architecture 76
Helps to create an understanding what threats there are to information assets are and how to
allocate resources to combat these threats.
ERAM 92
Enterprise Risk Assessment Methodology
ERM 2
Enterprise Risk Management.
Ernst and Young 14
Cme ol the ' THg Tour' accouniing linms.
ETA 93
Event Tree Analysis

F
FHA 93

Fault Hazard Analysis
FIPS 27

Federal Information Processing Standard.
FIRM 93

Fundamental Information Risk Management developed by the ISF
FMEA 93

Failure Model and Effect Analysis
FMECA 93

Failure Mode Effect and Criticality Analysis
FSA 97

Financial Services Authority
FTA 93

Fault Tree Analysis

H
HAZOP 94
Hazard and Operability Studies

I

Information assurance 13
The practice of managing information-related.
Integrity 18
Completeness, wholeness and readability of information and quality of being unchanged form a
previous state.
IRAM 94
Information Security Analysis Methodologies
IRR 29
Internal Rate of Return.



136 Glossary

IS 66
Information Security
ISF 93
Information Security Forum, formerly known as European Security Forum. Independent author-
ity on information security.
ISMS 91
Information Security Management System
ISO/IEC 15408:2005 15
Information technology; Security techniques and Evaluation criteria for IT security. A Risk

Assessment Framework.
ISO/IEC 27001:2005 15
The Informmation Securily Managemend Syalen (TS reguireienis standand specilication,
aggini sl whiath organisations aee lrmally cerlilied compliand. A sk Assessmeanl Prismework.
ITA 2
KPMG IT Advisory department.
ITIL 15

Information Technology Infrastructure Library. A Risk Assessment Framework.
ITRMB 94
Information Technology Risk Management Benchmark

K

King IT Report 98
The King Report on Corporate Governance for South Africa assumes risk management as an
integral part of corporate governance

KPMG 14

Che ol the ' Tp Tow' accounling lrms

M
MAGERIT 95
Metodologia de Anélisis y Gesti6én de Riesgos de los Sistemas de Informacién
Management Of Risk 13
Also known as M_O_R, Risk Management Framework from the OGC.
MARION 89
Méthodologie d’Analyse des Risques Informatiques et d’Optimisation par Niveau
Markov 95
A probability method
MEHARI 95
Méthode Harmonisée d’analyse des risques
Mitigation Plan 78
A plan thal desaibes comirols or coumd crmeasures o influence an organisalions winerabililies
and thus risk exposure.
MORT 95
Management Oversight Risk Tree

N
NIST 99
National Institute for Standards and Technology
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NORA 96
Network Oriented Risk Analysis Methodology
NP-hard 54
Non-deterministic polynomial-time hard. A class of problems as least as hard as the hardest
problems in NP
NPV 29
Net Present Value.

0
OCTAVE 96
Operationally Critical Threat, Asset and Vulnerability Evaluation
OCTAVE-S 96
Operationally Critical Threat, Asset and Vulnerability Evaluation for Smaller organisations
0OGC 13
Offiee of Governrmen! Commeree, koo for thein ITIE, PRINCEY, M O Rand MSP prodacis,
Organisation 76
A distinctive type of social form in which professionals share in the determination of goals and
standards.
OSSTMM 96
Open Source Security Testing Methodology Manual
OSSTMM-RAV 97
Open Source Security Testing Methodology Manual - Risk Assessment Values

P
Parkerian Hexad 19

An alternative to the CIA model developed by Donn B. Parker.
PHA 93

Preliminary Hazard Analysis
Possession 19

Holding, controlling and having the ability to use information.
PricewaterhouseCoopers 14

Cme ol the ' THg Tour' accouniing linms.
PV 29
Present Value.

Q

QSM Security Expert 97
Quality Security Management - Security Expert

R
RAF 97
Risk Assessment Framework
Risk 78
The potential that a given threat will exploit a vulnerability exposing assets to harm.
ROI 28
Return On Investment.
ROISI 98
Return On Information Security Investments
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ROSI 97
Return On Security Investments

S

Safeguard 23
A practice, procedure or mechanism that reduces risk.
SARA 98
Simple to Apply Risk Analysis for information systems developed by the ISF
Security Principles 76
Fundamental, primary, or general law or truth concerning security, from which others are
derived.
Skimming 20
Obtaining bank- and/or credit card information in an illegal way.
SLE 27
Single Loss Expectancy.
SME 105
Small or Medium sized Enterprise
SMORT 98
Safety Management Organisation Review Technique
SOMAP 99
Secrily DTieers Wanagament aned Analvsis Projes
Source Integrity 18
The venlication procass (had is involerd wmensuring thatl the dala comes from the cormoecl soaree
rather than from an imposter.
SOX 2
Sarbanes-Usley Acl ol 2002 Speciflically, seclion 404 delines guidelines lor the managemen) of
the assessment of internal controls [127].
SP800-30 99
Risk Management Guide for Information Technology Systems supported by NIST
SPARK 99
Simplilied Mrosess for Analyring sk by KT O
SPRINT 99
Simplilicd Mrocess for Risk Tdeniificalirmn developed T thie 75T
Stakeholders 76
Any group or individual who is affected by or can affect the achievement of an organisation’s
objectives.
STIR 89
Simple Technique for MMustrating Risk, a risk assessment methodology
STRIDE 100
Spoaling. Tompering, Tepudialion, Tnlormation diselosme, Tienial ol sorvicoe, Tlesalion of privi-

lege

T
The ‘Big Five’ 14

Arthur Andersen, Ernst & Young, Deloitte Touche Tohmatsu, KPMG, PricewaterhouseCoopers.
The ‘Big Four’ 14

Ernst & Young, Deloitte Touche Tohmatsu, KPMG, PricewaterhouseCoopers.
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Threat 77
A potential cause of an unwanted incident or event which may result in harm to a system or
organisation.
Threat Agent 77
A person or phenomenon that can make a threat manifest.
Threat likelihood 27
The probability that a threat, once present, successfully manifests itself.
TRIKE 100
A Conceptual Framework for Threat Modelling
Turnbull Report 98
Report assuming that the company’s board uses a risk-based approach to internal control

U
UML 91
Tnilied Modeling Tanguage
Utility 20
Usefulness of information for a purpose.

\"

Value at Risk 31
Chuamtiles the mnaximad ameound thal may be lost ina portiodio over o given perod of 1ime, al s
cerlain confidencs level,

VaR 31
See: Value at Risk.

Vulnerability 78
A weakness of an asset or group of assets, which can be exploited by a threat. If risk is viewed as a
positive scenario, ‘vulnerability’ can be replaced with ‘opportunity’.












