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Abstract

Traditional wireless networks form the wireless mmupart of wired networks, in which providing
infrastructure is the main functionality. High bandth is the primary goal and the unlimited power
supply is an important characteristic of traditiowareless networks. On the other haldyeless Sensor
Networks (WSNs) are used for environmental monitoring undsymetimes, harsh environmental
conditions. Their focus does not lie on providingrhbandwidth, but achieving low energy consumption
as well as autonomous functioning and self-deploym&he sensor nodes of a WSN are inexpensive
devices, with low memory and processing capalslittesd a low bandwidth. It is often costly or
impossible to replace batteries and therefore W8l to run autonomously for many years on a laite
energy source. Data, in the form of environmergalssr readings, is sent from sensor nodes to tfae da
sink — also named gateway. The sink forms the gatdyetween the WSN and the end-user application.
These sink nodes have more capabilities than noseraor nodes, i.e. they can communicate directly
with each other via a high-speed link, have mo@cessing power, and are powered by an unlimited
energy source. The final destination of all senksta generated in the sensor nodes is the dataisittke
network. In some situations the application demanuase than one sink in the network, in other
situations a multi-sink network is created as thsult of merging two single-sink networks. In all
situations it has certain benefits to add additi@ieks to the network, although they can easity tato
drawbacks if the routing protocol is not suited fimulti-sink networks.

The aim of the research set out in this thesi) develop an efficient routing protocol which izis
the existence of multiple sinks in the network. fEfiere this thesis presents tRartition-Based Network
Load Balanced routing protocol (P-NLB), a novel routing protocol for routing iarbe scale multi-sink
WSNs. The protocol is part of the network layethia OSI layer model and extensively uses the cross-
layer from the MAC protocol in the data link laye&3ensor nodes use this cross-layer information to
obtain a local view of the network neighbourhood @&n application can have different targets, for
example low network lifetime, low-latency or higlatd throughput, P-NLB is able to deal with these
different targets. It uses a network wide interstdn load balancing technique in combination with
metric-based intra-cluster shortest path routinghis two-level approach sinks collect informatfoom
nodes in the network about cluster sizes and Wiggithis analyzed information back into the networ
Sensor nodes use thigobal information in combination witHocal information about the one-hop
network neighbourhood to build a routing tree. Tiugting spanning tree is used for forwarding data
from nodes to the sink. This routing mode which bomas global and local information is calledad
Balancing Mode (LBM) of P-NLB and implements inter-cluster loadléncing. P-NLB also features a
more basicSmart Shortest Path Mode (S-SPM), which lacks the load balancing featunehk setup phase
of the network it is detected whether the netwdrtsd function in load balancing LBM routing mode o
the basic S-SPM routing mode. The network topolisgihe key factor in that decision. If the protocol
detects that the cardinalities of the clusterdnietwork are not equal, it will activate the LBbUting
mode in order to restore the balance. Otherwisgr-titister load balancing is not necessary and I8-SP
routing is activated. Both routing modes featumaetric-based routing tree building mechanism, which
nodes use to follow a certain routing strategyawaid congested or nearly depleted nodes on thtégp
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path. Fourouting metrics are defined, and simulations must make clear wiaaking metric is best for
which application target. P-NLB is designed fogkuscale networks, since nodes route their datsowtit

a centralized control. Also, the protocol does ¢ a network-wide broadcasting mechanism, instead
nodes only use locally available information. Itvisry suitable for multi-sink networks, since itad
balancing technique is able to spread the loadtmify over all the sinks in the network.

P-NLB has been compared to two existing routingquals, the centralized NCLB protocol and basic
shortest path routing (SPR) in extensive simulatiofhe results of these simulations show that the
centralized NCLB protocol performs better than PBNin almost every case, whereas P-NLB in turn
performs better than SPR. In random network topegghe load balancing mode of P-NLB does not
perform as well as expected. Reasons for thisaameng others, local bottlenecks in the network,ctvhi
have a greater negative impact than the more umifoad distribution can compensate for. Another
reason is the fixed but limited bandwidth of LMAtbe underlying MAC protocol, due to the use of a
TDMA mechanism. This causes congestion in nodeghbeiuring the sinks, instead of causing
congestion in the sinks themselves, which haveeay) terminal stations, a higher bandwidth fottar
processing.

If the nodes in the network use routing meBidfer — which leads to nodes avoiding nodes with high
buffer occupancy — the network achieves the lowasdtto-end latency and highest packet deliverprati
If the nodes in the network use routing metigwork lifetime — which favours routing to nodes which
have the most remaining energy — the highest thmouwigand the longest network lifetime are obtairied.
comparison with SPR, the performance gain by uBifglLB is up to 50% for end-to-end latency and
between 5% and 20% for performance metrics paadatedly ratio, throughput and network lifetime.
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Preface

Finally I'm able to show you the work | have beearking quite some time on. It was not an easy task
and more difficult to complete than | expected, batv I'm proud to present you the results of all my
hard work on my research in this thesis. | wouke lto thank my supervisors Paul, Lodewijk and
Aysegul, my fellow students, girlfriend, family afriends for supporting me and keeping faith incad
outcome. | would especially like to thank Ayseguiorhelped me with the daily work. | really enjoyed
the week of long hard working days on the AWARE exipents in Utrera, Spain. Although my first
experience with programming nodes and establishetgorks was not always as successful as | hoped
for, they were nevertheless valuable and intergstinwas also fascinating to work together witle th
other researchers and see how their unmanned piglisadrop a bunch of sensor nodes from the sk, in
diaper-like package. I'll also never forget howfidiflt and funny it is to order one vegetarian anc
pork-less meal in a Spanish city where absolutsimgle waiter speaks English. Yes, it was defigitel
tough, but fun and above all an interesting expegeand I'm glad | got the opportunity to go there.
When my work on this thesis was almost finisheghtlanother great opportunity: writing an artichoat
my research for the ISADS '09 conference. Well tiwg your first paper appeared to be quite a tricky
thing to do, but fortunately my supervisors helpggla great deal with it. After finishing and cotieg it
has fortunately been accepted for inclusion inpfeeeedings of the conference.

| mentioned AWARE before since this thesis is mdntesearch of the AWARE project. The AWARE
project is European project funded by the InforovatBociety Technologies of the European Union and
the University of Twente / CTIT is one of the pans of that project. In the introduction of thigsis a
more elaborate description of AWARE and a linktsovirebsite can be found.

Well, enjoy reading this thesis, and | hope youriesomething from it and after reading it, be gseted
read and learn more about the interesting fieldio&less Sensor Networks.

Thijs Mutter

Enschede,
January 5, 2009
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Chapter 1

1. Introduction

1.1 An introduction to Wireless Sensor Networks

Traditional wireless networks are used as a repiact for their wired counterparts, and are used as
network infrastructure in office and home enviromtse Their applications demand high bandwidth and a
reliable connection. The hardware used is relatiedpansive and has great capabilities: a powerful
transmitter, enough processing power and memomagdo and most importantly, a sufficient energy
source. Nowadays, there is a whole new type ofl@gsenetworks, which have totally other goals. The
opposite of these traditional wireless networkstheWireless Sensor Networks (WSN). They are used
for a variety of tasks, such as environmental nooimy and ambient systems.

A WSN consists of a large number of distribusedsor nodes that organize themselves into a multi-
hop wireless network. In such a network, a sensderis inexpensive, has low processing and memory
capabilities and a very limited energy source. iguFe 1 an example of an experimental version of a
sensor node is shown. Despite these poor capesijlifie nodes are supposed to last very long @n the
limited energy source and the network design shaliddv it to be self-organizing and self-healindgnelT
biggest challenge for WSN is to run unattended/é&ars on their limited energy source; thereforergpn
efficiency is the key property of WSN.

Every sensor network has a goal: sensing data. 3dmsor data is of use for a certain end-user
application. In most cases, this application isdigctly part of the network, but it is somehownected
to the sensor data network. The connection poitwden the sensor network and the other end-user
network is called aata sink, gateway or point of interest. All the data in the sensor network is collected
by the sink and send to the end-user. Networks thaigiiitain multiple sinks.

There are several basic techniques to achieve armgerefficient network. One technique is by
obtaining a very lowduty-cycle — a node communicates with other nodes for a shmoet, after which it
goes into sleep or standby mode for a longer tismeintelligentdata link layer protocol is needed for
scheduling the active periods of the nodes. Anotieehnique for achieving energy efficiency is
clustering. Clustering can help create a hierarchical strectin the network which makes data
aggregation easier and helps to increase the maxitifetime of the sensor network. Theuting
protocol is also an area where energy can be savedhis thesis will focus on the design of an gper
efficient routing protocol for large-scale wirelesmnsor networks containing multiple sinks.
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Figure 1 — Experimental version of sensor node

1.1.1 WSN applications

There are many applications where WSN prove thalues Ambient systems and environmental
monitoring are two of the key applications of WSt\t, example:
e Temperature monitoring in a cold store
» Humidity measurements in agricultural field
e Fire detection in an office building or forest.

WSN can also be part of a more complex platforrohsas in the AWARE project [8].

Now, short descriptions of the two fire detecti@ersarios and the more complex AWARE project are
given.

AWARE Project

The AWARE project has goal to develop a platforrhjoli combines mobile autonomous vehicles with
a ground sensor-actuator wireless network to entdigleoperation in difficult to reach sites, withaut
communication infrastructure. In this scenario aNNiS used as a fixed wireless infrastructure witah
be used by various upper services for given sereaings and passing communication messages. In
addition mobile sensors attached to people makefudee WSN as wireless infrastructure without lgein
part of that infrastructure. Unmanned helicopteesable to autonomously transport various loadsieMo
information about ware can be found at [8].

Fire detection scenario 1: office building

Imagine a large office building in where every ro@and corridor has sensor nodes with smoke,
temperature and humidity sensors, which is bagiealladvanced smoke detector. Instead of wirinmmthe
all together into a large wired network, the wisslanedium is used for communication, which makes it
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much more cost effective to deploy. Every sensatenwill periodically sample its sensors and send a
report of this to the central data sink. In thisrsario the deployment, positioning and maintenarficbe
sensor nodes are highly controllable, althoughettege also scenarios possible in which this istimet
case.

Fire detection scenario 2: forest

In this scenario fire detection takes place inragbwhich is likely to catch fire during dry summeln
order to prevent large scale fires in the fordst essential to detect fire in an early stages Tdrest is
monitored by deploying a large number of sensoremotb detect fire — for example, by taking
temperature and/or humidity readings. The envirartaleondition outside a forest is much harshentha
inside an office building; therefore the chancdailure of sensor nodes is much larger; thus tiethe
need for redundancy. There should be many sensi@srend multiple data sinks in such a network. Node
deployment is done by throwing a load of nodesapuéirplane; therefore, careful positioning of rode
not possible. Replacement of depleted or malfunitp nodes is neither feasible. An illustrationaof
WSN for fire detection is shown in Figure 2. Allnser nodes — drawn as circles — periodically send
temperature measurements to one of two sinks —daaviriangles. A high temperature indicates aifiire
the forest. These sensor readings are sent tofahe einks, in several steps via multiple otheda® A
more elaborated example of this scenario can bedfau[27].

Figure 2 — Fire detection wireless sensor networkxample

1.2 Main contribution and organization of the docum ent

Most of the sensor networks have one sink, but smanehave multiple sinks. Having multiple sinks in
the network gives great advantages and sometinglst ven be necessary, but can also cause problems
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if not utilized properly. Routing in multiple sinketworks is not trivial if it needs to be done in a
(energy) efficient manner. As tHeelated Work chapter will show many research efforts have been
performed on the field of multi-sink routing protds; however, none of them are able to meet the
requirements of the networks under consideratiothigfthesis. These requirements will be described
the next chapter. This thesis describe®a routing protocol for efficient routing in large-scale multi-

sink wireless sensor networks. The new protocol is designed to efficiently atlithe existence of these
multiple sinks in the network. It basically combéna network wide clustering technique with local
routing optimizations, which makes it on both gliodiad local level energy efficient.

This document will continue with a clear definitiafi the problem definition in the next section. In
Chapter 2, an overview of existing relevant relatexk is presented. Next, Chapter 3 describes éatgr
detail all key features of the novel routing pratodChapter 4 describes the simulation setup amd th
results of simulations of the new protocol compavéth one related work. This thesis ends with a
conclusion on the results and a discussion of éuwork in Chapter 5.

1.3 Research question: packet routing in multi-sink WSN

1.3.1 Definition of a multi-sink wireless sensor network

WSNs come in numerous different types, but theyshire some common properties. The network
nodes are small devices with very limited capabditi.e. few processing power, memory capacityand
finite (small) amount of energy. The WSN is a mbllp mesh network in which not all nodes can
communicate directly with each other, due to thatéd transmission range of nodes, but they transmi
their data via multiple other nodes to each otbee to their limited energy source and the neeallohg
network lifetime —in the range of a few years isivery important to ensure very low power consuampt
per node.

The particular network type we consider in thisstheonsists of many nodes — varying from fiftyato
few hundred. We assume that the communication mvitig initial network forms a connected graph i.e.
all nodes can communicate directly or via multipteer nodes with each other. In the network areva f
data sinks available which are different from tlileeo nodes. These sink nodes have more capabilitie
than normal sensor nodes, i.e. they can communitiiagetly with each other via a high-speed link,reno
processing power, powered by an unlimited energyrcgo The final destination of all sensor data
generated in the sensor nodes are the data sitke imetwork. Transportation of data from data sitk
the end-user application is not covered in thisithe

An example of an uninitialized multi-sink network given in Figure 3. In the next part of this cleapt

this example is used to show some of the beneffitmaing a multi-sink network compared to a single-
sink network.
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Figure 3 — Uninitialized multi-sink network

1.3.2 The pros and cons of multi-sinks networks

In some situations the application demands mone ¢im& sink in the network, in some other situations
a multi-sink network is created as the result ofgimgy two single-sink networks. In all situationnshias
certain benefits to add additional sinks to thewoek. We discuss a few of them:

» Reducing scalability problems
e Adding redundancy
* Mobility

Reducing scalability problems

Reducing scalability problems is one of the maasams to have a multiple sink network. Scalabitity
networks means that for good scalable networkssibe of the networks, most times expressed as the
number of nodes it contains, has no (great) infteesn the performance of these networks. On ther oth
hand, a network, which badly scales, will suffanfr severe performance losses when more nodes are
added to the network. Problems with increasingstiade of the network can be expressed in the faligw
terms:

* Increased routing path length:
If the deployment area of the network does notease, only the density of the nodes in the
network increases when adding more nodes to theonket However in many cases the area of
deployment also increases, which results in lopgdh lengths from nodes at the network border
to the sink. Adding extra sinks to the network emuthe average routing path length of a node to
decrease, because the geographical distance betwees and sinks is smaller. Therefore the
amount of hops a packet has to travel to reachlaisismaller. As each travelled hop means the
packets consumed energy at the visiting node, Ithragefewer hops results in less energy
consumption. The packet latency also benefits faoshorter path length, since each travelled hop
causes the packet to reside some time in the phoket of the visiting node.

e Congestion and load balancing problem:
Every node has a certain processing capabilitye—atnount of data packets it can receive and
forward during a certain period time. If a certaiode receives too much data from its
neighbouring nodes, it cannot forward all this diatst enough since the packet buffer of the
nodes fills up until it is completely full. This @alledcongestion and as a result the forwarding of
the packets is delayed or the packets might evédagbeln some networks the total traffic load is
not completely overloading the network, but due itefficient routing the load is just
concentrated on one point in the network, causomgestion at that point. This problem of an
unevenly distribution of traffic load is called@ad balancing problem and is applicable to both
single- and multi-sink networks.
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In a small single-sink network, the sink and nodesund this sink will be able to process the
amount of traffic. However, if the network growsybad a certain size, the amount of traffic,
coming from all around the network, will be too rhuir the sink and nodes to handle. As a
result congestion will occur in the area arounddimi and in this case adding extra sinks to the
network can solve this scalability originated caostgen problem. In scenarios where the
placement of these (extra) sinks can be controdlizdt, placement and clustering algorithms have
been developed [20], [19]. These algorithms arégded for optimal placement of the sinks in
the network in such way that the total network laaduniformly distributed over all sinks.
However, in many scenarios the deployment of thes@enodes and data sinks and hence the
network structure cannot be controlled. In suclhuapredictableandom network structure nodes
and sinks are not uniformly distributed over theaarAs a result, sinks can be grouped closely
together or many nodes are grouped around a sidlopthe available sinks. The load of this
large group of nodes leads to congestion at thalsmamber of sinks, while the other sinks have
much processing capabilities left. This is anothstance of the load balancing problem, but now
in a multi-sink network. As research shows in [28}lti-sink networks benefit from clustering in
order to balance the load in a network uniformlgothe sinks in the network. The approach in
[2] describes the effects of energy depletion aglidbility on the connectivity of a WSN. They
conclude that nodes close around a sink have @&hitance of failing than nodes with a higher
hop count, because nodes close around a sink hare tnaffic to process. For those mentioned
reasons a load balancing approach has severalitsenef
« It prevents congestion around one sink, while oflirgks have no traffic to process, therefore
increasing the throughput and decreasing the lgteround the sinks.
e It prevents energy depletion in the nodes arours sink, while nodes around other sinks
have a large energy reserve.
In Figure 4 a) and b) is shown how congestion carptevented in a single-sink network by
adding two extra sinks.
* Communication overhead:
Depending on the routing protocol, large networkdl wuffer from more and more
communication overhead. Sinks needs informationuabwmdes in the network and send
command and status information into the networkirple but inefficient broadcasting protocol
causes an exponential increase of communications.

Congestion No Congestion

Congestion in 2 nodes, they have to No congestion, because there are more
forward data packets from many nodes. gateways to route data packets to

a)Congestion in network due to limited amount of sink  b)Adding sinks eliminates congestion

Figure 4 — Congestion due to single sink network
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Adding redundancy

Having only one sink in the network causes probleantase of failure of the sink or nodes arounthit.
that case the data in the network has no routeaochrthe end-user application, which makes the avhol
WSN completely useless. Multi-sink network are éfiere more resilient for node failures.

Mobility

In case of mobility having multiple sinks in thetwerk might be a must. Groups of nodes in the
network may move in the network and might move afutange of the rest of the network, but when this
group contains a sink it will not be disconnectexhf the network. An example of such a network can b
found in a storage facility. Such a facility hastatic network infrastructure, including one or msimks.
On the shelves in the facility are boxes attachétti sensor nodes periodically sending temperature
readings to the sinks. When a shipment of boxdsaided into a truck, which also contains a sink, th
network splits into two clusters, but the nodethmtruck become not disconnected from the network.

Multi-sink Evaluation

Adding extra sinks to a network helps reducing auiity problems, but without a clever designed
routing protocol that limits the extra communicatioverhead and load balancing problem, a multi-sink
network might not have any better performance @nelve outperformed by a single-sink situation. A
limited budget is also one important reason to tlithe amount of data sinks in the network to a
minimum, because due to their enhanced capabijlitiescosts of a data sink is in general much highe
than that of a common sensor node.

The next paragraph describes the research quedtithis thesis and the demands on the new routing
protocol in order to overcome the utilization perl of multiple sinks and at the same time bengdinf
having them.

1.3.3 Thesis goals

The goal of this thesis is developing an efficieotiting protocol which utilizes the existence of
multiple sinks in the network. As an applicatiomdaave different targets, for example low network
lifetime, low-latency or high data throughput, thew routing protocol must be able to deal with ¢hes
different targets. In Chapter 3.4.1 this subjecamblication demands is further explained.

The summary of the aims of this thesis is as fadlow

» Utilizing the advantages of having multiple sinkstihe network and at the same time avoiding
problems caused by having multiple sinks. A loathieing algorithm might be useful for this.
More information about load balancing is givenhe Related Work section and in Chapter 3.

» Designing a more efficient routing than random #ksirpath routing algorithm. Depending on
the application the new protocol must be able fuea® high network lifetime, low latency or
high throughput.

» Solution scalable to large-scale networks with msgnysor nodes and data sinks.

* No need for geographical location information.

In order to verify if these goals are met, simaatimust be done with some performance
measurements. There are sev@eiformance evaluation metrics. Different applications have different
demands on the network, and these demands cambkrbarked with different metrics. Some common
metrics will be discussed in Section 1.5.
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[Fme]

Figure 5 — Goal: balanced multi-sink network

System description and assumptions

This paragraph gives a detailed description ofsysem model and all of its components and some
assumptions to limit the subject covered by thissih This description is given at this point beegau
many of the terms explained here are used in #teofdhis thesis.

These following terms are important for understagdihe operation of a wireless sensor network.
Some of them are illustrated in Figure 6. The nekveelf is a representation of a graphwith verticesv
as nodes (sensor nodes and data sinks) and &dgescommunication linkdN is the number sensor
nodesM the number of data sink§y 0V and M OV and N > M

Sensor node Low processing and memory capabilities, limitedvpr supply.

Data sink. More capabilities than common sensor nodes: npooeessing power, unlimited
power supply. Connected to end-user applicatiotw@nrk). Sometimes

Communication link. Bidirectional link between two sensor nodes, Wwhian be used for
exchanging information. There is a communicatioR hetween a pair of nodes if they are within
transmission range of each other. Sometimes alattegivtalink.

Neighbour. Two nodes are neighbours of each other if ther@ communication link between
those two nodes.

Hop count The hop count is the shortest distance betwesrda and a sink, measured in hops.
A packet travels one hop if it travels from one @dd its neighbour. A packet travels two hops if
it travels to a node via another node.

Child and Parent nodes. Each sensor node has a vector pointing teighbour node,
representing to which neighbour a data packetrisded. The sending node is the child node;
the receiving node is the parent node.

Spanning tree All vectors form one spanning tree in the netwdrk case of multiple sinks,
multiple spanning trees are formed. All nodes spanning tree form @luster.

Routing path. Path which packets use to travel from source nodee data sink.
DescendantsThe descendant nodes — sometime called upstredes r- of a node are the nodes
that are on the same routing path, but have a high count — in other words are further away —
from that specific node.

Branch. A sink has one or more neighbours; these neigisbaxe calledop-level nodes. These
nodes are the beginning —the root — td@level branch (sometimes called just branch).
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Nodes B, C and D are

descendants of node A 4-node branche

Cluster A Entire network with 4 clusters

Cluster B Node B is child of Node A is parent

Hop between node node A of node B
B and node C

Cluster C

- Cluster D
Bi-directional E
| communication link Routing path from nodes

| between node C and b C and D via nodes B and
| D, not used for routing A to the sink
[}
P U U M gy ‘ _________________
/
/
|_ - Y = — —
’ |
fm——————
4
! |
—_— [}
r | |
| |
/Vl l |
| I ’
|/ A Sink with hop count 0 |
| | | O Nodes with hop count 1 |
| | O Nodes with hop count 2

O Nodes with hop count 3 Cluster C has 5 branches

4 Child — parent
relation

Figure 6 — Wireless sensor network components

Assumptions

A WSN has many facets and parameters and in oodable to control the complexity of the network
model in this thesis, some assumptions about ttveomnle model are made:

» Sinks and sensor nodes in the network are statiptiey don’t change their position.

» ldeal circle shaped stable radio transmission mmedionly bi-directional communication links
between pairs of nodes and communication links éetwnodes don’t change over time. The
radius of the transmission range of nodes is muadller than the size of the area where nodes
are deployed, therefore direct communication betvadkenodes in the network is not possible.

e There is only one pattern of dataflow in the nekwdrom sensor nodes to data sinks. The data
sinks will not send packets to specific sensor sddethe network. This is the most common
communication paradigm in (data gathering) senstwarks [1].

» Sinks can (directly) communicate with each othéngia high-speed communication channel.

» Sinks are equal from the information point of vietwloesn't matter to which sink a data packet
is send. We assume that after reception of thegtaeil sinks forward them to the same end-user
application.

» There is useful cross-layer information exchangéwvéen data-link and network layer i.e.
information about neighbouring nodes.

* No data aggregation is done by nodes in the network

» All nodes in the network generate the same amdumaffic. This is a common situation in WSN
designed for environmental monitoring, where datakpts only consist of fixed size sensor
readings.
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1.5 Performance evaluation metrics

In order to test the performance of the new roufingtocol this thesis defines a set of performance
evaluation metrics. There are different evaluatiwetrics, because there are also different demamdiseo
network, depending on the application. More abgylieation demands can be found in Section 3.4.1.
The simulation results will be analysed with uséhefse metrics in Chapter 4.

Latency

Latency — sometimes calleshd-to-end delay — is an important factor in for many WSN applioati
types. In this thesis we are primarily concerneaualthedownlink latency — the latency between sending
a packet at the source node and receiving the patkedata sink — because in most WSN traffic §lanv
that directionUplink latency is the latency between sending a packet at tteeslak node and receiving
the packet at a sensor node.

Latency in the network has different sources:

e The lengths of the paths from nodes to sinks This is affected by the structure of the spagnin
tree(s) in the network. If the paths between the@msink pairs are long on average, the latency
will also be higher. Every hop in the path to theksa packet has to wait a certain time, so more
hops in this path will directly lead to higher patkatency. Depending on chosen metrics, the
average path length in the network varies, so tlwekatency.

» The timeslot latency between every — one-hop — paif source and destination nodes On
the data link layer there are several differentiomadaccess techniques. One of them $otted
reservation based medium access technique where the time domaiividedl intotimesiots, each
of a predefined time. Each nodeserves one timeslot, which it uses for transmission.Hadry
one timeslot is reserved by only one node, regyitinonly one transmitting node at any time,
thereby eliminating collision on the wireless medilA packet travelling from source nofevia
intermediate nodB to destination nod€ is confronted with a delay at intermediate nBdét a
certain moment nod& sends the packet in its timeslot to n@jéut nodeB cannot forward the
packet to nodé€ until the reserved timeslot of no@ecomes. This delay between the receiving
timeslot and forwarding timeslot is called the tgloé latency and has its source in the MAC
protocol in the data link layer.

» The buffer occupation of the nodes in the network- The last source of latency is caused by the
time a packet resides in transmission queue of de,nbefore it can be transmitted. When a
certain packei arrives at an intermediate which already has 4roffackets waiting in its
transmission queue, it must wait before these qthekets are transmitted, before that pagket
can be transmitted. Assuming a node can send arletpavery reserved slot, packesuffers
from an extra delay equal to the time between teaerved timeslots — called frame duration —
for every packet in front of him in the transmissigueue.

By taking these sources for latency in considenatind assuming a node can send one packet every
frame, the estimated average packet latency is:

avg.latency= avg. source - sink pathlength* avg.timeslot latency + avg. buffer occupancy (1.2)

When a routing protocol uses best effort routirea;kets are dropped on transmission errors instead o
resend. This has an effect on the latency, bedhese dropped packets are not taken in accounttith
latency measurement, only packets that arrivesatlaare included in the measurement for that.

For some application the standard deviation ofl#tency or the maximum latency might be more
important than the average latency.
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Network lifetime

The network lifetime is important for networks whenodes have a limited energy source. The
replacement of these energy sources is very castlgyen impossible. Sensor nodesdi® mode have
certain basic energy consumption, caused by basigitg of node components and periodically short
transceiver activity. In thactive mode the transceiver is switched on for a much longsiagal, resulting
in much higher energy consumption [7]. This activede is necessary for forwarding data packets and
thus forwarding data packets costs a lot of extiergy. Therefore reducing the amount of packetesod
have to forward saves a lot of energy. Using oyaregch of spanning trees with the sinks as roass ha
certain consequences for the energy dissipatidheohodes close to the sinks. In [2] a study has be
conducted which researches the effect of the failate of nodes. Concrete this means that noddesa
proximity of the sinks become depleted than nodéiseaborder of the network. By extending the iifet
of single nodes, the lifetime of the whole netwodn be extended. The lifetime of a single nodelbean
extended by smartly monitoring the energy levethef node and adapting the amount of traffic theenod
has to handle, i.e. rerouting traffic around nodih low energy levels towards nodes with highesrgy
levels. This can be achieved by using intelligeniting methods and this performance metric measures
the effectiveness of these routing methods.

There is no unified definition of the network lifee, since this concept depends on the objectianof
application. Instead, several definitions of netwiifietime can be found in the literature [4, 5, 23]:
» Time from initialization until the first node fails
» Time from initialization until the first network p@éion occurs.
» Time from initialization until a certain percentagfenodes fails.
» Time from initialization until the last node fails.
« Time from initialization until a certain percentagiecoverage remains.

In this thesis the first definition is used. Theem be several reasons for nodes to fail; physadake —
where a certain part of the node fails due to meicha failure — or the energy source of the node
becomes depleted. Although there is a certain ehafionechanical failure, the main cause of node
failure is energy depletion.

Throughput

Throughput is the amount of data a network proce§ser instance of time, frame length for example).
It is measured as the number of packet arrivirtbasinks during one frame. The packet rate —dteeat
which nodes send their sensor readings to the Birdther words “generate” data packets — has atgre
influence on the throughput. A high packet ratel$e many packets being generated in the netwuatk a
arriving at the sinks. It is also influenced by thember of top-level branches of the sinks, whengithe
LMAC protocol. Due to the TDMA mechanism of LMACyery node can send only one packet each
frame, consequently, a sink witmeighbours can only receive a maximunx phckets every frame.

The network throughput at a certain point of tira@ de defined as the amount of packets receivall at
data sinks during that certain period of time. W# measure the average throughput of the network,

which can be represented by the following equatiois, the simulation duration in frames asds the
number of data sinks in the network:

B £
Z(Zreceived packets in franh%

i=1 \_j=1
B

throughput = (1.2)
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Energy efficiency

Since nodes in a WSN have a finite energy sowsnergy efficiency is another important issue. The
energy efficiency of a routing protocol shows usvhefficient the protocol is utilizing the available
energy in the network in order to deliver as masypackets possible at the data sinks. Althougarithot
be controlled, the hop count has quite an influeaneamount of used energy for packet delivery;
however, the length of the routing path can berotiet!.

Protocols which have much communication overhealiginer packet loss might not be very energy
efficient, because a packet that is lost halfwayitenpath wastes all the energy to get that fare Th
communication overhead of a routing protocol issidered as all the communication between nodes for
setting up the initial network and maintaining theuting paths in the network, without actually
transporting data packets.

The energy efficiency of the network can be meabbyeusing many different definitions. In this tlees
the energy efficiency is measured aséher gy-per-message (EPM): the total energy used in the network
divided by the number of successfully deliveredkeés at the data sinks. The total energy usedén th
network includes the energy used by the other paédn the stack, such as the MAC protocol, bu¢rvh
different routing protocols use the same MAC protdbis influence should be negligible. The energy
used by a node’s electronics is also taken int@auc The energy-per-message can be written as the
following equation:

epm= total energy used by all nodes/ all packetsdelivered at all sinks (1.3)

Packet Delivery Ratio

The Packet Delivery Ratio (PDR) gives a lot of mfiation about the efficiency and reliability of the
network. WSN have several sources of packet los®ravtransmission failure due to the unreliable
wireless medium is the main source. Buffer overflaue to full buffers are another common cause for
packet loss, especially in case of best effortingutDue to various reasons sensor nodes can also
temporarily or permanent fail, which causes thekptecwhich resides in the nodes buffer to be lost.

PDR= number of all packetsreceived at sinks/ number of all packets generated at sensor nodes ~ (1.4)

Another subtle issue about the PDR is fairnessyligh is meant that nodes further away from tha dat
sinks are likely to have a lower PDR that nodesealdo a sink. Therefore, the fairness is the PBR a
function of the hop count.

Load per sink

Although not a goal itself, it is useful to tesethow effective the load balancing algorithm batenihe
load in the network. A balanced network is not aldoy itself, because a balanced network doesn't
guarantee a good performance, it could, for exangilk have a higher latency or lower throughput
compared with an unbalanced network. The averagd laf all sinks is just another term for the
throughput as defined earlier, but what is morerggting in this case, is the variation of the loathe
sinks in the network. This gives a good indicationthe distribution of the load in the network.rRbat
reason, we will measure the load per sink perfomaanetric as the standard deviation of the load on
each the sinks in the network.

The standard deviation of the sink loadjs given in the following formula, whei is the number of
sink, |, the average load of all sinks anthe difference betwedrand the load in sink
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o= ﬁ Di(li —I_)2 (1.5)
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Chapter 2

2. Related Work

The field of WSNs has a relative short history. 2001, Power Aware Clustered TDMA (PACT) [3],
one of the first protocols with special MAC andstkring techniques for WSN, was developed. Since
then, much research has been done on the sevdvalrkassues where WSN differ from traditional
networks.

2.1 OSIl layer model

Network communication is modelled into a layeresgtegn model by th®pen Systems Interconnection
(OSI)). In the OSI layer model, the whole communaraprotocol — from the physical medium to the end-
user application - is divided into several layénsEigure 7 all the layers of the OSI model arevainoln
this thesis, we are mainly concerned with Braa link andNetwork layers. The network layer contains
routing andQuality of Service (QoS) functions. The Data link layer contains Medium Access Control
(MAC) and Logical Link Control (LLC) functions. ThHaght-weighted Medium Access Control (LMAC)
[7] protocol is used as underlying MAC protocol this thesis. Since these layers lay close together,
LMAC in the data link layer is able to pass usefuss layer information to the Network layer.
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Figure 7 — OSI layer model

2.1.1 Datalink layer

The data link layer primary functions are chanmeless control in the MAC sub-layer and multiplexing
transmitted over the MAC layer and providing emad flow control in the LLC sub-layer. The linkach
network-layers are very important for WSN. A langart of the scarcely available energy of network
nodes is used by the transceiver. Intelligent layer protocols can considerably reduce this energy
consumption. The link-layer protocols can be usedetiuce other forms of energy waste, such as idle
listening and collisions. By using intelligently signed cross-layered data link- and network-layer
protocols large energy savings can be realized.

WSN data link-layer protocols differ from traditialriink-layer protocols such as 802.11a/b/g duthéo
need for low energy consumption. Sources of enevggte are collisions and long duty-cycles. All
existing link-layer protocols try to reduce theseljems by using different techniques. A drawbatk o
most of these techniques is an increase in latamcly an increasing amount of communication and
protocol overhead.

212 LMAC

The MAC protocol is of great importance in thisdise since cross-layer information of the MAC is
extensively used in the routing protocol. Therefdhe MAC protocol used in this thesis — LMAC — is
first described. Although LMAC is used as MAC pratbin this thesis, every other MAC protocol which
provides the same cross-layer information to thevowk layer can be used.

In LMAC time is divided into frames, which consist§ timeslots, where each timeslot can be
controlled by only one network node. A time slotisided into two parts, a control and data segtion
where a node always broadcasts the control seittiah its neighbours, which contain informatioroab
the node and its 1-hop neighbourhood. It also adéea neighbour in this control section if it Hat to
send and this neighbour node will then also reraative during the data section of that timeslot.eWha
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node is not addressed during a timeslot it can efirits radio during the following data sectioh.ukes
virtual clustering to avoid colliding timeslots Wwih two hops from a node.

LMAC is a scheduled based protocol using a comlminatf Time Division Multiple Access (TDMA)
and Space Division Multiple Access (SDMA) techniques. It has been designed to wonky \energy
efficient in WSN. It functions without a central meger; nodes function autonomously.

TDMA scheme

LMAC is a link layer protocol using TDMA schemes fmommunication. Time is divided timedots,
grouped together into frames, consisting of 32 simts. Every node can use one timeslot per frame to
transmit data to other nodes. The major advantdgruich a TDMA scheme above contention based
schemes is the lack of collisions. Only one nod# tsansmit during a timeslot in a frame, so no
collisions, which are a source of energy wastingouo. There are many more nodes than there are
timeslots in a frame, but due to their limited sarssion range and intelligent choosing of timeslot
multiple nodes can transmit at the same time, witleausing interference.

Frame overview

LMAC divides a timeslot into two parts, a Controkebsage (CM) section and a Data Message (DM)
section. The CM section contains the ID of the nalde timeslot it occupies and if the node has fata
another node, it addresses this node. Every namlbast this CM section to all its neighbours. Divé
section is used for sending data; in the CM sedimwdes has addressed the other node, and inMhe D
section it transmits the data. The addressed neckivied the CM section of the transmitting node and
knows the data is for him and listens to the datdné@ DM section. Other nodes that are not addudsge
the transmitting node can switch off their transendt, thereby saving energy.

The TDMA structure of LMAC consists of 2 parts, & and DM sections. The sizes of the CM and
DM sections are respectively 114 and 2040 bitsadsady mentioned, by dividing the whole timeslot
into two parts where a node must only listen to shert part — the CM section — nodes can save
considerable amounts of energy by switching ofrthezieivers.

The CM section consists of the following fields:
* Node identification
e Current occupied slot
» Distance to sink
* Occupied slots
» Collision in slot
* Parent
» Sink which forms the root of the spanning treerthde is in — in order words, the cluster
* Routing path length
» And depending on the routing metric, on of thedwilhg information:
- Number of child nodes
- Estimation of the number of descendant nodes
- Buffer occupancy
- Energy level

The DM section contains the data the node hasni. se
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Figure 8 — Frame overview of LMAC (taken from [7])

Energy consumption reducing techniques

LMAC use many techniques which reduce the amounérmrgy needed for communication. This
makes it very suitable for WSN. The most imporamt is the TDMA structure, which prevents colliding
transmissions which are a common source of enemgtimg, especially in dense networks. Another
important technique is the addressing mode in ties€ction, after which the non addressed nodes can
switch off their energy consuming receivers. Syoofration of time is inherent available in the o,

S0 no additional synchronization techniques nedzktimplemented.

2.1.3 Network layer

The network layer performs network routing funcicemd QoS requested by the transport layer. The
network layer is responsible for end-to-end padetivery, whereas the link layer is only resporesitar
node-to-node frame delivery on the same link. Ruyis the task of finding a path from source to
destination. The term QoS refers to the abilitptiorities to different data flows or to guaranteeertain
level of performance to such a data flow. QoS iscovered in this thesis.

There are two different routing mechanisms: preactind reactive routing. A proactive routing
protocol maintains a routing path and periodicpllys effort in maintaining it. Every node maintaorse
or more routing tables for storing information abooutes between nodes in the network. Topology
changes are propagated throughout the network addsnattempt to maintain consistent up-to-date
routing information from each node. On the othendhaa reactive routing protocol, calculates a route
only when it has data to transmit. This approachr@periodically maintenance costs, but incretises
cost of finding a correct routing path if needetieTroute discovery address can be source-initiated
destination-initiated. Based on the underlying roekstructure, WSN can be flat or hierarchicalalfiat
network all nodes perform the same function. Inexanrchical network structure, some nodes have the
role of cluster head, maintaining the cluster, aggting data from common nodes and forwarding iata
sink node(s).

2.2 Related work overview

In Table 1 an overview of all related works canftwend with their properties related to the problem
definition. All related works are part of the netlkdayer. The protocols are discussed in the reimgiof
this chapter.
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Table 1 — Overview of related work

Protocol Protocol type Objective Explicit Multi-sink support
[13] Network design Sink placement Yes
[20] Network design Sink placement Yes
FROMS [24] Routing Multi-sink Yes
[12] Routing Multi-sink Yes
[11] Routing Multi-sink Yes
[10] Routing Multi-sink Yes
[9] Routing Multi-sink Yes
ART [23] Routing Parent selection No
LT [6] Routing Parent selection No
LBC [22] Clustering Load balancing Yes
DLBR [30] Routing Load balancing No
NCLB [31] Routing Load balancing No
LBSP [32] Routing Load balancing No
e3D [33] Routing Load balancing No
OFFIS [34] Routing Load balancing No
LEACH [16] Clustering Load balancing No
GLBCA [21] Clustering Load balancing Yes
Arbutus [15] Routing Load balancing No
RTLD [14] Routing Load balancing No

2.2.1 Multi-sink routing

Most protocols described in this chapter, have gpEcifically been designed for use in networks
containing multiple sinks. However, many researdiege been done on the topic of multiple sink WSN,
and WSN with one or multiple mobile sinks. Theraidifference between networks with mobile sinks
and static sinks. Some researches like [20] ardumad on networks which have static sinks, whieee t
goal is to route data efficiently to these sinksother networks, the sinks are mobile and the ot
find a good algorithm [13] to position these siitkghe most efficient way, in order to minimize eme
dissipation at each node in the network. In owagibn we only deal with a static network with mtat
sinks and sensor nodes.

With multi-path routing a single node routes itstadavia multiple paths, which might contain
overlapping parts, to a single or multiple sinksind multiple paths to route data to a single siokin
generally, a single destination — is used to apaicket loss due to bad links on one routing pah 33,
38]. However, often those paths converge at thessivhere congestion occurs in those nodes. Mutti-pa
routing to multiple sinks might avoid this [12].

Multi-path to multiple sinks routing can also betended to the routing problem where data from
multiple sources needs to be transported to melgpiks in an efficient way by combining parts toé t
different routing paths. In [11], they propose dgodathm for efficient routing in such scenarioshéely
first present a theoretical model of the problem domputing the theoretical optimal solution of the
problem. After that, they propose a decentralizgdt®n for the problem, based on periodically adap
of the routing trees in the network. This adapi®based on a quality metric of each neighbour,revhe
this quality metric relies on (1) the distance fraeighbour to sink, (2) the number of paths passing
through the nodes and (3) the number of sinks ¢ighbour serves.

There are also differences between protocols wHate is routed to multiple sinks [9] and protocols
where data is routed to a single sink, irmaltiple-sink network. Feedback Routing for Optimizing
Multiple Snks (FROMS) [24] is an example of that first type. Madin the network exchange local
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information in order to find the best hops for fanding the data packets. By using this techniquk an
information from FR Framework communication ovewthda minimized. Examples of information
exchanged are residual node energy, available gotdesinks, link quality. The information is
piggybacked on all data packets. FROMS usessréorcement learning solution to deal with the dynamic
environment of the network where node failure arma/@ment is common. Nodes incrementally learn
their best next-hop on route to all destinations.

In [10] data packets are routed from one sourcen® sink in a multi-sink network with in addition
node and sink mobility. They use geographical locatnformation andReceived Sgnal Strength
Indicator (RSSI) for their opportunistic routing protocol.

2.2.2 Load balancing

In sensor networks with many nodes, some nodestrhile to process more data packets than other
nodes in the network, for example, nodes closedata sink. These nodes do not only suffer mone fro
congestion, but they also consume more energy duedeiving and transmitting data cost energy.
Therefore, there are several reasons for balanbimtpad over the network nodes more uniformly, i.e.
reducing congestion in nodes, extending the lifetohthe network nodes. Various techniques hava bee
proposed in the literature which balance the loadhe network: e3D, LEACH, LBC, DLBR, NCLB,
LBSP, OFFISGLBCA, Arbutus and RTLD.

In Low-Energy Adaptive Clustering Hierarchy (LEACH), Load Balanced Clustering (LBC) andGreedy
Load-Balanced Clustering Algorithm (GLBCA) the distribution of the load is controlled by dieg
clusters in the network containing cluster heads which gatitata from the nodes within the cluster. In
LBC, this data is forwarded to a single sink in tiework, while the network in LEACH ar@LBCA
contains multiple sinks, where each sink is alstuater head. By forming these clusters, the distahe
packets in the network have to travel is reduceGLBCA, they define the problem of balancing the load
in the clusters asoad-Balanced Clustering Problem (LBCP) and prove that under general conditions this
is a NP-hard problem. In the special case thatothe in all nodes in the network is equal, theyprthat
LBCP is optimally solvable in polynomial time. Distributed algorithm for Load Balanced Clustering
(DLBR), Load Balanced Short Path routing (LBSP) andArbutus, the goal of distributed energy
consumption is achieved by looking at the energgll®f neighbours and forwarding to nodes which
have a high energy level, while avoiding forwardpagkets to nodes which are nearly depleted.

Arbutus focussed strongly on link quality with lsild-in load balancing scheme. By accounting for
network load in the route selection process, iticed the impact of bottlenecks — called spots by the
authors — on network lifetime.

The distances between each node and the distaatesdm each node and the sink is usenergy
Efficient Distributed Dynamic Diffusion (e3D) as a metric for forwarding data from nodsitik, directly
or via multiple other nodes. In thisffusion based approach a node can order — via special contadgia
— other nodes to stop using it as a relay noderiekample the message queue is full or the edexgy
is below a certain threshold. The proposed protwc@iptimized Forwarding by Fuzzy Inference Systems
(OFFIS) uses &uzzy inference system (FIS) [18] that optimizes the routing path in atdbuted fashion.
The goal of OFFIS is maximizing the network lifeém

Real-Time routing protocol with Load Distribution (RTLD) usesgeodirectional-cast forwarding for

real-time communication in WSN. lIts routing depemas optimal forwarding decisions that take into
account of the link quality, packet delay time dimel remaining power of next hop neighbours.
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In Node-Centric Load Balancing (NCLB), the designers look at the structure of iitketing paths from
nodes to sink and use an offline method for bafanthe load across different branches of the rgutin
trees. In this offline algorithm the spanning trees built step by step. The load at the sink is no
balanced — since the algorithm assumes a singkersitwork — but the load at thep-level nodes; the
one-hop neighbours of the sink. After all, in agdiasink network the load on the sink cannot be
controlled, but the load on its one-hop neighbmans. At the start of the algorithm, only the simidats
neighbours are part of the spanning tree. At eterhtion the “weight” (load) of these branches &l
“freedom” of these branches is calculated and éighbranch with the most freedom is expanded. They
use the “Chebyshev Sum Inequality” as a load balgnuetric.

2.2.3 Parent selection

A common routing technique is building multiple spiang trees — directed acyclic graphs, in literatur
sometimes named routing trees — in the networl méides as vertices and forwarding vectors as edges

This basic topology is desired in data-gatheringeless sensor networks, since the traffic is maimly
the form of many-to-one flows. More details abopamning trees are given in Section 3.4. Some
examples of protocols which use spanning treesdigting are ART, LT, DLBR, NCLB and OFFIS. In
the forwarding step, each node has to make oneafdimg vector as part constructing the spanning tre
and this is callegarent selection. Nodes can choose a new parent from one or magbbaurs, based on
same metrics. IMdaptive Routing Tree (ART), Localized Topology (LT) and OFFIS parent selection is
an important part of the routing protocols.

In ART, one can define a cost function for eacheyarhlledQ-value, indicating the minimum cost-to-
go from this node to the destination. A node atsoes the Q-value of its neighbours, called NQ-galu
Initial Q-values and NQ-values can be estimatedhdunetwork initialization or upon receiving packet
for the first time. During initialization phase, amtial spanning tree is built, which may not bgtimal
yet. Each node, other than the root node has agqudin its parents, which is the neighbour with the
smallestNQ-value. Nodes forward packets to their parents until paekets reach the sink. Implicit
packet confirmation is used: if the packet is neard from the node within a certain period, theenod
updates the node updates the NQ-value of that aodiselects a new parent from the set of neighbours

The parent selection method can be based on tliffeeedt routing strategies, shortest path, energy
awareness and congestions awareness. The NQ-wdltressnodes depends on which strategy is used.

Level 3 Level 2 Level 1 Level 3 Level 2 Level 1 Level 3 Level 2 Level 1
1O O s
O— Qs O Qs :
4 4
2 @—
2 2 5
5 5
'@
@ @

a)Initial routing tree bNode 4 sends packet to 6, nodes 1, 2c)Node 1 changes its parent to 4,
and 5 hear, in addition to 6 which has a lower Q-value

Figure 9 — Adapting spanning tree for better routirg in ART
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ART makes no use of multiple sinks, however, itgirg concept of having different routing stratexgie
and different routing metrics seems very effective.

In LT the network starts with a flooding initiateég the root node, followed by a parent selectioasegh
done by all nodes, which constructs the spannieg. tfThey present four localized parent selection
methods: earliest-first, randomized, nearest-fast] weighted-randomized parent selection.

The earlier discussed protocol OFFIS uses fuzzyg imgorder to combine four different routing megri
— distance from neighbour node, distance from skbmpath, remaining battery life and link usage —
which leads to one parent select decision.

2.2.4 Related Work Evaluation

The related works show some useful ideas for thve toebe developed routing protocol. Multi-sink
routing can be done using multipath to a multipiks — such as in [12, 11] — in order to incredse t
change of successful packet delivery. As a drawlihik increases the delivery costs, since in fact
multiple packets are send while only one packettbagach its destination. Depending on the network
situation the extra cost are higher than the irsgréa performance. Since the network in considenati
this thesis assumes all sinks are equal from aarrirdtion point of view, [9] and FROMS are
unnecessary. The requirement of geographical irdtiom in [10] makes this solution not feasible tloe
network model in this thesis.

Load balancing shows promising results in singhé sietworks and it can be expected that it performs
even better in multi-sink networks, where the l@ath be distributed over more sinks. All the related
works have major drawbacks, which make them naablg for the network model under consideration in
this thesis. None of the related works are distébusolutions which can combine routing with load
balancing and none of them uses cross-layer infiioméor reducing communication costs.

e Centralized. The solutions in LBC, NCLB an@GLBCA are centralized and therefore not very
scalable to large networks and not very flexiblghia case of changing network conditions or
topology.

* Localisation information. LBC, OFFIS, LBSP,GLBCA and RTLD assume the availability of
information about the location of the nodes in tletwork and therefore the need for GPS
equipment or a localization algorithm on the semsmtes.

» Direct communication. The e3D algorithm assumes the possibility of diremmmunication
between all nodes in the network, while this is @latays the case, especially in larger networks
which require multi-hop communication model insteddBC and GLBCA are clustering
algorithms, which cluster nodes around sinks, with@aking in consideration the connectivity
between those nodes and sinks and the possililitywti-hop routing.

» Lack of multi-sink support. Except for LBC, LEACH andLBCA all algorithms are designed
for networks with only one data sink.

Table 2 summarizes the properties of the load baigrprotocols.

Optimized parent selection as opposed to randonizeent selection, as for example used in ART,
seems also useful since it makes it possible tadalezal bottlenecks — in the form of congested and
nearly depleted nodes — in the network. The differeuting strategies and corresponding routingricget
to serve different application demands is alsolaalde feature.

Table 2 - Properties of load balancing related work
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Protocol Type Organization Communication  Localization  Multi -sink support  Comment
DLBR Routing Distributed Multi-hop - -
GLBCA Clustering Centralized Direct y \
communication
LCB Clustering  Centralized Direct v S
communication
NCLB Routing Centralizer Multi-hog - -
OFFIS Routing Distributed Multi-hop - - Local flowdy for
dead-end resolving
LBSP Routing Distributed Multi-hop \/ - Narrow strip network
topology
E3D Routing Distributed Direct v -
communication
LEACH Clustering Distributed Direct - \
communicatiol
Arbutus  Routing Distributed Multi-hop -
RTLD Routing Distributec Multi-hof y -
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Chapter 3

3. Partition-based Network Load Balanced Routing

3.1 Partition-based Network Load Balanced Routing: A two-
level approach

In the problem definition we have defined the dedsaof the new routing protocol. This chapter shows
how these demands are analyzed and lead to thé Rantéion-based Network Load Balanced Routing
(P-NLB) protocol. The evaluation of the related kohave shown that although many research haven
been done on the topic of multi-sink WSN, they hessulted in only a few solutions for routing from
single source to single sink in multi-sink networkdso, none of the proposed load balancing routing
algorithms has been designed for multi-sink netwpedthough this combination has great potential. P
NLB is a novel routing protocol for multi-sink WSIKat uses a two-tier approach that combines metric-
based routing olocal level with a load balancing technique on a network vgjldibal level.

On a global level, a technique called clusteringised in order to spread the load in the network
uniformly among all sinks in the network. The nopatts of this mechanism is that no explicit cltistg
phase is used, btite nodes in the network achieve clustering on a global level, by clever routing on a
local level. Load balancing in a network is a NP-hard probl&2, 17]. On a global level the sinks
determine the structure and cluster sizes of theark and provide the sensor nodes in the netwaitk w
information about this network structure. To be enspecific, if the clusters in the network are betl
and if not so, which cluster is the smallest. Qoacal level, the nodes use the information providgdhe
sinks in combination with local information to matkesir routing decisions. So the global level doet
do theactual clustering or routing. It just gathers informatifsom the network and provides the nodes
with this information.

The local level does the actual routing and clirsgeand uses a metric based routing mechanism where
every node decides for itself, what the next ssefoii creating a routing path and forwarding daterat.
It does that by select a neighbour as the paredé,nahich forms a step in the spanning tree. The
resulting spanning tree is used for routing thekptcfrom nodes to sinks. The decision of selecting
neighbour as the parent node is not trivial. Itedefs on the information provided by the sinks am th
global level — in case of the balancing mode —thedouting strategy and correspondingputing metric

Partition-based Network Load Balanced Routingange Scale Multi-sink Wireless Sensor Networks Page | 23



&

University of Twente
Enschede - The Netherlands

of the node. The routing strategy of a node — faneple, avoid congestion — depends on the demé&nds o
the application running on the WSN. On the locaélenodes use the cross-layered approach to exehang
information with their one-hop neighbours and geteav of theirlocal neighbourhood. An illustration of
this two level routing approach is given in Figa@

a) On the global level, the network detects unbalam¢be two cluster
sizes

b) As a result, on the local level nodes adjust sjpaninees, resulting in
balanced clusters

¢) Spanning tree is used for routing temperature nggfilom sensor node
to data sink

Figure 10 — Two-level routing approach

In WSN, the most basic routing approach is the ®bPath Routing (SPR) paradigm to send data
packets to the sinks. SPR is defined as the routieghanism where nodes forward data only to
neighbours which are at a shorter distance —medsiteops — to the nearest sink. This resultsloop-
free Minimum Spanning Tree (MST) rooted at a sink. However, in multi-sink wetks, SPR does not
guarantee that the resulting spanning tree is mddnced. It minimizes the number of hops a packet
travels, leading to the formation of spanning trestaining different amount of sensors, sincectielg
the shortest path does not account for the effetbarl aggregation on upstream links. Therefore, by
assuming uniformly generated load per node, SPRtasespanning trees with different loads in the
network.
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Although the base point of P-NLB is SPR, it enhanites routing mechanism by uses routing metrics
for more efficient spanning trees construction. IlBNises an approach which:
* Is distributed.
* Fully utilizes the existing of multiple sinks ingmetwork.
» Does not need explicit network maintenance.
e Scales very well for large sensor networks.
* Needs no geographical location information.

Distributed

Each sensor decides for itself to which sink il woute its data; no centralized control of theksior
other entity is needed for that. Sinks in the nekwaill only have a small task of sending periodiica
information about the clusters into the network.isThvill be done implicitly using cross-layer
communication and requires no broadcasts, keehiagrtechanism scalable.

Multi-sink utilization

P-NLB features inter-cluster load balancing, by abhthe existence of the multiple sinks is used. Its
intra-cluster metric-based routing leads to effici®uting and distribute the load within each tdus

Network maintenance

There is no static routing spanning tree in thavost; instead the routing tree is very flexible and
adapts itself easily according to changes in thevor&. Therefore, there is no explicit maintenance
necessary keeping the routing tree stable. We asthertarget network is static — sensor nodes iakd s
don’t move through the network and no nodes arecad removed from the network. However, due to
our flexibility we expect that P-NLB is also highdyitable for dynamic networks with mobile noded an
sinks. Mobility is not covered in this thesis, Ipatrt of the Future Work will investigate the penfance
of P-NLB in case of network mobility.

Scalability

Scalability is of great importance for P-NLB, besauhe target network type consists of many sensor
nodes and data sinks. A solution that is not stalabuld result in much communication overheachi t
network and suffer from great unnecessary energysuwoption. A distributed approach with low
communication overhead is the only feasible apgrdaa@chieve scalability in the network. Therefoe
will make extensively use of local information krnowy the nodes. We will get this information via
cross-layer communication with the MAC layer, whishin our case the LMAC protocol. The LMAC
protocol functions in such a way that nodes brosidog#ormation about themselves to their one-hop
neighbours. In this way they get a good view ofrthacal network neighbourhood. No network wide
broadcasting is used by P-NLB. Also, although depka neighbour table, they do not keep a routing
table, only the parent node as forwarding vecta@tised. They neighbour table does not increasenwhe
the network get larger, a routing table howeveniiancrease in size.

Geographical location Information

While other algorithms assume the availability dt$electronics on the sensor nodes or a localizatio
algorithm, P-NLB needs no geographical locationtte&f nodes. GPS location would make the sensor
nodes both too expensive and energy demanding. cAlization algorithm comes with a lot of
communication overhead and is not always verybédia
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3.1.1 Adaptive Routing Mode with Cluster Size Distribution Detection

P-NLB defines two different routing methods to &std an efficient routing protocol and enhance the
basic SPR method. The first method takes as sjaptint the shortest path routing paradigm used in
other current protocols. Instead of the randomigacket forwarding to any neighbour closer towards a
sink, it uses well defined routing metrics to irase the efficiency of this method, similar to apotres
in [6], [23] and [28]. In the rest of this documehis method is called themart shortest path mode (S-
SPM). The other method is more complex and a nswkition. It is clustering based and has as goal
balancing the traffic load over all the sinks ie thetwork. This method is callé@lancing mode (LBM)
in the rest of this document. Figure 11 displaysséhtwo routing modes within P-NLB. The difference
between these two routing modes is the goal ofetmades: the shortest path mode tries to achieve
efficiency by using a very simple routing algorithwhile the balancing mode tries to achieve efficie
by looking at the clusters in the network and adjisse in order to balance the load in the netwBdth
modes intelligently use cross-layer informatiomirthe MAC layer, to achieve a higher efficiencyca
less explicit communication between sensor noddssanks is needed. Which mode is used for routing i
the network is determined by the setup phase, whidkscribed in Chapter 3.2.1.

P-NLB

Smart Shortest Path Mode Load Balancing Mode

Global Level

Node-sink information exchange

Local Level Local Level
Node-node communication Node-node communication

Figure 11 — Partition-based Network Load Balanced Buting Protocol

3.1.2 Summary

Now a short introduction to the features and rautmechanism of P-NLB is given and before
continuing to a detailed analysis of the protocshart summary of P-NLB:
e There are two routing modes, S-SPM and BLM, orthein is used in the network, depending on
the initial cluster size.
» The global level provides the local level with ¢kring information.
* On the local level, nodes build spanning treesatwork, each rooted at a sink and use this
spanning tree to route data.
» Every node builds one edge of the spanning tre@ iautonomously manner.

» It does this by selecting a parent, based on lodalmation — in case of BLM also global
information) and a routing metric.

The remainder of this chapter will explain in grdatail how P-NLB works, starting with the protocol

organization in Chapter 3.2, continuing with thelgll level in Chapter 3.3 and ending with the local
level in Chapter 3.4. One example network is usedliustrating all features of P-NLB. This network
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contains two clusteré. and B. In some parts of this chapter, only a part of tleéwork is used as
illustration. The example network is shown in Figde.

Cluster A -8
nodes

Focus on part
of network

LY =

Cluster B — 21
v nodes

Figure 12 — Example network

3.2 Protocol organization
P-NLB consists of a setup phase and an operatpirzale.

3.2.1 Setup phase

In the setup phase, all the nodes in the netwatialime with the LMAC protocol. They register thet
network, learn about the neighbours in their pratiirget their hop count the sink(s) and finallygate
a LMAC timeslot. This phase is important for thedas, because they acquire valuable informationtabou
their local network neighbourhood, which they us¢hie operational phase to immediately start effiti
routing. After the setup phase has ended, the simkbke network have information about the initial
cluster sizes in the network, which is useful fetedmining the actual need of balancing the network
Section 3.3.3 gives more information about this.

The state diagram of the setup phase can be faurkigure 13. As can be seen in the figure, the
network enters the operational phase in shorte$t gabalancing mode. This effects the operational
phase of the nodes, which is explained in the sestion.

The details of the LMAC initialization are not coed in this thesis. More details about the LMAC and
LMAC initialization can be found in [7].
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Power u| Operational phase in
P shortest path mode

All node

initialized

$.

No

A

luster size
deviation >
threshold

Cluster size

Initialize LMAC detection

;No

Yes

Operational phase in
balancing mode

Figure 13 — State diagram of setup phase

3.2.2 Operational phase

In the operational phase, nodes already acquireddhessary information about their neighbourben t
setup phase and now must establish a dynamic spatreie to a sink, which can then be used for mguti
the data packets to the sinks. In this phase, gharsng tree to the sink is constantly maintained a
adjusted to the most efficient routing paths in tetwork. This is done by the nodes as a result of
constant updating of their parent nodes.

The state diagram of the nodes in the operationase is shown in Figure 14. The steps belonging to
the global level are coloured green, while the steglonging to the local level are coloured bluke T
state diagram clearly illustrates that the shopath mode has only local level, while the balagcitode
has also global level. The global and local lewéldhe protocol are further explained in the nehamters.
The state diagram of Figure 14 doesn’t specificédllf anything about receiving and sending data
packets.

Details on updating the parent of the nodes cadodied in Section 3.4 which describes the locallleve
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Sleep

Receive and Distribute and
analyze cluster receive cluster .
sizes size information Sensor node Sink
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switching
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All neighbors with
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All neighbors with
specific sink in
neighbor pool

Don’t balance
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neighbor pool

v

Use neighbor pool
.| toupdate parent |
using shortest
path method

v

» End of duty cycle («

Figure 14 — State diagram of operational phase

3.3 Global Level
Distribution

In Section 3.1 we have seen how the two-level apgr@f P-NLB combines local routing with global

clustering. This paragraph takes a deeper looketbackgrounds of this clustering technique and the
implementation in P-NLB.

Cluster

Information Gathering an d

3.3.1 Network clustering

On a global level this routing protocol will try #stablish multiple non-overlapping spanning trees
also called clusters — in the network, each tre wisink as root node. If all the spanning treethe
network contain more or less the same number oésidthe network is balanced. If the generatedidraff
load in each sensor node is more or less equaltdfiie load in the whole network will be uniforfthis
objective of load balancing has previously beerduse[16], [22], [30], [31], [32], [33], and [34]as
already discussed in the Related Work chapter.
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The first column of Figure 15 shows an unbalancetivark, with two network clusters of 8 and 21
nodes in each cluster. In the third cell, the netvas been balanced, with network clusters ofricb 1t
nodes in each cluster.

This goal of clustering is similar as that of LBZ2], but LBC uses an offline method for finding the
ideal clusters size and composition, where thessg&ther information about the nodes in the network
and calculate precisely what the best clustersuiagewhich node is in which cluster. This approachat
very flexible, because in general nodes in WSN behwot very static and are prone to temporary and
permanent failures. This leads to problems, becaitbeeach change the sinks must recalculate the be
network partitioning and give this information teetsensor nodes. If the sinks are responsibleetting
up the clusters they must know about any changéseimetwork and it takes time for them to adapt th
clusters to these changes. Therefore P-NLB usepproach where nodes themselves decide to which
sink they route and therefore they know to whialstdr they belong. They base these decisions mostly
on local information supported by some global infation from the sinks. Another novelty is that we
will combine this clustering technique with theerbuilding routing technique, as used in for exampl
ART. This combined algorithm is both flexible archiable on global scale and provides efficientiraut
on a local scale.

The goal of the global level is providing the nodethe network with information about the balande
clusters in the network.

3.3.2 Global network information gathering and distribution

In the balancing mode, the network will try to bada the nodes and traffic load uniformly among all
sinks in the network which is much more complicateah the shortest path algorithm. In order to keep
the network load uniformly distributed over theksinthe sinks need to know what the actual network
load is. They will give this information about thkuster sizes of every sink to the nodes in thevoek.

The mechanism of collecting the information aboluster sizes and distribution to the nodes in the
network has three steps. The algorithm is giveslgorithm |.

» Information gathering. Nodes keep track of the number of child nodes tiese and aggregate
and propagate this information to the sink at &t of it spanning tree. In this way, each sink
knows what the amount of nodes in its spanningisread thus the cluster size.

* Analyzing. Assuming (direct) communication between sinkshesiok has information about all
the other cluster sizes in the network and conggbyuthe balance in the network

» Distribution. Distribute this information back into the networkjsing cross-layer
communication.

Figure 15illustrate these three steps.
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Information gathering Analyzing Distribution

Communication between sinks:
- Sink A calculates it has 8 nodes in its cluster, sends
information to sink B.

/ Number of descendant of node. - Sink B calculates it has 21 nodes in its cluster, sends
1= including the node itself. ’ information to sink A. A= Sink with least nodes in cluster
- Both sinks conclude that sink A has the least nodes in
its cluster.

Figure 15 — Three steps of the global clustering gbrithm

Algorithm I: Cluster information gathering and distribution
N €set of all nodes;
Desc; € set of descendant nodes of node 1
C; € set of child nodes of node i
P; € parent node of node 1
S €& set of sinks in network
For each node i © N do
//step 1: information gathering
/* received descendant information of all child nodes, assuming node has any child nodes */
RXDescChilds(C;)
Desc; = @
for each ¢ € C; do
Desc; = Desc; + Desc.
if 1 # sink
/* transmit updated descendant information to parent node, sinks have no parent nodes */
TXDescParent(P;i, Desc;)
else
//step 2: Analyzing
/* send own and receive descendant information to / from other sinks
for each s £ S do
TXDescSinks(Desc;, s)
RXDescSinks(Descs, s)
/* calculate with information of all sinks which cluster is the smallest */
SC €& CalcSmallestCluster(Descs, Desc;)
//step 3: Distribution

for each ¢ gci do

/* send SC to child node, assuming node has any child nodes */
TXSCChild(c, SC)

End

Partition-based Network Load Balanced Routingange Scale Multi-sink Wireless Sensor Networks Page | 31



&

University of Twente
Enschede - The Netherlands

It is a continuous process of gathering, analyzing distributing the information, there are no #jec
phases. The drawback of this continuous processising cross-layer information is that it takesdifar
the information of the nodes to reach the sinksiaatbo takes time for this information to readhtlae
nodes in the network. As a result this global infation is not always up-to-date and not always very
reliable. Due to changes in the network — nodesatgdnd continuously parent switching — it is Hard
the sinks to get aomplete view of the current network topology. This is hawe not a major problem
and a common phenomenon in distributed algorithBeeral factors influence the reliability of this
global information.

* The average hop count of the nodes in the netwbitke hop count increases it will take a longer
time for the information to reach the sink, andinlgirthis time, the chance increases that the
information is no longer valid.

* The rate at which nodes in the network update tesients.

e Other factors, such as node mobility and tempasad/permanent node failures.

As a results of this incomplete network view and mo-to-date information nodes might take not the
best decisions and sub-optimal spanning treesuictib the network. So there is a trade-off betwee-
centralization and optimal routing paths, which migave a negative effect on the performance of the
protocol.

3.3.3 Initial network topology cluster detection

The balancing mode of P-NLB performs best in nekwarhich have the typical asymmetric shapes
with large and smaller clusters. In case of theteksbpath mode, many nodes in the larger clusters
to a few sinks, while only a small part of the nedeutes to the other sinks, which causes congestio
the large clusters. On the other hand, in balammdiork types, shortest path mode outperforms the
balancing mode. Therefore, it is important to use right routing mode in the right network typedan
detecting the network shape is essential.

A method for detecting the size of the clustersnofles around the sinks is using the hop count
information of the nodes. During a detection phadlenodes send a short message to the nearest sink
informing it about its presence. In case of mudtipkarest sinks it will send a message to onlyoftiee
sinks, so that all nodes are known by only one.skikthe nodes that are close to a specific sind a
report to this sink belong to the network clustéthat sink. This is not the same cluster as thdimg
spanning tree cluster, described earlier, sinceetisenot yet a routing tree. Next, all the sinksleange
information about the sizes of their network clustand some measure to detect the dispersion — the
standard deviation for example — is calculatedhgydinks. A high standard deviation indicates that
nodes in the network are not uniformly distributaer the sinks in the network.

3.4 Local level — Optimized Metric-based Routing Tr ee
Building

We have seen the mechanism where on a global $&ved provide nodes with the right information
about the cluster size so the nodes can on a leeall influence the cluster sizes while updatingirth
parents. We have also seen that only LBM has thibad) level while S-SPM does not. This section
explains how the routing tree building and datavBnding mechanism on local level works and what
nodes do with the information provided by the gldbael.
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The local level does the actual routing and usegefiic-based routing mechanism where every node
decides for itself, what the next step is for drapta routing path and forwarding data over it. The
selected neighbour is called tharent node and the forwarding node itself is called tiéld node. All
these small one-hop routing paths will eventuatiyult in one long routing path from source nodtho
sink. All the routing paths from all source nodesat specific sink form thgpanning tree, also called
routing tree, for that sink. Every sink is a part of a uniqumroverlapping spanning tree. This spanning
tree is highly dynamic, because nodes continuoustiate their parent according to changing condition
in the network. The dynamic routing tree is usedotate the packets from sensor nodes to sinks.ré&igu
16 illustrates in five steps how a spanning tremisstructed in the network and used for routingkpts.

o
a O c A © c
0 O ] 0 A/O'\BQ/O
........... (@)
A © g @
a)All possible shortest path routing  b)Routing decisions for nod® B andC ¢) Three routing steps form together
path options the whole routing path from node C

to the sink

d)Routing steps of all nodes form e)Routing tree is used to route packets
together whole spanning tree from nodes to sink

Figure 16 — Building routing tree from small steps

The decision of selecting a neighbour as the parede is not trivial. It depends on the information
provided by the sinks on the global level — in cakthe balancing mode — and thetting strategy and
correspondingouting metric of the node. The routing strategy of a node depemdthe demands of the
application running on the WSN. On the local lesehsors use the cross-layered approach to exchange
information with their one-hop neighbours and geieav of theirlocal neighbourhood. They will use this
information to analyze their neighbours and basedhe routing metric select the best neighbouttsas i
new parent. The information the nodes have abautngighbours in their local neighbourhood is the
following, where the last four data is heeded far four routing metrics:

* Node ID

*  MAC hop count

* Routing hop count

» Sink which forms the root of the spanning treerthde is in — in order words, the cluster
*  Number of child nodes

» Estimation of the number of descendant nodes

» Buffer occupancy

» Energy level

3.4.1 Demands, routing strategies and routing metrics

The application running on the WSN hdmnands on the WSN. A long lifetime, low message latency
or high throughput for example. Based on these ddmdifferentrouting strategies might be used, each
strategy best suited for a specific demand. A nguStrategy can be: avoid low-energy nodes, avoid
congested nodes, route to closest sink. Differentimg strategies might used separately in a single
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network, if there are high- and low-priority messador example. Based on the routing strategy,d no
can choose eouting metric to select a parent, and form a spanning treegmétwork.

It might be possible to have different demandshim ame network. Nodes in such a network generate
with a certain rate messages with status informadtwout their environment, where there focus liesuo
energy efficient network, with a long network lifee. On the other hand, some nodes might peridgical
have some high priority messages, which must mbke a sink as fast as possible, so latency is an
important factor for these messages. Disparatgifyrimessages are not covered in this thesis, dutqgl
the Future Work.

Simulations must clarify which routing metrics fithich demand best. Four routing metrics are used i
this thesis, although one could define more, i djuality, link usage, neighbour distance.

» Child nodes The degree of the routing spanning tree in thevork is of important value. If a
node has many child nodes, it receives (small) datkets from each child node within one
frame. This has several negative consequencehkifondde. First, all this data needs to be stored
in a buffer before it can forward this to its pardRemember, every node can occupy only one
timeslot for forwarding data, while it is likely toave more than one child nodes that transmits
data to it. Receiving more data than it is abléréamsmit results in full buffers and eventually
buffer overflows. Second, every time it receivetadts transceiver consumes energy, and when
it forwards the data its transceiver is again atéd. If a node has many child nodes, it is likely
that it consumes more energy and its energy sogete depleted earlier. For those reasons,
looking at the number of child nodes a neighborgaaly has it a good routing metric.

» DescendantsThe number of descendants a node has can alsdédre as a routing metric. This
metric is related to the previous metdild nodes, but differs slightly. Where the metrahild
nodes takes only into account which neighbours are diyeafter the node on the routing path,
descendant nodes aa the upstream nodes on the routing path. This mainly affectsahmunt
of traffic a node has to process. A node with mdegcendants, all generating sensor data
packets, has to receive and forward all that data.

» Energy level After a certain uptime of the network, some noaéght have to forward/transmit
a lot of data; this will drain their energy sour@her nodes might stay in an idle state for a long
time, or transmit only hardly any data. Some nadéght even have an unlimited power supply.
It is wise to transfer traffic from the nodes wimear empty energy buffer to the nodes with a
full buffer in order to extend the total networfetime.

« Buffer. Every node has a message buffer where it stbeeintoming packets, before they are
forwarded to the parent of the node. Assuming adlkpts have the same priority, and a first in
first out strategy is used, the latency of packetseases when there are many packets in this
message buffer. Favouring nodes with empty buftarsr nodes with full buffers is a good
routing metric.

3.4.2 Parent Selection Mechanism

Section 3.4 explained how a routing tree is buildl aised for packet forwarding. Now tiparent
selection mechanism, the mechanism where each node builds one stidye obuting tree, is described.

Since we assume the network is a connected grépigdes have at least one neighbour. However, in
most cases every node has several neighbours, \&lichn be selected as parent node for forwarding
data to. Selecting the parent node is not trividias a significant effect on the resulting patinf source
node to sink. The most basic approach for seledimgrent is the shortest path mode; any neighbour
which is closest to any sink is selected. In tlsecthe node will consider any neighbour as a dateli
and pick the one closest to any sink. This shopgat mode results in a shortest path spanningrvee
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nodes to a sink, every sink is the root node ottsrospanning tree. However, basic SPR is not very
efficient and the load balancing mechanism of LBb&mdons the shortest path paradigm. Therefore a
metric-based parent selection mechanism based RrisSRtroduced which adds an extra step, neighbour
pool construction, to the beginning of the paretéction. This neighbour pool construction is eaén
for LBM, because it implements the load balanceghhique in P-NLB. The difference between SPR and
P-NLB is that the latter adds a metric-based pasetéction mechanism, which results in efficient
selection of the shortest path parent, insteadrahdomized selection. Also, in S-SRitdsolute shortest
path routing is used — always route towards theedbsink. On the other hand, in LBM shortest path
routing within the cluster is used; within the current cluster of a node phesnt node is always closer
towards the cluster head — the sink — althoughlaafi another cluster might be the closest sinliture

19 e) a network is balanced using LBM and withia g¢ineen cluster shortest routing is used, althdoigh
some nodes in the green cluster the sink in the dluster is closer by.

The parent selection mechanism has four steps.
* One step for defining neighbour pool with use afgll information (in case of LBM) and local
information.
» Three steps for applying routing metric to neightsan neighbour pool and select neighbour as
new parent.

The algorithm of the parent selection mechanismgiven in Algorithm Il. In the next section of this
chapter, all these four steps of the parent seleathechanism are explained in detail. Also three
examples are given: one of neighbour pool constmiand two of the parent selection mechanism in
both S-SPM and LBM.

Algorithm II: Neighbour pool construction and parent selection
N €set of all nodes;

P; € parent node of node 1

NB; €& set of neighbours of node 1
NBP; € neighbour pool of node i

node i &N

U €& Cluster size unbalance

ST & switching threshold

Cli € cluster node ; belongs to

CS & smallest cluster

//step 1: neighbour pool construction

if routing mode == shortest path
/* all neighbours are in neighbour pool
NBP; = NB;

else

/*routing mode is balancing, check switching threshold*/
for each nb SNB; do

if ST > U
/* balance clusters*/
if CL; == CS

AddNbrToNBP (NBP;, nb)
else
/*stay in same cluster, don’t change clusters */
if CL; == Clnp
AddNbrToNBP(NBP;, nb)
End else
//step 2: Check hop count, discard neighbours which have not the lowest hop count */
NBP; & CheckHC(NBP;)
//Step 3: Apply metric on neighbour pool
NBP; & ApplyMetric(NBP;)
//Step 4: Parent selection
P; €& SelectParent(NBP;)
End
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3.4.3 Using global and local information to define neighbour pool

In LBM, the nodes have received information frora #inks in the network about cluster sizes, and in
particular, which cluster is the smallest. Sinoe lttad in a cluster is equal to the number of nadeke
cluster, a node knows which cluster has the loveagt. A node also knows in which cluster it is l@ch
— this information is passed from the data linkite network layer — and in which clusters its nbiglrs
are located. A node can choose to leave its cunarting tree (cluster) and join another cluster by
selecting a neighbour as its new parent, if isriather cluster. Of course, this is only possiblatifeast
one of its neighbours is located in another clug@grjoining another cluster nodes can decreassittee
of their own cluster and increase the size of rimaghing clusters, and thus balance the load in the
clusters -inter-cluster load balancing. The neighbour pool construction mechanism filedtsieighbours
of a node for a specific cluster, before the mdiesed parent selection takes place. There are thre
categories of neighbours:

* Neighbours that are in the same cluster as the node
» Neighbours that are in the cluster which has thallest cluster size
* Neighbours that have neither of both conditions

Constructing the neighbour pool is done in one step-SPM and two steps in LBM:
e Step la.Both modes: get all one-hop neighbours.
» Step 1b.In LBM only: if there are any neighbours located the smallest cluster and the
switching threshold is not met, remove all neighbours which are nahat smallest cluster.

Switching threshold

When, in a two cluster network, two clusters A &bHave almost the same sizes, for example 5 and 6
nodes respectively, nodes at the border of thesectusters will still try to balance these clusters
although this is not possible due to the unevenbmurrof total nodes in the two clusters. A certagdbin
located in Cluster B but close to Cluster A wilf to join Cluster A, because it is the cluster wiile
smallest amount of nodes. As a result Cluster Arfas 6 nodes, one more than Cluster B. Now this
Noden notices that cluster B has the smallest amoumtodes and will try tcCluster A again. In this
small example network thigscillation has not much effect, but in larger networks whinbre nodes in
the middle between two clusters it will cause ib#ity and result in decreased performance. In otde
counter this oscillation the parameter cluster siweshold is introduced, which must stop nodemfro
attempting to balance slightly unbalanced netwoflksis parameter is important for determining the
correct neighbour pool. If a node receives infoiarafrom the sink that a cluster is unbalancedilit mot
attempt to balance this cluster if the unbalancamaller tharswitching threshold. In Table 3 is a list of
parameters for determining the correct neighboot {sogiven.

Table 3 — Requisites leading to right neighbour pdo

Mode  Switching threshold < cluster siz  Switching threshold < cluster siz
S-SPM  Neighbours in any cluster Neighbours in dogter
BM Neighbours in smallest cluster Neighbours in eanuster

Example of neighbour pool construction

After network initialization there are two spannitrges,Cluster A andCluster B, in the network as
shown in Figure 12. A close-up of a part of thenwek is shown in Figure 17. In this example, which
illustrates Table ANode 1 — green in the figure — updates its pardlade 1 has six neighbours Node 2,
Node 3, Node 4, Node 5 andNode 6 — which are dark blue coloured. In Table 4, thesegiuences of these
parameters for each neighbourNifde 1 are given. If the network is in S-SPM mode, clustees do not
play a role and all neighbours of Node 1 are inrtighbour pool, as shown in Figure 17 a). In LBM
mode this is all different since the cluster to ethieach neighbour belongs is important. For example
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Node 2 belongs to Quster A andNode 1 has received the information th@tuster A is the smallest
cluster. This means th&tode 2 belongs to the correct neighbour setNafde 1, because the cluster
deviation is larger than the threshdibde 3 is the only other node that together witade 2 belongs to
the correct neighbour pool dlode 1. The neighbour pool dfode 1 in LBM is shown in Figure 17 b).

CIus(erA2 3 . CIusterA2 3 .
@ @

Cluster B Cluster B

a)Step la. Get all one-hop neighbours Step 1b. LBM only. Remove
neighbours which are not in smallest
clusterA

Figure 17 — Example of neighbour pool construction

Table 4 — Example of neighbour pool construction

Neighbour Cluster S-SPM LBM

Switching threshold Switching threshold Switching threshold Switching threshold
< cluster siz¢ < cluster siz¢ < cluster siz¢ < cluster siz¢

2 A v v :

3 AN v v :

4 B \ \ - \

5 B \ \ - \

6 B \ \ - \

7 B \ \ - \

N means: place neighbour in neighbour pool - medmsiot place neighbour in neighbour pool

3.4.4 Using local information and neighbour pool to select a parent

Now the nodes have received information from timkssiabout cluster sizes and used this information
together with local information to determine theirrect neighbour pools. In the next phase a pasent
selected from the neighbour pool and the routireg tis build/adjusted. Since the neighbour pool
construction regulates the load balancing of LBM inetric-based parent selection is very simple and
equal for both S-SPM and LBM. Selecting a parentsgis of three steps:

e Step 2.Check hop count of neighbours; only consider nimigins with the lowest hop count in
next steps.

» Step 3.Apply routing metric on the remaining neighboufstouting metric isChild Nodes, it
only keeps the neighbours with the smallest amofichild nodes. If routing metric Buffer, it
keeps only the neighbours with the least amouptokets in their buffers, etc.

» Step 4.All neighbours left have the same properties amel andom neighbour is selected as the
parent.

Two examples of this parent selection processheilbiven: one for S-SPM and one for LBM. In both
examplesNode 1 updates its parent and the local information & hhout its neighbours is shown in
Table 5.
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Table 5 — Balancing parent select example: neighboproperties

Hop Routing Metrics
Neighbour  Cluster Count Child Node Buffer Energy Level (%) Descendants

2 A 4 0 3 80 0
3 A 4 0 1 71 0
4 B 4 0 8 56 0
5 B 2 0 5 88 2

6 B 2 1 3 92 2
7 B 3 1 1 57 1

S-SPM parent selection example

In this example none of the nodes have updated pheénts yet, so the network is still unbalancé&t w
Cluster A containing 8 nodes aruster B containing 21 nodes, but because the network & 3PMit
doesn’'t matter that the network is unbalanced. reig®8 shows a part of the network witbde 1, which
is going to update its parent, and its six neigh®duit. The nodes have the routing meBidfer. Node 1
has six neighbours in its neighbour pooNede 2, Node 3, Node 4, Node 5 and Node 6 — and the
information it has about those six nodes is liste@lable 5.Node 5 is the old the parent &fode 1. Figure
18 explains whyNode 6 is selected as the new parent, from the neighpoat of six nodes. The new
parent ofNode 1 is in the same cluster as the old parerifade 1, therefore, the clusters do not change.

Cluster A — 8 nodes 5] Cluster A — 8 nodes 5]
2 O 2 O

O O

Cluster A — 8 nodes 5] ’j
H

Cluster B — 21 nodes Cluster B — 21 nodes Cluster B — 21 nodes
a)Neighbour pool — blue nodes — has b)Step 2. Nodes 5 and 6 have lowest c)Step 3. Node 6 has smallest buffer
been constructed in Step 1 hop counts; other neighbours are occupancy; node 5 is dropped as
dropped as candidates candidate

Cluster A - 8 nodes 3
2 O

O

Cluster B — 21 nodes

d)Step 4. Node 6 is only node with All nodes update parents. Cluster is
smallest buffer occupancy, therefore still unbalanced — 8 and 21 nodes.
it is selected as the new parent

Figure 18 — Shortest path example

LBM parent selection example

In this example, none of the nodes have updated plaeents yet, so the network is still unbalanced
with Cluster A containing 8 nodes an@luster B containing 21 nodes. Figure 19 shows a part of the
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network withNode 1 and its six neighbours in it. The nodes have thaimg metricBuffer. Node 1 has
two neighbours in its neighbour pooNede 2 andNode 3 — and the information it has about those two
nodes is listed in Table 5. The neighbour pool trontion step already filtered out the other neigins,
since those neighbours areGhuster B, which is not the smallest cluster. The parergc&n mechanism
is equal to that in the S-SPM example, but thehimgr pool is different. As a result the new parent
Node 3, is also different.

Cluster A — 8 nodes 5] ,/ Cluster A — 8 nodes 5] ,j Cluster A — 8 nodes 5] ,/
H H H

Cluster B — 21 nodes Cluster B = 21 nodes Cluster B — 21 nodes
a)Neighbour pool — blue nodes —has b)Step 2. Nodes 2 and 3 have both equal) Step 3. Node 3 has smallest buffer
been constructed in Step 1 lowest hop counts occupancy; node 2 is dropped as
candidate

Cluster A — 10 nodes 5] .

Cluster B — 19 nodes

d)Step 4. Node 6 is only node with e)All nodes update parents. Cluster sizes
smallest buffer occupancy, therefore it are now as equal as possible — 14 and
is selected as the new parent. Cluster 15 nodes — in other words, the load is
sizes changes a bit. balanced.

Figure 19 — Balancing mode example

3.4.5 Routing mechanism optimizations and other issues

Node and area failures

Shortest path routing (SPR) is the most basic mguthethod and leads to the construction of routing
trees which are of the formminimum spanning tree (MST) — assuming the link between every pair of
nodes within transmission range is of equal weiblowever, SPR is not the most flexible method when
looking at a common problem in WSN — node and &éares — and techniques which can be used to
overcome this problem. Nodes in WSN are relativiedxpensive devices which must function in a harsh
environment, while having only a limited power slyprink quality is often very variable, which make
communication in a WSN very prone to errors, whiah be temporary due to environmental conditions
or permanent due to hardware level failure of tiexpensive nodes or power source depletion. Another
form of node failures are the area failures inrthwork, where communication in a whole group adeo
can be disrupted, due to environmental conditidniseavily congested node in the network could akso
considered as a — temporarily — failed node, armllghalso be bypassed if possible. Without proper
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precautions, these node and area failures cantéeadacceptable congestion in the network. A rautin
algorithm which doesn’t adapt to the failure in Hgnding path of the packets will suffer from costgen
and packet loss in the node in front of the failimagle. An efficient routing algorithm however mbst
able to detect such a failure and find a path atdhis failing node.

Link- and node failures are often caused by theeliable wireless medium and (temporary) node
failures, rather than congestion, which is mosesrthe case in traditional wired networks. [25]][26d
[28] all describe this phenomena and methods fatimg with this problem. There are basically three
methods for overcoming node failures:

» Periodically maintaining and, if necessary, relingdthe routing path. In most cases, completely
rebuilding a broken path costs a lot of commundratind thus energy.

» Using multiple paths from source to sink to rout¢adto. In case of node failure on one path, the
same packets on the other path(s) are not affégtéhis and safely arrive at the destination.

» Probabilistic selecting a routing path for forwanglipackets. If a node fails on a path, not all
packets are blocked, since a next packet will, @itfertain probability, take another path.

Although the considered network in this thesistaic without node failures, the temporary “node
failures” caused by congestion are likely to octumoking at the four defined routing metrics, tbeting
metric Buffer is partially able to bypass such congested nolles.can choose between two equal
neighbours, one with an empty buffer and one withllabuffer, it can choose the node with the empty
buffer. However, sometimes this is not possibliaéfre if the only neighbour has a full buffer. Téfere
some other measure for dealing with congestioreiy useful. The mechanism P-NLB uses is allowing
nodes to “loosen up” the shortest path paradigittie |

Shortest Path Routing relaxation

Since P-NLB has already a highly flexible routimget, another method is used for avoiding congested
nodes. The shortest path paradigm is relaxed la it to achieve better results. Instead of always
selecting a neighbour closer to a sink, a node higlect a neighbour which has the same hop caunt a
the node itself has. With this small relaxationtleé shortest path constraint, bottlenecks can kterbe
avoided in the network. The cost of this is onlyafima slightly longer routing path, and the need f
some small precautions in order to avoid loopshim ietwork. A small example of this shortest path
routing relaxation is given in Figure 20. Simulaticesults in Appendix | Figure 35 show the protocol
performance with and without this shortest pathxafion. As shown in that figure, the latency irmses
a bit, since path length increases, but also thrpugand network lifetime benefit from this mectzamni

@@

Congestion E
2 6 i E Congestion

a)Node 1 notices congestion in b)Node 1 routes around congestion by
parent Node 2 on routing path selecting parent Node 3 with equal
hop count; path length increases

Figure 20 — Shortest path routing relaxation
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In LBM nodes do not follow pure shortest path rogtisince nodes does not always build the spanning
tree towards the closest sink, but also take alusteconsideration. Therefore a node has not only
information about its distance — measured in hops the closest sink, thdAC hop count (MHC), but
also the level of the node in the routing tree,rtheing hop count (RHC). The RHC is different from the
MHC if the shortest path mechanism is not usederample of the differences between MHC and RHC
is given in Figure 21 where in Figure 21 a) therfBtC levels of the nodes are shown in four diffiere
colours. The RHC is equal to the MHC. In Figurellthree nodes don’t use the shortest path routing
method anymore and select parents that have an equaigher MHC than they self have. As a
consequence the RHC of those two nodes and thitdr rbdes is different than their MHC. They nodes
with a different RHC are marked by the arrows igufe 21 b). In LBM nodes deliberately route away
from the closest sink, towards another sink if tilsisiecessary for maintaining the load balancéhén t
network. By doing this, the difference between Mai@ti RHC increases. Simulations show (Appendix I,
Figure 32) that initially nodes benefit from thigiease, but when this difference increases todyritic
turns into a decreased performance.

NN

a)MAC hop countwlrér\ilélisjj [Routing hop cour;t%diif@fgfxrrbm MAC hop count

Figure 21 — Two different hop count definitions

Loop detection and avoidance

When using LBM, loops can be created in the netw®tis must be prevented as much as possible,
and if such a thing nevertheless occurs, the loaptrhe broken and the correct routing path must be
restored. There are several methods for detectidgpeeventing loops in the network and each ofahes
methods has its own characteristics.

» Sequence numbers of packetfackets keep track of the number of hops they ltead/éhrough
the network, and store this sequence number irpdo&et. If a node notices that the sequence
number of a packet has risen above a certain pnedethreshold, it assumes there is a loop in
the network. An example of a protocol where thighud is used is Ad-hoc On Demand Distance
Vector routing (AODV) [35]. The drawback of this thed is that it requires additional space in
packets for storing the sequence number.

e Tracking hop counts.A various on the previously described method, esplkeg track of the hop
count of the node’s location in the routing pattstéad of the sequence number of the packets. If
nodes detect a (constant) increase in hop couriheohop count rises above a certain threshold,
they assume their routing path contains a loopthag break this loop and repair their routing
path. This is slightly more efficient because tbe bount information is not stored in the packets,
which is relatively expensive, but it is storedlie nodes, which have more resources. Although
this method detects loops, it doesn't prevent tliemm being created in the first place. In [1],
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they use a similar approach, where a node snoapsifded packets in checks if it detects it is
the originating source node.

» Shortest path spanning treeNodes form a shortest path spanning tree in theankt with the
sink as the root node. Because nodes always shteshortest path to the sink, a loop cannot be
created because than it cannot be the shortestAsdhmes a static network where nodes don't
change position. Easiest method of all, guaranteep-free routing, but limits the routing
possibilities and efficiency of the routing prothco

» Connected paths.Nodes detect and select only parent nodes whiclcemaected to a sink.
Loops cannot be formed in the network, becauseswadeld not connect to such a loop, because
it would not be connected to a sink. Nodes needotgate information about their status, but
propagation of this information through the netwaniight take a long time; therefore, this
method cannot adapt very fast to changes in therankttopology. This method allows more
various in the routing paths of nodes and more ipiliies of avoiding bottlenecks in the
network.

» Assigning credits.Nodes form a routing path towards the sink, by#lg parent nodes which
are closer to the sink, but the routing path avergicredits, which can be used to deviate from the
ideal shortest path to sink. It does not complepegvent loops, but avoids them. This method is
often used in multi-path routing protocols. It neeth additional method for detecting loops if
these are created nevertheless.

In S-SPM, loops are not an issue, because duetshibrtest path paradigm loops cannot be created in
the network. On the other hand, in LBM, precautiaresneeded to detect and avoid loops in the nktwor
In P-NLB loops are caused due to outdated locakinétion about neighbours. Nodes change their paren
constantly and therefore, the routing paths innteevork also change. However, it takes some time fo
this information to reach all the nodes on theirmupath and the neighbours of these nodes. P-NieB u
the technique of tracking routing hop counts tedelbops in the network. If a nodes detects a landpe
routing path, the path is broken and a new (loep)fpath is established. In that case, it willaskback-off
timer and while this timer counts down to zero, tiogle is able to receive updated information alisut
local neighbourhood. When the back-off timer reachero, it will again select a new parent.

Parent update rate

The rate at which nodes update their parent hamfarence on the performance of some routing
metrics of P-NLB.
» Updating the parent involves some computationslitgato (minor) energy consumption.
» Influences the stability of the routing trees.
» Affect “lifetime” of some of the local information.

If a node updates its parent at a fast rate, famgte every round, the routing tree structure also
changes fast. For example, the information a nbdssabout the amount of descendants of its neighbou
is outdated if the routing path changed in suchag that those child nodes are no longer descendénts
that neighbour. Consequently, low parent updatesratcrease the lifetime of local information. @e t
other hand, the occupancy packet buffer of a nbdmges very fast and a node might select a neighbou
with lowest buffer occupancy; however, two rounat®i this buffer occupancy might be much higher. If
it does not update its parent, it will have theghbibur with the highest instead of the lowest buffe
occupancy.

In LBM, there is another important issue relatedht® parent update rate. The information gathering,
analysis and distribution mechanism on the gloleslell is even more dependent on the correct
information of the network. A sink determines itaster size by looking at the number of descendahts
its neighbours, which is basically the size of tioaiting tree. If the information it receives by its
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neighbours is very different from the actual sitat it estimates the wrong cluster sizes and dae |
balancing mechanism does not work correctly. Astinead earlier in Section 3.3.2, this informatien i
never completely up-to-date. Simulations with viagyparent selection rates confirm this. Resulthese
simulations can be found in Appendix I, Figure 88 &igure 34.
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Chapter 4

4. Evaluation

Simulations are needed to test the performanceh@friew protocol, in comparison with existing
protocols. Direct implementation without simulatifigt is very time consuming. Setting up a test-bé
nodes costs a lot of time, which is wasted if theeestill design flaws in the protocol. Simulasauf this
work are performed using MATLAB as programming toMATLAB is used instead of common
network simulators such as Omnet++ and NS2, bedausenore suited for simulating large networks
with many nodes. Also, MATLAB has better visualipat tools than other high-level programming
languages such as C++ and JAVA. Both routing mofi®NLB, S-SPM and LBM, are simulated. In the
S-SPM routing mode simulations, the network is gveouting using S-SPM — without load balancing.
In the LBM routing mode, nodes use the cluster digiribution detection mechanism in the setup phas
to enter the operational phase in S-SPM — withoat Ibalancing — or LBM — with load balancing.
Besides those two routing modes of P-NLB, SPR had\tode Centric Load Balancing (NCLB) protocol
are also implemented in our simulator and usetérstmulations. SPR acts as a lower bound refergce
what the performance of a basic not optimized ngutalgorithm would be. NCLB is a centralized
algorithm and adding it to the simulations allows@mparison of a distributed with a centralized
algorithms. However, as mentioned before, the lmencing problem is a NP-hard problem, and NCLB
provides no hard upper bound, but only an approxémaGoal of the simulations is verification ifeh
targets of the novel routing protocol are met. Alb® best routing metrics for the application deds
high network lifetime, low latency andhigh throughput must be found.

4.1 Network and simulation setup

Network & simulation parameters:

* Number of sensor nodes and data sink?\s simulation duration increases exponentiallyhwit
the number of nodes, there is a limit of 64 onrthmber of nodes in the network. The number of
sinks in each network depends on the number ofnodéne network, as each sink can handle
only a certain amount of nodes, there must beaat lene sinks for about every 32 nodes. In all
simulations, unless otherwise specified, each nétwontains two data sinks.
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* Network topology. Both sensor nodes and data sinks are deployedmdpnaver the simulation
area.

» Simulation area. In the random networks, the nodes are deployednirarea of 100 by 100
meters. The nodes and sinks have a transmissige &rl6.1 meters.

» Simulation duration. The duration of each network simulation run is &f0® MAC frames, so
each sensor node has 5000 times the opportunipgrdérming some action i.e. generating and
sending data or updating its parent.

* Number of simulation runs. Every simulation run is repeated 200 times, afteich the results
are averaged. In each of the 200 simulation runs,random network topology is generated and
all four algorithms are simulated on that randortwoek topology.

» Packet rate. The packet rate is the rate at which nodes gemelaia packets, which contain
sensor readings. Depending on the network struendethe number of nodes and sinks, a too
low packet rate means that all algorithms and ngutnetrics show the same results, while a too
high packet rate congests the network too muchrendlear results can be obtained from it.
Simulation results (Appendix |, Figure 36 and Fgai7) show the influence of the packet rate on
the performance of the routing metrics. We will @séypical packet rate, which results in an
average packet delivery ratio of about 90%.

* Routing path update rate.Nodes update their parent with a chance of 10%raere.

» Packet buffer size.Nodes have a packet buffer able to contain eigbkets.

e LMAC parameters. Number of timeslots per frame and the degree efritwork are closely
related to each other. The number of timeslotsfiaene is set at 16. Therefore, only networks
with a maximum degree of 16 are accepted as seitadtworks. A timeslot consists of a CM
section of 114 bits and a data section of 2040 Mtwe information about the frame structure of
LMAC can be found in [7].

» Radio model. The same radio model as in [16] and [34]. In thizdel, the transmission (TXC)
and receive (RXC) costs are defined as:

TXC(K) = glc* k + £a* k* d? (4.1)

RXC (k) = g1c* k (4.2)
With the parameters as defined in Table 6. At M&@el every node sends one CM section per
frame and receives one CM section per frame foryeore-hop neighbour it has. When a node

transmits a packet to its parent it will send iitsiDM section. When a node receives data from
its parent, it receives it in the DM section ofptrent.

Table 6 — Radio model parameters

Term Definition Value

d Transmission range 16.1

k Number of bits to transmit CM section DM section
114 2040

€lec Energy required by transmitter or50

receiver in nJ/bit
Energy required by transmitter amplifierl 00

€
amp in pH/bit/n?

In Figure 22 an example of a random network toppisgirawn.
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Figure 22 — Random network topology

Three different simulation types
In order to test the performance of the two diffén@uting modes and all the different routing riostr
under different network conditions, we will haversel different network simulations.

* Multi-sink performance. The first simulation type will test the influencéthe number of data
sinks on the performance of the routing metricds Thimportant, because adding multiple sinks
to the network should indeed increase the perfocemaf the network. Besides SPR as reference,
NCLB and P-NLB’'s S-SPM and LBM in combination withe Buffer routing metric are
simulated.

« Cluster size distribution. Next, the influence of the initial cluster sizesthe network on the
performance of the routing metrics will be testedsides SPR as reference, NCLB and P-NLB’s
S-SPM and LBM in combination with thuffer routing metric are simulated.

* Routing metric performance. Finally the performance of all routing metricsSFsFSPM and BM,
together with NCLB and SPR as reference are cordpaging two different network types.

Performance metrics
The performance of the new routing protocol is meas by running network simulations. A random

network of 100 nodes is created with four sinksitpo®ed in it. All nodes in the network have a edmt
chance of generating sensor data packets and fbtivase packets to their parents until the paakeish
a sink. The routing metrics define which parentoalenselects from its set of direct neighbours. The
performance of the network is measured using thewing performance metrics, as discussed in Chiapte
1.5:

* Latency

* Network lifetime

» Throughput

* Energy efficiency

» Packet delivery ratio

» Standard deviation of load per sink

In order to keep this chapter short and readable,rést of the simulation results are included in

Appendix |. These results include the standardati®ri of each simulation, which gives insight i th
variation of the individual simulation runs.
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4.2 Simulation Results — Multi-sink performance

As shown in the graphs in Figure 23 all algorithoesefit from an increasing amount of sinks in the
network. However, increasing the number of sinkssdaot scale linear with the increase in perforraanc
each added sink increase the performance a bit less

In the first graph is clearly visible that LBM dopeecisely what it is supposed to do; it is mucttdre
able to uniformly distribute the load over all thimks in the network than the other algorithms. The
advantage is the largest with two sinks in the netwbut decreases when more sinks are added to the
network. The reason for this is that the average dmunt between sinks and nodes decreases and there
are relatively many sinks close to a sink, whemettage more sinks in the network.

The latency results show that the largest incré&abg going from one sink to two sinks. NCLB starts
with a much lower latency than SPR and both modeB-NLB, but this difference decreases as the
number of sinks increases. S-SPM is slightly betitem LBM. Thus, in this graph we notice that
balancing the load as done by LBM does not impthedatency.

This observation is also visible in the other gmpdithough LBM balances the load better over the
sinks, throughput and PDR does not benefit frors. tBine sink in the network is not able to procdiss a
traffic load in the network and PDR is quite lowgardless of the used algorithm. With multiple siik
the network the performance of SPR stays behinthadf of the other algorithms. Throughput shows a
similar graph, although NCLB achieves a higher tlgigout.

Network lifetime increases when more sinks are dddethe network, although NCLB is better and
SPR worse. This logical, since the average royiaty length is shorter and thus less energy iswwoed
on delivering a packet.

Standard deviations of the graphs of Figure 23lmarfiound in Appendix I, Figure 28. As shown in
those figures, the standard deviation of the Iatémquite high, up to 50% of the average latency.

Standard dewviation of sink load vs number of sinks Awerage packet delivery latency vs number of sinks
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Packet delivery ratio vs number of sinks Throughput vs number of sinks
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Figure 23 — Multi-sink performance

4.3 Simulation Results — Cluster size distribution

The inter-cluster load balancing technique of P-'LBBM should perform best in networks in which
the clusters are very different in size. In thesaufations the difference between cluster sizeésdeased
from O to 20. This achieved by creating random kogies and determining the difference between the
clusters (the standard deviation). Random topofogie created until each standard deviation fram O
20 is generated 200 times. From these simulatisimsywn in Figure 24, can be concluded that LBM is
indeed most capable of keeping the load over thkssuniformly distributed, while the cluster size
variance increases. However, we observe again tthatleads not to a better result in the other
performance metrics.

Latency is lowest using S-SPM and highest using BICLBM performs not as well as S-SPM, but
stiller better than SPR and NCLB. The PDR of SPRl&arly worse than that of the other three
algorithms, of which the results lay close toget®€LB has the highest PDR, although the difference
with P-NLB is only a few percent. The throughpuagns show similar results, except that NCLB is now
distinguishably better than both modes of P-NLB. ising NCLB the highest network lifetime is
achieved, SPR performance is worse and LBM slighiyer than S-SPM. Energy efficiency is about the
same for all algorithms, although S-SPM has slighdtter results than the other three algorithms.
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Generally speaking, the performance of LBM is r@oeapected. Although it is for all six performance
metrics better than SPR, for most performance ogethie performance of LBM is worse than that of S-
SPM. In Section 4.5 an elaborate discussion abxqlaeations for the bad performance of LBM can be
found. In that Section 4.5 discusses also the atdndeviations of the graphs of Figure 24. As can b
seen in Figure 29, these standard deviations de fgjgh, up to 100 % of the average value.
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Figure 24 — Simulation results of the cluster sizdistribution
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4.4 Simulation Results — Routing metric performance

Routing Metrics
All routing metrics have already been discusse8ention 3.4.1. The routing metrics are used in the
two different modes of P-NLB: S-SPM and LBM.
» Free space in receive buffers
*  Number of child nodes
* Number of upstream nodes
* Energy level of nodes

Two different network structures

While previously simulations are only run on thexdam network topology the simulations of the
routing metric performance are also done on anatieéwvork type: a network with two clusters with
different sizes:

» Network consisting of two connected clusters ofquad size. One cluster has 25 nodes, the other
has 40 nodes, both clusters contain one sink diffexence is thus 15 nodes. Test setup should
prove a load balanced network is an efficient nekwd his network type is hereafter called
asymmetric clusters

N

Figure 25 — Symmetric cluster topology

4.4.1 Routing metric performance: Random topology

When looking at the performance of all algorithmsandom topologies in Figure 1, LBM is still bette
in distributing the load over the sinks. All roudimetrics have more or less the same load for each
routing mode.

NCLB results in the lowest latency in the randomology, 50% lower than SPR. Latency is in general
higher in LBM than in S-SPM. Latency is lowest whesing routing metric8uffer, in both routing
modes. In S-SPM mode the latency comes close tlatbiecy of NCLB. In LBM the latency with using
routing metricBuffer is lower than three routing metrics of S-SPM.

PDR is highest when usinBuffer as metric in S-SPM. NCLB has a higher PDR thanogter

algorithms, although the results do not differ varych. LBM stays behind, with a PDR equal to tHat o
SPR.

Partition-based Network Load Balanced Routingange Scale Multi-sink Wireless Sensor Networks Page | 50



&

University of Twente
Enschede - The Netherlands

The throughput of SPR is lowest of all algorithi&;LB and routing metridNetwork lifetime in S-
SPM results in the highest throughput. The througlopLBM is up to 10% worse than that of S-SPM.

Logically, routing metricNetwork lifetime results in the highest network life, in S-SPM 10p10%
higher than SPR and NCLB. The energy efficiencynsghno great differences.

The standard deviation of these graphs can be fourgpendix I, Figure 30. Again these standard
deviations are very high.

In general latency varies most among the diffeneniting metrics, where routing metriBuffer
performs clearly the best in both routing modes.uBing this routing metric, nodes are best in angid
congestion and consequently this results in thesdwatency and highest PDR. The results of theroth
performance metrics show more or less equal resoitgll routing metrics, although routing metric
Network lifetime achieves a better throughput and network lifetinbeoking at all results; NCLB
performs in general the best, with lowest latenag aighest PDR. In almost all cases SPR performs
worse than all other algorithms and LBM worse tBa8PM.
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Figure 26 — Simulation results random topology

4.4.2 Routing metric performance: Asymmetric clusters topology

The asymmetric clusters topology shows again tigd¥ lis able to distribute the load uniformly over
the sinks. This results in a much lower latency foe routing metricsChild nodes, Buffer and
Descendants using LBM compared with using S-SPM, and even lowan NCLB. The decrease in
latency compared with SPR is more than 50%. RoutietricEnergy level has in both S-SPM and LBM
a higher latency, probably caused by the long ngutiath in order to avoid nearly depleted nodesrato
the sink. The lowest latency of all algorithms ishi@ved by using routing metricBuffer and
Descendants in LBM.

If routing mode LBM is used, PDR is up to 10% higtiean all other algorithms. The highest PDR is
also achieved by using routing metrigsffer and Descendants in LBM. Throughput is showing other
results than the PDR. This can be explained byatiethat traffic load on the top-level neighboofghe
sinks is more important for the throughput thartaughose nodes. Therefore, it is no surprise tldirrg
metrics Buffer, Descendants and Energy Level, which can best route around congested top-level
neighbours to less congested top-level neighbtang the highest throughput. Of course, NCLB has th
highest throughput, since that protocol makes #st bse of the top-level neighbours of the sinks.

As expected, the network lifetime, is highest whising the routing metritletwork lifetime. NCLB
also results in a high network lifetime, becausdistributes the load over all neighbours of theksi
Since these neighbours are likely to run out ofrgndirst, this approach extends the lifetime ofge
nodes. The lifetime of the whole network is incezhap to 10%, in comparison with SPR.

The energy efficiency performance metrics show tihe long routing paths of routing methietwork
lifetime result in relatively much energy is used to delihe packets at the sinks.

The standard deviations of these graphs, whictbeaound in Appendix I, Figure 31, are quite low.

In general it is obvious that routing met@hild nodes performs worst of all routing metrics in this
regular network type, since most nodes have anlatpgree. Therefore, this metric cannot gain any
advantage. Routing metriBuffer is most suitable if a low latency or high PDR aeeded. Routing
metric Network lifetime can best be used if a high network lifetime owotlghput is required. In this
network type, P-NLB is able to outperform the calied algorithm of NCLB in performance metrics
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latency in PDR and achieve the same performanceeifiormance metrics network lifetime and
throughput.
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Figure 27 — Simulation results two non-uniform clusers topology
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4.5 Evaluation of all simulation results

With all the collected simulations results, one clearly see that the load balancing mechanism of
LBM does balance the load more equally over all ¢lmks in the network. However, in the random
network type this has not the expected positiveatfbn the other performance metrics. In the nitic
simulations, LBM performs more or less equal toPS Simulations where the difference between
cluster sizes is increased step-by-step showsthikaperformance of LBM is even slightly worse when
compared with S-SPM. The last simulation sequehogvs that most routing metrics perform worse in
LBM than in S-SPM. Exceptions are routing metriguffer and Network lifetime which are able to
achieve a fair latency and network lifetime. Iregular topology with two clusters of different sizeuch
as the asymmetric clusters topology, the benefitbad balancing are much more obvious. Latency,
PDR, and throughput are between 10% and 40% battken looking at application targets, the
conclusion can be drawn that routing meBigfer leads to the lowest latency and highest PDR, while
routing metricNetwork lifetime results in the highest throughput and longest oklifetime.

Although the load in the network is more balancethg balancing mode, we have seen that latency,
PDR and throughput do not reflect this. Reasonthfatrare:

* Incidentally created loops cause temporary extem&y

» Longer path lengths cause extra latency

e Sinks are in most cases not the bottleneck in étevark, but congestion occurs sooner in nodes
around the sinks — thiep-level nodes. Actually a sink is in some WSN anything but atleoteck,
because as the terminal station, it has much memehviidth to the end-user (network) and is able
to forward nodes faster from its buffer. Thereftwad balancing the load over the sinks does not
always lead to a better performance.

* Local bottlenecks caused due to irregular strucafréhe random topology networks have in
some WSN more influence on the performance, thamodd on the sinks.

» Bandwidth distribution. By using the TDMA-based LMIAas underlying MAC protocol, its
collision free scheduling technique has as drawbadixed but reduced bandwidth per node.
Every node can send only one packet per frame,attemif it has many packets to send — when
the node is congested — or that is has no paakétis inessage queue. This increases the negative
effect that bottlenecks in the network have onpgbgormance of the protocol. This also limits
the maximum throughput in the network; the maxinthnoughput is equal to the number of top-
level neighbours of the sinks. Contention-basetioeals like CSMA, might be better in reducing
congestion, assuming the density of the nodestitondigh.

The centralized NCLB algorithm performs in almodlt Gases better than the distributed P-NLB.
Surprisingly, in some cases P-NLB is still ableotgperform NCLB, for example the latency of both S-
SPM and LBM are better in the cluster size distitu metrics and LBM outperforms NCLB in most
performance metrics in the asymmetric clusters kitimns. The higher latency is caused by the (much)
longer routings path as a result of NCLB's balagcimechanism. The main source of the better
performance of NCLB is the cardinality of all togvel branches of the routing trees in the networks.
LBM tries the balance the load of all the wholetnogi trees (clusters) in the network, while NCLE$r
to balance the load of each top-level branch inrtheing trees. Since the sinks have better praugss
capabilities than common sensor nodes, these angks1n many cases not the bottleneck in the network
but the top-level nodes are. Therefore balanciegldhd in those top-level branches proves to beemor
effective. Unfortunately this is much harder to iagk and therefore requires a centralized method.
Nevertheless investigating in a distributed medtranior LBM which is better to balance the load in
those top-level branches could produce good results
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A point of discussion is the standard deviatiothef simulations results. The standard deviatiorthef
simulation results of the random network topology quite high, up to 20% of the average value. The
source for this is the great variation of randortwoek topologies, causing networks with short amll
path length. Also, the average and variation ofdbgree in the networks is quite high due to tmgloan
deployment. These variations result in great diffiees between the performances of a sequence of
simulation runs. So, although the number of sinotatuns is quite high, the standard deviationtilb s
high. Experiments where the number of runs is mee up to 500 show no decrease in the standard
deviation.

Finally, all simulation results show that P-NLB, limth modes, outperforms SPR in all performance

metrics. The metric-based tree building of S-SPM e addition of inter-cluster load balancing BN
is the source for that improved performance.
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Chapter 5

5. Conclusion

This thesis presented P-NLB, a routing protocol lfmge-scale multi-sink WSN, with uses global
clustering with inter-cluster load balancing tecjug in combination with local metric-based routfog
optimized routing tree building. On the global Ieiformation about cluster sizes in the network is
gathered by sinks and distributed to the sensdss.distributed approach, in which each node
autonomously decides what best routing path isilteé very low communication overhead due to the
use of cross-layer information of the MAC layer dieibility of the routing trees. Except for a otime
broadcasting for detecting initial cluster sizes part of the LMAC setup phase, only local inforiomt
exchange is used, making it very scalable to laagesor networks. Finally it requires no geographica
location information of nodes at all.

Simulations show that P-NLB’s LBM uniformly distrites the load efficiently over the sinks in the
network. In random network topologies this resiudta higher latency, caused by longer routing paths
Packet delivery ratio does not always benefit fioatancing the load; LBM gains most advantage in
comparison with shortest path mode, when the Indlifference between clusters’ sizes increasesh Bot
routing modes of P-NLB outperform SPR in all siatidns. NCLB achieves the highest performance in
most simulations, which is no surprise since @ isentralized algorithm. Evaluation of the fouridedl
routing metrics show that using routing metigffer leads to the lowest latency and highest PDR. When
the application target is a long network lifetinrehigh throughput, using routing metfitetwork lifetime
leads to the best results.

Although the load in the network is more balancsthg LBM, latency and PDR does not reflect this.
Sources for that are:
* Incidental created loops cause extra packet latency
» Longer path length causes extra packet latency
» Sinks are in most cases not the bottleneck in éteark, but congestion is more likely to appear
in nodes around the sinks, since the traffic loathé network converges to those nodes.
» Local bottlenecks have great negative influenceenformance.
» Fixed, but limited bandwidth per node, due to UsE@MA based LMAC as underlying MAC.

Partition-based Network Load Balanced Routingange Scale Multi-sink Wireless Sensor Networks Page | 56



&

University of Twente
Enschede - The Netherlands

NCLB is much better in tackling this problem, siricbalances the load in each top-level branchhén t
spanning trees. It has a much better PDR, althdtuigitency increases due to the longer routing gath
NCLB however, is completely centralized and therefioot complying to the demands of this thesis, i.e
flexible, decentralized solution.

5.1 Future work

Mobility

Mobility of nodes and sinks in the network can ¢eemany problems in routing path construction.
Many related works are specialized in the topienability in WSN [40, 41]. Due to the flexibility of-
NLB in constructing routing spanning trees andlduk of explicit maintenance of them in combination
with the decentralized approach, P-NLB is assuntetie very suitable for mobile WSN. However,
further research is needed to evaluate the perfurenaf P-NLB in mobile WSN.

Message Priority

In some WSNs different message types can be distihgd with different priorities, i.e. periodic low
priority sensor status data, infrequent high ptyogven information. It would be useful if the rimg
protocol could give different routing priorities dtifferent message types. A high priority messageld
be delivered as soon as possible to a data sinike Vaw priority messages would be route as energy
efficient as possible in order to prolong netwafitime. A technique for achieving this could beating
several ‘virtual’ spanning trees in the networkcheaised for routing message with a different ptyori
One spanning tree can be focussed on latency, othéroughput and the last one on energy effigienc

Experimental verification of simulation results

In order to test the performance of the protocd ireal test-bed, experiments must be done. Thetefo
the protocol must be implemented on sensor nodegxample on AmbientNodes [39]. A small scale
test with a few sensors should be able to showéfdimulation results of the protocol, also hold on
hardware.
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List of Abbreviations

Abbreviation Full phrase

WSN Wireless Sensor Network

S-SPV SmartShortest Path Mo«

LMAC Light-weighted Medium Access Cont

LBM Load Balancing Mode

MAC Medium Access Control

LLC Logical Link Contro

QoS Quality of Service

ART Adaptive Routing Tree

P-NLB Partitior-based Network Load Balanci

SPR Shortest Path Routing

MST Minimum Spanning Tree

PDR Packet Delivery Rat

PACT Power Aware Custered TDM/

TDMA Time Division Multiple Access

SDMA Space Division Multiple Access

CM Control Messac

DM Data Message

FROMS Feedback Routing for Optimizing Multiple Sénk
RSS Received Signal Strength Indice

LEACH Low-Energy Adaptive Clustering Hierarchy
E3D Energy Efficient Distributed Dynamic Diffusion
LBC Load Balanced Clustering

GLBCA Greedy Loa-Balanced Clustering Algorith
DLBR Distributed algorithm for Load-Balanced rowgin
NCLB Node-Centric Load Balancing

LBSP Load Balanced Short Path routing

OFFIS Optimized Forwarding by Fuzzy Inference Syste
RTLD Real-time routing protocol with Load Distribom
ART Adaptive Routing Tre

LT Localized Topology generation mechanisms
AODV Ad-hoc On Demand Distance Vector routing
MHC MAC Hop Coun

RHC Routing Hop Cour
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Appendix |

Appendix | contains additional simulation resulsie graphs of the following simulations are present
in this Appendix:

» Standard deviation of simulations in Chapter 4

» Comparison of protocol performance as function RPHength parameter

» Comparison of protocol performance as functionarept update rate

» Effect of shortest path relaxation on routing nustiBuffer and Energy level
» Comparison of protocol performance as functionaafiqet rate

» Scalability performance by varying the number aflemand sinks

» Fairness of packet delivery ratio in three difféneatwork topologies
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Standard deviation of simulation in Chapter 4

Each simulation consists of 200 runs. In the grdphShapter 4 the average values of these 200 runs
are taken. The standard deviation (STD) of the€er@fis can be found in this appendix. So the STD in
Figure 28, Figure 29, Figure 30 and Figure 31 shibes variation between the 200 runs of each
simulation. The STDs are not included in the graph€hapter 4, since the large STD values would
decrease the readability of the graphs in Chapter 4
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Figure 28 — Standard deviations of multi-sink simuitions
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Figure 29 — Standard deviations of cluster size digbution simulations
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STD of Standard dewviation of sink loads STD of Average packet delivery latency
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Figure 30 — Standard deviations of routing metric Bnulations of random network topology
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STD of Standard dewviation of sink loads STD of Average packet delivery latency
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Figure 31 — Standard deviations of routing metric snulations of asymmetric clusters topology
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RP length parameter

As shown in Figure 35 leads the opportunity of mgito sinks which are at a greater distance ihjtia
to an improvement of performance. The standardatiewi of the sink load decreases with a minimum at
an Extra Routing Path (ERP) of 2, 3 and 4, butaases after that. The latency decreases first # ER
increases to 2, since the load balancing mechaisistble to redirect packets from the congestedenus
to the less congested area. With higher ERP therpesince gain turns into a performance hit sinee th
longer paths become unstable and the extra hoffeeinouting tree causes more extra latency than the
reduced congestion can compensate for. PDR, Thputgind Energy efficiency show equal values with
an ERP of 0 to 4, but with higher ERP the perforoegndecreases, again due to unstable, fast changing
routing paths. Network lifetime is more or less &quith all values of ERP.
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Routing path hop count as function of Extra Routing Path
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Figure 32 — Comparison of protocol performance asuihction of extra routing path length parameter in dl
three networks
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Comparison of protocol performance as function of p
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Figure 33 — Comparison of protocol performance asuhction of parent update rate in asymmetric clustes

network
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Figure 34 — Comparison of protocol performance asuinction of parent update rate in random network
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Effect of shortest path relaxation on routing metri cs Buffer and Energy level

By using shortest path routing nodes forward ddtays to a neighbour closer to the sink. This & th
easiest method and guarantees a loop free routieg Hlowever, bottlenecks in the tree — congested o
nearly depleted nodes — cannot always be avoided

Simulations run on the asymmetric cluster netwopotogy. Routing metrics Buffer and Energy level
are taken, because they can benefit directly tis¢ foem the shortest path relaxation. Both metaes
simulated in S-SPM and LBM. Results without andhvehortest path relaxation are coloured green and
blue respectively. Standard deviation of sink Idadreases a bit
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Figure 35 — Effect of shortest path relaxation onauting metrics Buffer and Energy level
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Comparison of protocol performance as function of p acket rate

Awerage standard dewviation of sink load as function of packet rate Average latency as function of packet rate
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Figure 36 — Comparison of protocol performance aauhction of packet rate in asymmetric clusters netwik
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Awerage standard dewviation of sink load as function of packet rate
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Figure 37 — Comparison of protocol performance asuhction of packet rate in random network
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Scalability performance by varying the number of no
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Figure 38 — Scalability performance by varying theaumber of nodes and sinks
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Fairness of packet delivery ratio in three differen  t network topologies

Thefairnessis a benchmark for the PDR as a function of tiséadice (measured in hops) from the node
at which a packet is generated to the sink at whidelivered. Looking at the graphs of Figure 8%i
clear that the network type has a great influemcthe fairness.

In the asymmetric clusters topology traffic loadniere uniformly distributed over those neighbours,
resulting in less packet loss. As a result, the FDRore or less equal for all nodes of all diseanc

In random formed networks are much more local eoétks, further away from the sinks. Therefore,
congestion occurs further away from the sinks dns tthe PDR is highest in nodes close around the
sinks and lowest in nodes further away from thasless
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Figure 39 — Fairness of packet delivery ratio in thee different network topologies
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