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Abstract 

 

 
Traditional wireless networks form the wireless counterpart of wired networks, in which providing 

infrastructure is the main functionality. High bandwidth is the primary goal and the unlimited power 
supply is an important characteristic of traditional wireless networks. On the other hand, Wireless Sensor 
Networks (WSNs) are used for environmental monitoring under, sometimes, harsh environmental 
conditions. Their focus does not lie on providing high bandwidth, but achieving low energy consumption 
as well as autonomous functioning and self-deployment. The sensor nodes of a WSN are inexpensive 
devices, with low memory and processing capabilities and a low bandwidth. It is often costly or 
impossible to replace batteries and therefore WSNs need to run autonomously for many years on a limited 
energy source. Data, in the form of environmental sensor readings, is sent from sensor nodes to the data 
sink – also named gateway. The sink forms the gateway between the WSN and the end-user application. 
These sink nodes have more capabilities than normal sensor nodes, i.e. they can communicate directly 
with each other via a high-speed link, have more processing power, and are powered by an unlimited 
energy source. The final destination of all sensor data generated in the sensor nodes is the data sinks in the 
network. In some situations the application demands more than one sink in the network, in other 
situations a multi-sink network is created as the result of merging two single-sink networks. In all 
situations it has certain benefits to add additional sinks to the network, although they can easily turn into 
drawbacks if the routing protocol is not suited for multi-sink networks.  

 
The aim of the research set out in this thesis, is to develop an efficient routing protocol which utilizes 

the existence of multiple sinks in the network. Therefore this thesis presents the Partition-Based Network 
Load Balanced routing protocol (P-NLB), a novel routing protocol for routing in large scale multi-sink 
WSNs. The protocol is part of the network layer in the OSI layer model and extensively uses the cross-
layer from the MAC protocol in the data link layer. Sensor nodes use this cross-layer information to 
obtain a local view of the network neighbourhood. As an application can have different targets, for 
example low network lifetime, low-latency or high data throughput, P-NLB is able to deal with these 
different targets. It uses a network wide inter-cluster load balancing technique in combination with 
metric-based intra-cluster shortest path routing. In this two-level approach sinks collect information from 
nodes in the network about cluster sizes and distribute this analyzed information back into the network. 
Sensor nodes use this global information in combination with local information about the one-hop 
network neighbourhood to build a routing tree. This routing spanning tree is used for forwarding data 
from nodes to the sink. This routing mode which combines global and local information is called Load 
Balancing Mode (LBM) of P-NLB and implements inter-cluster load balancing. P-NLB also features a 
more basic Smart Shortest Path Mode (S-SPM), which lacks the load balancing feature. In the setup phase 
of the network it is detected whether the network should function in load balancing LBM routing mode or 
the basic S-SPM routing mode. The network topology is the key factor in that decision. If the protocol 
detects that the cardinalities of the clusters in the network are not equal, it will activate the LBM routing 
mode in order to restore the balance. Otherwise inter-cluster load balancing is not necessary and S-SPM 
routing is activated. Both routing modes feature a metric-based routing tree building mechanism, which 
nodes use to follow a certain routing strategy i.e. avoid congested or nearly depleted nodes on the routing 
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path. Four routing metrics are defined, and simulations must make clear which routing metric is best for 
which application target. P-NLB is designed for large-scale networks, since nodes route their data without 
a centralized control. Also, the protocol does not use a network-wide broadcasting mechanism, instead 
nodes only use locally available information. It is very suitable for multi-sink networks, since its load 
balancing technique is able to spread the load uniformly over all the sinks in the network. 

 
P-NLB has been compared to two existing routing protocols, the centralized NCLB protocol and basic 

shortest path routing (SPR) in extensive simulations. The results of these simulations show that the 
centralized NCLB protocol performs better than P-NLB in almost every case, whereas P-NLB in turn 
performs better than SPR. In random network topologies, the load balancing mode of P-NLB does not 
perform as well as expected. Reasons for this are, among others, local bottlenecks in the network, which 
have a greater negative impact than the more uniform load distribution can compensate for. Another 
reason is the fixed but limited bandwidth of LMAC, the underlying MAC protocol, due to the use of a 
TDMA mechanism. This causes congestion in nodes neighbouring the sinks, instead of causing 
congestion in the sinks themselves, which have, as being terminal stations, a higher bandwidth for further 
processing.  

 
If the nodes in the network use routing metric Buffer – which leads to nodes avoiding nodes with high 

buffer occupancy – the network achieves the lowest end-to-end latency and highest packet delivery ratio. 
If the nodes in the network use routing metric Network lifetime – which favours routing to nodes which 
have the most remaining energy – the highest throughput and the longest network lifetime are obtained. In 
comparison with SPR, the performance gain by using P-NLB is up to 50% for end-to-end latency and 
between 5% and 20% for performance metrics packet delivery ratio, throughput and network lifetime. 
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I mentioned AWARE before since this thesis is part of research of the AWARE project. The AWARE 
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Chapter 1 

 

1. Introduction 

1.1 An introduction to Wireless Sensor Networks 
Traditional wireless networks are used as a replacement for their wired counterparts, and are used as a 

network infrastructure in office and home environments. Their applications demand high bandwidth and a 
reliable connection. The hardware used is relatively expansive and has great capabilities: a powerful 
transmitter, enough processing power and memory storage, and most importantly, a sufficient energy 
source. Nowadays, there is a whole new type of wireless networks, which have totally other goals. The 
opposite of these traditional wireless networks are the Wireless Sensor Networks (WSN). They are used 
for a variety of tasks, such as environmental monitoring and ambient systems.  

 
A WSN consists of a large number of distributed sensor nodes that organize themselves into a multi-

hop wireless network. In such a network, a sensor node is inexpensive, has low processing and memory 
capabilities and a very limited energy source. In Figure 1 an example of an experimental version of a 
sensor node is shown. Despite these poor capabilities, the nodes are supposed to last very long on their 
limited energy source and the network design should allow it to be self-organizing and self-healing. The 
biggest challenge for WSN is to run unattended for years on their limited energy source; therefore, energy 
efficiency is the key property of WSN.  

 
Every sensor network has a goal: sensing data. This sensor data is of use for a certain end-user 

application. In most cases, this application is not directly part of the network, but it is somehow connected 
to the sensor data network. The connection point between the sensor network and the other end-user 
network is called a data sink, gateway or point of interest. All the data in the sensor network is collected 
by the sink and send to the end-user. Networks might contain multiple sinks. 

 
There are several basic techniques to achieve an energy efficient network. One technique is by 

obtaining a very low duty-cycle – a node communicates with other nodes for a short time, after which it 
goes into sleep or standby mode for a longer time. An intelligent data link layer protocol is needed for 
scheduling the active periods of the nodes. Another technique for achieving energy efficiency is 
clustering. Clustering can help create a hierarchical structure in the network which makes data 
aggregation easier and helps to increase the maximum lifetime of the sensor network. The routing 
protocol is also an area where energy can be saved and this thesis will focus on the design of an energy 
efficient routing protocol for large-scale wireless sensor networks containing multiple sinks. 
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Figure 1 – Experimental version of sensor node 

1.1.1 WSN applications 

There are many applications where WSN prove their value. Ambient systems and environmental 
monitoring are two of the key applications of WSN, for example: 

• Temperature monitoring in a cold store 
• Humidity measurements in agricultural field 
• Fire detection in an office building or forest. 

 
WSN can also be part of a more complex platform, such as in the AWARE project [8].  
 
Now, short descriptions of the two fire detection scenarios and the more complex AWARE project are 

given. 

AWARE Project 
The AWARE project has goal to develop a platform, which combines mobile autonomous vehicles with 

a ground sensor-actuator wireless network to enable the operation in difficult to reach sites, without a 
communication infrastructure. In this scenario a WSN is used as a fixed wireless infrastructure which can 
be used by various upper services for given sensor readings and passing communication messages. In 
addition mobile sensors attached to people make use of the WSN as wireless infrastructure without being 
part of that infrastructure. Unmanned helicopters are able to autonomously transport various loads. More 
information about ware can be found at [8]. 

Fire detection scenario 1: office building 
Imagine a large office building in where every room and corridor has sensor nodes with smoke, 

temperature and humidity sensors, which is basically an advanced smoke detector. Instead of wiring them 
all together into a large wired network, the wireless medium is used for communication, which makes it 
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much more cost effective to deploy. Every sensor node will periodically sample its sensors and send a 
report of this to the central data sink. In this scenario the deployment, positioning and maintenance of the 
sensor nodes are highly controllable, although there are also scenarios possible in which this is not the 
case.  

Fire detection scenario 2: forest 
In this scenario fire detection takes place in a forest which is likely to catch fire during dry summers. In 

order to prevent large scale fires in the forest, it is essential to detect fire in an early stage. This forest is 
monitored by deploying a large number of sensor nodes to detect fire – for example, by taking 
temperature and/or humidity readings. The environmental condition outside a forest is much harsher than 
inside an office building; therefore the chance of failure of sensor nodes is much larger; thus there is the 
need for redundancy. There should be many sensor nodes and multiple data sinks in such a network. Node 
deployment is done by throwing a load of nodes out an airplane; therefore, careful positioning of nodes is 
not possible. Replacement of depleted or malfunctioning nodes is neither feasible. An illustration of a 
WSN for fire detection is shown in Figure 2. All sensor nodes – drawn as circles – periodically send 
temperature measurements to one of two sinks – drawn as triangles. A high temperature indicates a fire in 
the forest. These sensor readings are sent to one of the sinks, in several steps via multiple other nodes. A 
more elaborated example of this scenario can be found in [27]. 

 
 
 
 

 

Figure 2 – Fire detection wireless sensor network example 

1.2 Main contribution and organization of the docum ent 
Most of the sensor networks have one sink, but some may have multiple sinks. Having multiple sinks in 

the network gives great advantages and sometimes might even be necessary, but can also cause problems 
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if not utilized properly. Routing in multiple sink networks is not trivial if it needs to be done in an 
(energy) efficient manner. As the Related Work chapter will show many research efforts have been 
performed on the field of multi-sink routing protocols; however, none of them are able to meet the 
requirements of the networks under consideration of this thesis. These requirements will be described in 
the next chapter. This thesis describes a novel routing protocol for efficient routing in large-scale multi-
sink wireless sensor networks. The new protocol is designed to efficiently utilize the existence of these 
multiple sinks in the network. It basically combines a network wide clustering technique with local 
routing optimizations, which makes it on both global and local level energy efficient.  

 
This document will continue with a clear definition of the problem definition in the next section. In 

Chapter 2, an overview of existing relevant related work is presented. Next, Chapter 3 describes in great 
detail all key features of the novel routing protocol. Chapter 4 describes the simulation setup and the 
results of simulations of the new protocol compared with one related work. This thesis ends with a 
conclusion on the results and a discussion of future work in Chapter 5.  

1.3 Research question: packet routing in multi-sink  WSN 

1.3.1 Definition of a multi-sink wireless sensor network 

WSNs come in numerous different types, but they all share some common properties. The network 
nodes are small devices with very limited capabilities, i.e. few processing power, memory capacity and a 
finite (small) amount of energy. The WSN is a multi-hop mesh network in which not all nodes can 
communicate directly with each other, due to the limited transmission range of nodes, but they transmit 
their data via multiple other nodes to each other. Due to their limited energy source and the need of a long 
network lifetime –in the range of a few years – it is very important to ensure very low power consumption 
per node. 

 
The particular network type we consider in this thesis consists of many nodes – varying from fifty to a 

few hundred. We assume that the communication within the initial network forms a connected graph i.e. 
all nodes can communicate directly or via multiple other nodes with each other. In the network are a few 
data sinks available which are different from the other nodes.  These sink nodes have more capabilities 
than normal sensor nodes, i.e. they can communicate directly with each other via a high-speed link, more 
processing power, powered by an unlimited energy source. The final destination of all sensor data 
generated in the sensor nodes are the data sinks in the network. Transportation of data from data sinks to 
the end-user application is not covered in this thesis. 

 
An example of an uninitialized multi-sink network is given in Figure 3. In the next part of this chapter 

this example is used to show some of the benefits of having a multi-sink network compared to a single-
sink network.  
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Figure 3 – Uninitialized multi-sink network 

1.3.2 The pros and cons of multi-sinks networks 

In some situations the application demands more than one sink in the network, in some other situations 
a multi-sink network is created as the result of merging two single-sink networks. In all situations it has 
certain benefits to add additional sinks to the network. We discuss a few of them: 

• Reducing scalability problems 
• Adding redundancy 
• Mobility 

Reducing scalability problems 
Reducing scalability problems is one of the main reasons to have a multiple sink network. Scalability in 

networks means that for good scalable networks the size of the networks, most times expressed as the 
number of nodes it contains, has no (great) influence on the performance of these networks. On the other 
hand, a network, which badly scales, will suffer from severe performance losses when more nodes are 
added to the network. Problems with increasing the scale of the network can be expressed in the following 
terms: 

• Increased routing path length: 
If the deployment area of the network does not increase, only the density of the nodes in the 
network increases when adding more nodes to the network. However in many cases the area of 
deployment also increases, which results in longer path lengths from nodes at the network border 
to the sink. Adding extra sinks to the network causes the average routing path length of a node to 
decrease, because the geographical distance between nodes and sinks is smaller. Therefore the 
amount of hops a packet has to travel to reach a sink is smaller. As each travelled hop means the 
packets consumed energy at the visiting node, travelling fewer hops results in less energy 
consumption. The packet latency also benefits from a shorter path length, since each travelled hop 
causes the packet to reside some time in the packet buffer of the visiting node. 

• Congestion and load balancing problem: 
Every node has a certain processing capability – the amount of data packets it can receive and 
forward during a certain period time. If a certain node receives too much data from its 
neighbouring nodes, it cannot forward all this data fast enough since the packet buffer of the 
nodes fills up until it is completely full. This is called congestion and as a result the forwarding of 
the packets is delayed or the packets might even be lost. In some networks the total traffic load is 
not completely overloading the network, but due to inefficient routing the load is just 
concentrated on one point in the network, causing congestion at that point. This problem of an 
unevenly distribution of traffic load is called a load balancing problem and is applicable to both 
single- and multi-sink networks.  
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In a small single-sink network, the sink and nodes around this sink will be able to process the 
amount of traffic. However, if the network grows beyond a certain size, the amount of traffic, 
coming from all around the network, will be too much for the sink and nodes to handle. As a 
result congestion will occur in the area around the sink and in this case adding extra sinks to the 
network can solve this scalability originated congestion problem. In scenarios where the 
placement of these (extra) sinks can be controlled, sink placement and clustering algorithms have 
been developed [20], [19]. These algorithms are designed for optimal placement of the sinks in 
the network in such way that the total network load is uniformly distributed over all sinks. 
However, in many scenarios the deployment of the sensor nodes and data sinks and hence the 
network structure cannot be controlled. In such an unpredictable random network structure nodes 
and sinks are not uniformly distributed over the area. As a result, sinks can be grouped closely 
together or many nodes are grouped around a small part of the available sinks. The load of this 
large group of nodes leads to congestion at this small number of sinks, while the other sinks have 
much processing capabilities left. This is another instance of the load balancing problem, but now 
in a multi-sink network. As research shows in [22], multi-sink networks benefit from clustering in 
order to balance the load in a network uniformly over the sinks in the network. The approach in 
[2] describes the effects of energy depletion and reliability on the connectivity of a WSN. They 
conclude that nodes close around a sink have a higher chance of failing than nodes with a higher 
hop count, because nodes close around a sink have more traffic to process. For those mentioned 
reasons a load balancing approach has several benefits: 
• It prevents congestion around one sink, while other sinks have no traffic to process, therefore 

increasing the throughput and decreasing the latency around the sinks.  
• It prevents energy depletion in the nodes around one sink, while nodes around other sinks 

have a large energy reserve. 
In Figure 4 a) and b) is shown how congestion can be prevented in a single-sink network by 
adding two extra sinks. 

• Communication overhead:  
Depending on the routing protocol, large networks will suffer from more and more 
communication overhead. Sinks needs information about nodes in the network and send 
command and status information into the network. A simple but inefficient broadcasting protocol 
causes an exponential increase of communications. 

  

a) Congestion in network due to limited amount of sinks b) Adding sinks eliminates congestion 

Figure 4 – Congestion due to single sink network 
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Adding redundancy 
Having only one sink in the network causes problems in case of failure of the sink or nodes around it. In 

that case the data in the network has no route to reach the end-user application, which makes the whole 
WSN completely useless. Multi-sink network are therefore more resilient for node failures.  

Mobility 
In case of mobility having multiple sinks in the network might be a must. Groups of nodes in the 

network may move in the network and might move out of range of the rest of the network, but when this 
group contains a sink it will not be disconnected from the network. An example of such a network can be 
found in a storage facility. Such a facility has a static network infrastructure, including one or more sinks. 
On the shelves in the facility are boxes attached with sensor nodes periodically sending temperature 
readings to the sinks. When a shipment of boxes is loaded into a truck, which also contains a sink, the 
network splits into two clusters, but the nodes in the truck become not disconnected from the network.  

Multi-sink Evaluation 
Adding extra sinks to a network helps reducing scalability problems, but without a clever designed 

routing protocol that limits the extra communication overhead and load balancing problem, a multi-sink 
network might not have any better performance or even be outperformed by a single-sink situation. A 
limited budget is also one important reason to limit the amount of data sinks in the network to a 
minimum, because due to their enhanced capabilities, the costs of a data sink is in general much higher 
than that of a common sensor node. 

 
The next paragraph describes the research question of this thesis and the demands on the new routing 

protocol in order to overcome the utilization problem of multiple sinks and at the same time benefit from 
having them.  

1.3.3 Thesis goals 

The goal of this thesis is developing an efficient routing protocol which utilizes the existence of 
multiple sinks in the network. As an application can have different targets, for example low network 
lifetime, low-latency or high data throughput, the new routing protocol must be able to deal with these 
different targets. In Chapter 3.4.1 this subject of application demands is further explained.   

 
The summary of the aims of this thesis is as follows: 

• Utilizing the advantages of having multiple sinks in the network and at the same time avoiding 
problems caused by having multiple sinks. A load balancing algorithm might be useful for this. 
More information about load balancing is given in the Related Work section and in Chapter 3.  

• Designing a more efficient routing than random shortest path routing algorithm. Depending on 
the application the new protocol must be able to achieve high network lifetime, low latency or 
high throughput. 

• Solution scalable to large-scale networks with many sensor nodes and data sinks. 
• No need for geographical location information. 

 
In order to verify if these goals are met, simulation must be done with some performance 

measurements. There are several performance evaluation metrics. Different applications have different 
demands on the network, and these demands can be benchmarked with different metrics. Some common 
metrics will be discussed in Section 1.5.   
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Figure 5 – Goal: balanced multi-sink network 

1.4 System description and assumptions 
This paragraph gives a detailed description of the system model and all of its components and some 

assumptions to limit the subject covered by this thesis. This description is given at this point because 
many of the terms explained here are used in the rest of this thesis.  

 
These following terms are important for understanding the operation of a wireless sensor network. 

Some of them are illustrated in Figure 6. The network self is a representation of a graph G, with vertices V 
as nodes (sensor nodes and data sinks) and edges E as communication links. N is the number sensor 
nodes, M the number of data sinks, N V⊂ and M V⊂ and N M≫  

• Sensor node. Low processing and memory capabilities, limited power supply. 
• Data sink. More capabilities than common sensor nodes: more processing power, unlimited 

power supply. Connected to end-user application (network). Sometimes 
• Communication link. Bidirectional link between two sensor nodes, which can be used for 

exchanging information. There is a communication link between a pair of nodes if they are within 
transmission range of each other. Sometimes abbreviated to link. 

• Neighbour. Two nodes are neighbours of each other if there is a communication link between 
those two nodes.  

• Hop count. The hop count is the shortest distance between a node and a sink, measured in hops. 
A packet travels one hop if it travels from one node to its neighbour. A packet travels two hops if 
it travels to a node via another node.  

• Child  and Parent nodes. Each sensor node has a vector pointing to a neighbour node, 
representing to which neighbour a data packet is forwarded. The sending node is the child node; 
the receiving node is the parent node. 

• Spanning tree. All vectors form one spanning tree in the network. In case of multiple sinks, 
multiple spanning trees are formed. All nodes of a spanning tree form a Cluster. 

• Routing path. Path which packets use to travel from source node to the data sink. 
• Descendants. The descendant nodes – sometime called upstream nodes – of a node are the nodes 

that are on the same routing path, but have a higher hop count – in other words are further away – 
from that specific node.  

• Branch. A sink has one or more neighbours; these neighbours are called top-level nodes. These 
nodes are the beginning –the root – of a top-level branch (sometimes called just branch). 
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Figure 6 – Wireless sensor network components 

Assumptions 
A WSN has many facets and parameters and in order to able to control the complexity of the network 

model in this thesis, some assumptions about the network model are made:  
• Sinks and sensor nodes in the network are stationary; they don’t change their position. 
• Ideal circle shaped stable radio transmission medium: only bi-directional communication links 

between pairs of nodes and communication links between nodes don’t change over time. The 
radius of the transmission range of nodes is much smaller than the size of the area where nodes 
are deployed, therefore direct communication between all nodes in the network is not possible.  

• There is only one pattern of dataflow in the network: from sensor nodes to data sinks. The data 
sinks will not send packets to specific sensor nodes in the network. This is the most common 
communication paradigm in (data gathering) sensor networks [1].  

• Sinks can (directly) communicate with each other using a high-speed communication channel.  
• Sinks are equal from the information point of view; it doesn’t matter to which sink a data packet 

is send. We assume that after reception of the packets all sinks forward them to the same end-user 
application. 

• There is useful cross-layer information exchange between data-link and network layer i.e. 
information about neighbouring nodes. 

• No data aggregation is done by nodes in the network. 
• All nodes in the network generate the same amount of traffic. This is a common situation in WSN 

designed for environmental monitoring, where data packets only consist of fixed size sensor 
readings. 
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1.5 Performance evaluation metrics 
In order to test the performance of the new routing protocol this thesis defines a set of performance 

evaluation metrics. There are different evaluation metrics, because there are also different demands on the 
network, depending on the application. More about application demands can be found in Section 3.4.1. 
The simulation results will be analysed with use of these metrics in Chapter 4. 

Latency 
Latency – sometimes called end-to-end delay – is an important factor in for many WSN application 

types. In this thesis we are primarily concerned about the downlink latency – the latency between sending 
a packet at the source node and receiving the packet at a data sink – because in most WSN traffic flows in 
that direction. Uplink latency is the latency between sending a packet at the data sink node and receiving 
the packet at a sensor node.  

 
Latency in the network has different sources: 

• The lengths of the paths from nodes to sinks – This is affected by the structure of the spanning 
tree(s) in the network. If the paths between the source-sink pairs are long on average, the latency 
will also be higher. Every hop in the path to the sink a packet has to wait a certain time, so more 
hops in this path will directly lead to higher packet latency. Depending on chosen metrics, the 
average path length in the network varies, so does the latency. 

• The timeslot latency between every – one-hop – pair of source and destination nodes – On 
the data link layer there are several different medium access techniques. One of them is a slotted 
reservation based medium access technique where the time domain in divided into timeslots, each 
of a predefined time. Each node reserves one timeslot, which it uses for transmission. In theory 
one timeslot is reserved by only one node, resulting in only one transmitting node at any time, 
thereby eliminating collision on the wireless medium. A packet travelling from source node A via 
intermediate node B to destination node C is confronted with a delay at intermediate node B. At a 
certain moment node A sends the packet in its timeslot to node B, but node B cannot forward the 
packet to node C until the reserved timeslot of node B comes. This delay between the receiving 
timeslot and forwarding timeslot is called the timeslot latency and has its source in the MAC 
protocol in the data link layer. 

• The buffer occupation of the nodes in the network – The last source of latency is caused by the 
time a packet resides in transmission queue of a node, before it can be transmitted. When a 
certain packet x arrives at an intermediate which already has 4 other packets waiting in its 
transmission queue, it must wait before these other packets are transmitted, before that packet x 
can be transmitted. Assuming a node can send one packet every reserved slot, packet x suffers 
from an extra delay equal to the time between two reserved timeslots – called frame duration – 
for every packet in front of him in the transmission queue. 

 
By taking these sources for latency in consideration and assuming a node can send one packet every 

frame, the estimated average packet latency is: 
 
 avg. latency = avg. source - sink pathlength * avg. timeslot latency + avg. buffer occupancy  (1.1) 
 
When a routing protocol uses best effort routing, packets are dropped on transmission errors instead of 

resend. This has an effect on the latency, because these dropped packets are not taken in account with the 
latency measurement, only packets that arrive at a sink are included in the measurement for that.  

 
For some application the standard deviation of the latency or the maximum latency might be more 

important than the average latency. 
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Network lifetime  
The network lifetime is important for networks where nodes have a limited energy source. The 

replacement of these energy sources is very costly, or even impossible. Sensor nodes in idle mode have 
certain basic energy consumption, caused by basic activity of node components and periodically short 
transceiver activity. In the active mode the transceiver is switched on for a much longer period, resulting 
in much higher energy consumption [7]. This active mode is necessary for forwarding data packets and 
thus forwarding data packets costs a lot of extra energy. Therefore reducing the amount of packets nodes 
have to forward saves a lot of energy. Using our approach of spanning trees with the sinks as roots has 
certain consequences for the energy dissipation of the nodes close to the sinks. In [2] a study has been 
conducted which researches the effect of the failure rate of nodes. Concrete this means that nodes in close 
proximity of the sinks become depleted than nodes at the border of the network. By extending the lifetime 
of single nodes, the lifetime of the whole network can be extended. The lifetime of a single node can be 
extended by smartly monitoring the energy level of the node and adapting the amount of traffic the node 
has to handle, i.e. rerouting traffic around nodes with low energy levels towards nodes with higher energy 
levels. This can be achieved by using intelligent routing methods and this performance metric measures 
the effectiveness of these routing methods.   

 
There is no unified definition of the network lifetime, since this concept depends on the objective of an 

application. Instead, several definitions of network lifetime can be found in the literature [4, 5, 23, 27]: 
• Time from initialization until the first node fails. 
• Time from initialization until the first network partition occurs. 
• Time from initialization until a certain percentage of nodes fails. 
• Time from initialization until the last node fails.  
• Time from initialization until a certain percentage of coverage remains. 

 
In this thesis the first definition is used. There can be several reasons for nodes to fail; physical failure – 

where a certain part of the node fails due to mechanical failure – or the energy source of the node 
becomes depleted. Although there is a certain chance of mechanical failure, the main cause of node 
failure is energy depletion.  

Throughput 
Throughput is the amount of data a network processes (per instance of time, frame length for example). 

It is measured as the number of packet arriving at the sinks during one frame. The packet rate – the rate at 
which nodes send their sensor readings to the sink, in other words “generate” data packets – has a great 
influence on the throughput. A high packet rate leads to many packets being generated in the network and 
arriving at the sinks. It is also influenced by the number of top-level branches of the sinks, when using the 
LMAC protocol. Due to the TDMA mechanism of LMAC, every node can send only one packet each 
frame, consequently, a sink with x neighbours can only receive a maximum of x packets every frame. 

 
The network throughput at a certain point of time can be defined as the amount of packets received at all 
data sinks during that certain period of time. We will measure the average throughput of the network, 
which can be represented by the following equation, β is the simulation duration in frames and ε is the 
number of data sinks in the network: 

 

 
1 1

received packets in frame 
i j

i

throughput

β ε

β
= =

 
 
 =

∑ ∑
 (1.2) 
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Energy efficiency 
Since nodes in a WSN have a finite energy source, energy efficiency is another important issue. The 

energy efficiency of a routing protocol shows us how efficient the protocol is utilizing the available 
energy in the network in order to deliver as many as packets possible at the data sinks. Although it cannot 
be controlled, the hop count has quite an influence on amount of used energy for packet delivery; 
however, the length of the routing path can be controlled. 

 
Protocols which have much communication overhead or higher packet loss might not be very energy 

efficient, because a packet that is lost halfway on its path wastes all the energy to get that far. The 
communication overhead of a routing protocol is considered as all the communication between nodes for 
setting up the initial network and maintaining the routing paths in the network, without actually 
transporting data packets.   

 
The energy efficiency of the network can be measured by using many different definitions. In this thesis 

the energy efficiency is measured as the energy-per-message (EPM): the total energy used in the network 
divided by the number of successfully delivered packets at the data sinks. The total energy used in the 
network includes the energy used by the other protocols in the stack, such as the MAC protocol, but when 
different routing protocols use the same MAC protocol this influence should be negligible. The energy 
used by a node’s electronics is also taken into account. The energy-per-message can be written as the 
following equation: 

 
 epm = total energy used by all nodes /  all packets delivered at all sinks  (1.3) 

Packet Delivery Ratio  
The Packet Delivery Ratio (PDR) gives a lot of information about the efficiency and reliability of the 

network. WSN have several sources of packet loss, where transmission failure due to the unreliable 
wireless medium is the main source. Buffer overflows due to full buffers are another common cause for 
packet loss, especially in case of best effort routing. Due to various reasons sensor nodes can also 
temporarily or permanent fail, which causes the packets which resides in the nodes buffer to be lost. 

 
 PDR = number of  all packets received at sinks /  number of  all packets generated at sensor nodes  (1.4) 
 
Another subtle issue about the PDR is fairness, by which is meant that nodes further away from the data 

sinks are likely to have a lower PDR that nodes closer to a sink. Therefore, the fairness is the PDR as 
function of the hop count.  

Load per sink 
Although not a goal itself, it is useful to test the how effective the load balancing algorithm balances the 

load in the network. A balanced network is not a goal by itself, because a balanced network doesn’t 
guarantee a good performance, it could, for example, still have a higher latency or lower throughput 
compared with an unbalanced network. The average load of all sinks is just another term for the 
throughput as defined earlier, but what is more interesting in this case, is the variation of the load of the 
sinks in the network. This gives a good indication for the distribution of the load in the network. For that 
reason, we will measure the load per sink performance metric as the standard deviation of the load on 
each the sinks in the network.  

 
The standard deviation of the sink load, σ, is given in the following formula, where M is the number of 

sink, l, the average load of all sinks and l the difference between l and the load in sink i. 
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Chapter 2 

 

2. Related Work 

The field of WSNs has a relative short history. In 2001, Power Aware Clustered TDMA (PACT) [3], 
one of the first protocols with special MAC and clustering techniques for WSN, was developed. Since 
then, much research has been done on the several network issues where WSN differ from traditional 
networks.  

2.1 OSI layer model 
Network communication is modelled into a layered system model by the Open Systems Interconnection 

(OSI). In the OSI layer model, the whole communication protocol – from the physical medium to the end-
user application - is divided into several layers. In Figure 7 all the layers of the OSI model are shown. In 
this thesis, we are mainly concerned with the Data link and Network layers. The network layer contains 
routing and Quality of Service (QoS) functions. The Data link layer contains the Medium Access Control 
(MAC) and Logical Link Control (LLC) functions. The Light-weighted Medium Access Control (LMAC) 
[7] protocol is used as underlying MAC protocol in this thesis. Since these layers lay close together, 
LMAC in the data link layer is able to pass useful cross layer information to the Network layer. 
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Figure 7 – OSI layer model 

2.1.1 Data link layer 

The data link layer primary functions are channel access control in the MAC sub-layer and multiplexing 
transmitted over the MAC layer and providing error and flow control in the LLC sub-layer.  The link- and 
network-layers are very important for WSN. A large part of the scarcely available energy of network 
nodes is used by the transceiver. Intelligent link-layer protocols can considerably reduce this energy 
consumption. The link-layer protocols can be used to reduce other forms of energy waste, such as idle 
listening and collisions. By using intelligently designed cross-layered data link- and network-layer 
protocols large energy savings can be realized. 

 
WSN data link-layer protocols differ from traditional link-layer protocols such as 802.11a/b/g due to the 

need for low energy consumption. Sources of energy waste are collisions and long duty-cycles. All 
existing link-layer protocols try to reduce these problems by using different techniques. A drawback of 
most of these techniques is an increase in latency and an increasing amount of communication and 
protocol overhead.  

2.1.2 LMAC 

The MAC protocol is of great importance in this thesis, since cross-layer information of the MAC is 
extensively used in the routing protocol. Therefore, the MAC protocol used in this thesis – LMAC – is 
first described. Although LMAC is used as MAC protocol in this thesis, every other MAC protocol which 
provides the same cross-layer information to the network layer can be used. 

 
In LMAC time is divided into frames, which consists of timeslots, where each timeslot can be 

controlled by only one network node. A time slot is divided into two parts, a control and data section, 
where a node always broadcasts the control section to all its neighbours, which contain information about 
the node and its 1-hop neighbourhood. It also addresses a neighbour in this control section if it has data to 
send and this neighbour node will then also remain active during the data section of that timeslot. When a 
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node is not addressed during a timeslot it can turn off its radio during the following data section. It uses 
virtual clustering to avoid colliding timeslots within two hops from a node.  

 
LMAC is a scheduled based protocol using a combination of Time Division Multiple Access (TDMA) 

and Space Division Multiple Access (SDMA) techniques. It has been designed to work very energy 
efficient in WSN. It functions without a central manager; nodes function autonomously. 

TDMA scheme 
LMAC is a link layer protocol using TDMA schemes for communication. Time is divided in timeslots, 

grouped together into frames, consisting of 32 timeslots. Every node can use one timeslot per frame to 
transmit data to other nodes. The major advantage of such a TDMA scheme above contention based 
schemes is the lack of collisions. Only one node will transmit during a timeslot in a frame, so no 
collisions, which are a source of energy wasting, occur. There are many more nodes than there are 
timeslots in a frame, but due to their limited transmission range and intelligent choosing of timeslots, 
multiple nodes can transmit at the same time, without causing interference.  

Frame overview 
LMAC divides a timeslot into two parts, a Control Message (CM) section and a Data Message (DM) 

section. The CM section contains the ID of the node, the timeslot it occupies and if the node has data for 
another node, it addresses this node. Every node broadcast this CM section to all its neighbours. The DM 
section is used for sending data; in the CM section a nodes has addressed the other node, and in the DM 
section it transmits the data. The addressed node received the CM section of the transmitting node and 
knows the data is for him and listens to the data in the DM section. Other nodes that are not addressed by 
the transmitting node can switch off their transmitters, thereby saving energy.  

 
The TDMA structure of LMAC consists of 2 parts, the CM and DM sections. The sizes of the CM and 

DM sections are respectively 114 and 2040 bits. As already mentioned, by dividing the whole timeslot 
into two parts where a node must only listen to one short part – the CM section – nodes can save 
considerable amounts of energy by switching of their receivers.  

 
The CM section consists of the following fields: 

• Node identification 
• Current occupied slot 
• Distance to sink 
• Occupied slots 
• Collision in slot 
• Parent 
• Sink which forms the root of the spanning tree the node is in – in order words, the cluster 
• Routing path length 
• And depending on the routing metric, on of the following information: 

- Number of child nodes 
- Estimation of the number of descendant nodes 
- Buffer occupancy  
- Energy level 

 
The DM section contains the data the node has to send.  
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Figure 8 – Frame overview of LMAC (taken from [7]) 

Energy consumption reducing techniques 
LMAC use many techniques which reduce the amount of energy needed for communication. This 

makes it very suitable for WSN. The most important one is the TDMA structure, which prevents colliding 
transmissions which are a common source of energy wasting, especially in dense networks. Another 
important technique is the addressing mode in the CM section, after which the non addressed nodes can 
switch off their energy consuming receivers. Synchronization of time is inherent available in the protocol, 
so no additional synchronization techniques need to be implemented. 

2.1.3 Network layer 

The network layer performs network routing functions and QoS requested by the transport layer. The 
network layer is responsible for end-to-end packet delivery, whereas the link layer is only responsible for 
node-to-node frame delivery on the same link. Routing is the task of finding a path from source to 
destination. The term QoS refers to the ability to priorities to different data flows or to guarantee a certain 
level of performance to such a data flow. QoS is not covered in this thesis. 

 
There are two different routing mechanisms: proactive and reactive routing. A proactive routing 

protocol maintains a routing path and periodically puts effort in maintaining it. Every node maintains one 
or more routing tables for storing information about routes between nodes in the network. Topology 
changes are propagated throughout the network and nodes attempt to maintain consistent up-to-date 
routing information from each node. On the other hand, a reactive routing protocol, calculates a route 
only when it has data to transmit. This approach has no periodically maintenance costs, but increases the 
cost of finding a correct routing path if needed. The route discovery address can be source-initiated or 
destination-initiated. Based on the underlying network structure, WSN can be flat or hierarchical. In a flat 
network all nodes perform the same function. In a hierarchical network structure, some nodes have the 
role of cluster head, maintaining the cluster, aggregating data from common nodes and forwarding data to 
sink node(s). 

2.2 Related work overview 
In Table 1 an overview of all related works can be found with their properties related to the problem 

definition. All related works are part of the network layer. The protocols are discussed in the remaining of 
this chapter. 
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Table 1 – Overview of related work 

Protocol Protocol type Objective Explicit Multi-sink support 
[13] Network design Sink placement Yes 
[20] Network design Sink placement Yes 
FROMS [24] Routing Multi-sink Yes 
[12] Routing Multi-sink Yes 
[11] Routing Multi-sink Yes 
[10] Routing Multi-sink Yes 
[9] Routing Multi-sink Yes 
ART [23] Routing Parent selection No 
LT [6] Routing Parent selection No 
LBC [22] Clustering Load balancing Yes 
DLBR [30] Routing Load balancing No 
NCLB [31] Routing Load balancing No 
LBSP [32] Routing Load balancing No 
e3D [33] Routing Load balancing No 
OFFIS [34] Routing Load balancing No 
LEACH [16] Clustering Load balancing No 
GLBCA [21] Clustering Load balancing Yes 
Arbutus [15] Routing Load balancing No 
RTLD [14] Routing Load balancing No 

2.2.1 Multi-sink routing 

Most protocols described in this chapter, have not specifically been designed for use in networks 
containing multiple sinks. However, many researches have been done on the topic of multiple sink WSN, 
and WSN with one or multiple mobile sinks. There is a difference between networks with mobile sinks 
and static sinks. Some researches like [20] are conducted on networks which have static sinks, where the 
goal is to route data efficiently to these sinks. In other networks, the sinks are mobile and the goal is to 
find a good algorithm [13] to position these sinks in the most efficient way, in order to minimize energy 
dissipation at each node in the network. In our situation we only deal with a static network with static 
sinks and sensor nodes.  

 
With multi-path routing a single node routes its data via multiple paths, which might contain 

overlapping parts, to a single or multiple sinks. Using multiple paths to route data to a single sink –or in 
generally, a single destination – is used to avoid packet loss due to bad links on one routing path [36, 37, 
38]. However, often those paths converge at the sinks where congestion occurs in those nodes. Multi-path 
routing to multiple sinks might avoid this [12].  

 
Multi-path to multiple sinks routing can also be extended to the routing problem where data from 

multiple sources needs to be transported to multiple sinks in an efficient way by combining parts of the 
different routing paths. In [11], they propose an algorithm for efficient routing in such scenarios. They 
first present a theoretical model of the problem for computing the theoretical optimal solution of the 
problem. After that, they propose a decentralized solution for the problem, based on periodically adaption 
of the routing trees in the network. This adaption is based on a quality metric of each neighbour, where 
this quality metric relies on (1) the distance from neighbour to sink, (2) the number of paths passing 
through the nodes and (3) the number of sinks the neighbour serves.  

 
There are also differences between protocols where data is routed to multiple sinks [9] and protocols 

where data is routed to a single sink, in a multiple-sink network. Feedback Routing for Optimizing 
Multiple Sinks (FROMS) [24] is an example of that first type. Nodes in the network exchange local 
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information in order to find the best hops for forwarding the data packets. By using this technique and 
information from FR Framework communication overhead is minimized. Examples of information 
exchanged are residual node energy, available routes to sinks, link quality. The information is 
piggybacked on all data packets. FROMS uses a reinforcement learning solution to deal with the dynamic 
environment of the network where node failure and movement is common. Nodes incrementally learn 
their best next-hop on route to all destinations.  

 
In [10] data packets are routed from one source to one sink in a multi-sink network with in addition 

node and sink mobility. They use geographical location information and Received Signal Strength 
Indicator (RSSI) for their opportunistic routing protocol. 

2.2.2 Load balancing 

In sensor networks with many nodes, some nodes might have to process more data packets than other 
nodes in the network, for example, nodes close to a data sink. These nodes do not only suffer more from 
congestion, but they also consume more energy due to receiving and transmitting data cost energy. 
Therefore, there are several reasons for balancing the load over the network nodes more uniformly, i.e. 
reducing congestion in nodes, extending the lifetime of the network nodes. Various techniques have been 
proposed in the literature which balance the load on the network: e3D, LEACH, LBC, DLBR, NCLB, 
LBSP, OFFIS, GLBCA, Arbutus and RTLD.  

 
In Low-Energy Adaptive Clustering Hierarchy (LEACH), Load Balanced Clustering (LBC) and Greedy 

Load-Balanced Clustering Algorithm (GLBCA) the distribution of the load is controlled by creating 
clusters in the network containing cluster heads which gather data from the nodes within the cluster. In 
LBC, this data is forwarded to a single sink in the network, while the network in LEACH and GLBCA 
contains multiple sinks, where each sink is also a cluster head. By forming these clusters, the distance the 
packets in the network have to travel is reduced. In GLBCA, they define the problem of balancing the load 
in the clusters as Load-Balanced Clustering Problem (LBCP) and prove that under general conditions this 
is a NP-hard problem. In the special case that the load in all nodes in the network is equal, they prove that 
LBCP is optimally solvable in polynomial time. In Distributed algorithm for Load Balanced Clustering 
(DLBR), Load Balanced Short Path routing (LBSP) and Arbutus, the goal of distributed energy 
consumption is achieved by looking at the energy level of neighbours and forwarding to nodes which 
have a high energy level, while avoiding forwarding packets to nodes which are nearly depleted.  

 
Arbutus focussed strongly on link quality with its build-in load balancing scheme. By accounting for 

network load in the route selection process, it reduces the impact of bottlenecks – called hot spots by the 
authors – on network lifetime.  

 
The distances between each node and the distances between each node and the sink is used in Energy 

Efficient Distributed Dynamic Diffusion (e3D) as a metric for forwarding data from node to sink, directly 
or via multiple other nodes. In this diffusion based approach a node can order – via special control packets 
– other nodes to stop using it as a relay node if for example the message queue is full or the energy level 
is below a certain threshold. The proposed protocol in Optimized Forwarding by Fuzzy Inference Systems 
(OFFIS) uses a fuzzy inference system (FIS) [18] that optimizes the routing path in a distributed fashion. 
The goal of OFFIS is maximizing the network lifetime.  

 
Real-Time routing protocol with Load Distribution (RTLD) uses geodirectional-cast forwarding for 

real-time communication in WSN. Its routing depends on optimal forwarding decisions that take into 
account of the link quality, packet delay time and the remaining power of next hop neighbours. 
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In Node-Centric Load Balancing (NCLB), the designers look at the structure of the routing paths from 
nodes to sink and use an offline method for balancing the load across different branches of the routing 
trees. In this offline algorithm the spanning trees are built step by step. The load at the sink is not 
balanced – since the algorithm assumes a single-sink network – but the load at the top-level nodes; the 
one-hop neighbours of the sink. After all, in a single-sink network the load on the sink cannot be 
controlled, but the load on its one-hop neighbours can. At the start of the algorithm, only the sink and its 
neighbours are part of the spanning tree. At each iteration the “weight” (load) of these branches and the 
“freedom” of these branches is calculated and lightest branch with the most freedom is expanded. They 
use the “Chebyshev Sum Inequality” as a load balancing metric. 

2.2.3 Parent selection 

A common routing technique is building multiple spanning trees – directed acyclic graphs, in literature 
sometimes named routing trees – in the network, with nodes as vertices and forwarding vectors as edges.  

 
This basic topology is desired in data-gathering wireless sensor networks, since the traffic is mainly in 

the form of many-to-one flows. More details about spanning trees are given in Section 3.4. Some 
examples of protocols which use spanning trees for routing are ART, LT, DLBR, NCLB and OFFIS. In 
the forwarding step, each node has to make one forwarding vector as part constructing the spanning tree, 
and this is called parent selection. Nodes can choose a new parent from one or more neighbours, based on 
same metrics. In Adaptive Routing Tree (ART), Localized Topology (LT) and OFFIS parent selection is 
an important part of the routing protocols.  

 
In ART, one can define a cost function for each node, called Q-value, indicating the minimum cost-to-

go from this node to the destination. A node also stores the Q-value of its neighbours, called NQ-value. 
Initial Q-values and NQ-values can be estimated during network initialization or upon receiving packets 
for the first time. During initialization phase, an initial spanning tree is built, which may not be optimal 
yet. Each node, other than the root node has a pointer to its parents, which is the neighbour with the 
smallest NQ-value.  Nodes forward packets to their parents until the packets reach the sink. Implicit 
packet confirmation is used: if the packet is not heard from the node within a certain period, the node 
updates the node updates the NQ-value of that node and selects a new parent from the set of neighbours. 

 
The parent selection method can be based on three different routing strategies, shortest path, energy 

awareness and congestions awareness. The NQ-values of the nodes depends on which strategy is used.  
 

   
a) Initial routing tree b) Node 4 sends packet to 6, nodes 1, 2 

and 5 hear, in addition to 6 
c) Node 1 changes its parent to 4, 

which has a lower Q-value 

Figure 9 – Adapting spanning tree for better routing in ART 
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ART makes no use of multiple sinks, however, its routing concept of having different routing strategies 
and different routing metrics seems very effective. 

 
In LT the network starts with a flooding initiated by the root node, followed by a parent selection phase 

done by all nodes, which constructs the spanning tree. They present four localized parent selection 
methods: earliest-first, randomized, nearest-first, and weighted-randomized parent selection.  

 
The earlier discussed protocol OFFIS uses fuzzy logic in order to combine four different routing metrics 

– distance from neighbour node, distance from shortest path, remaining battery life and link usage – 
which leads to one parent select decision.   

2.2.4 Related Work Evaluation 

The related works show some useful ideas for the new to be developed routing protocol. Multi-sink 
routing can be done using multipath to a multiple sinks – such as in [12, 11] – in order to increase the 
change of successful packet delivery. As a drawback this increases the delivery costs, since in fact 
multiple packets are send while only one packet has to reach its destination. Depending on the network 
situation the extra cost are higher than the increase in performance. Since the network in consideration in 
this thesis assumes all sinks are equal from an information point of view, [9] and FROMS are 
unnecessary. The requirement of geographical information in [10] makes this solution not feasible for the 
network model in this thesis. 

 
Load balancing shows promising results in single sink networks and it can be expected that it performs 

even better in multi-sink networks, where the load can be distributed over more sinks. All the related 
works have major drawbacks, which make them not suitable for the network model under consideration in 
this thesis. None of the related works are distributed solutions which can combine routing with load 
balancing and none of them uses cross-layer information for reducing communication costs.  

• Centralized. The solutions in LBC, NCLB and GLBCA are centralized and therefore not very 
scalable to large networks and not very flexible in the case of changing network conditions or 
topology.  

• Localisation information. LBC, OFFIS, LBSP, GLBCA and RTLD assume the availability of 
information about the location of the nodes in the network and therefore the need for GPS 
equipment or a localization algorithm on the sensor nodes.  

• Direct communication. The e3D algorithm assumes the possibility of direct communication 
between all nodes in the network, while this is not always the case, especially in larger networks 
which require multi-hop communication model instead. LBC and GLBCA are clustering 
algorithms, which cluster nodes around sinks, without taking in consideration the connectivity 
between those nodes and sinks and the possibility of multi-hop routing.  

• Lack of multi-sink support.  Except for LBC, LEACH and GLBCA all algorithms are designed 
for networks with only one data sink.  

 
Table 2 summarizes the properties of the load balancing protocols.  
 
Optimized parent selection as opposed to randomized parent selection, as for example used in ART, 

seems also useful since it makes it possible to avoid local bottlenecks – in the form of congested and 
nearly depleted nodes – in the network. The different routing strategies and corresponding routing metrics 
to serve different application demands is also a valuable feature. 

Table 2 - Properties of load balancing related work 
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Protocol Type Organization Communication Localization Multi -sink support Comment 
DLBR Routing Distributed Multi-hop - -  
GLBCA Clustering Centralized Direct 

communication 
√ √  

LCB Clustering Centralized Direct 
communication 

√ √  

NCLB Routing Centralized Multi -hop - -  
OFFIS Routing Distributed Multi-hop - - Local flooding for 

dead-end resolving 
LBSP Routing Distributed Multi-hop √ - Narrow strip network 

topology 
E3D Routing Distributed Direct 

communication 
√ -  

LEACH Clustering Distributed Direct 
communication 

- √  

Arbutus Routing Distributed Multi-hop - -  
RTLD Routing Distributed Multi -hop √ -  
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Chapter 3 

 

3. Partition-based Network Load Balanced Routing 

3.1 Partition-based Network Load Balanced Routing: A two-
level approach 

In the problem definition we have defined the demands of the new routing protocol. This chapter shows 
how these demands are analyzed and lead to the novel Partition-based Network Load Balanced Routing 
(P-NLB) protocol. The evaluation of the related works have shown that although many research haven 
been done on the topic of multi-sink WSN, they have resulted in only a few solutions for routing from 
single source to single sink in multi-sink networks. Also, none of the proposed load balancing routing 
algorithms has been designed for multi-sink networks, although this combination has great potential. P-
NLB is a novel routing protocol for multi-sink WSN that uses a two-tier approach that combines metric-
based routing on local level with a load balancing technique on a network wide global level. 

 
On a global level, a technique called clustering is used in order to spread the load in the network 

uniformly among all sinks in the network. The novel parts of this mechanism is that no explicit clustering 
phase is used, but the nodes in the network achieve clustering on a global level, by clever routing on a 
local level. Load balancing in a network is a NP-hard problem [32, 17]. On a global level the sinks 
determine the structure and cluster sizes of the network and provide the sensor nodes in the network with 
information about this network structure. To be more specific, if the clusters in the network are balanced 
and if not so, which cluster is the smallest. On a local level, the nodes use the information provided by the 
sinks in combination with local information to make their routing decisions. So the global level does not 
do the actual clustering or routing. It just gathers information from the network and provides the nodes 
with this information.  

 
The local level does the actual routing and clustering and uses a metric based routing mechanism where 

every node decides for itself, what the next step is for creating a routing path and forwarding data over it. 
It does that by select a neighbour as the parent node, which forms a step in the spanning tree. The 
resulting spanning tree is used for routing the packets from nodes to sinks. The decision of selecting a 
neighbour as the parent node is not trivial. It depends on the information provided by the sinks on the 
global level – in case of the balancing mode – and the routing strategy and corresponding routing metric 
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of the node. The routing strategy of a node – for example, avoid congestion – depends on the demands of 
the application running on the WSN. On the local level nodes use the cross-layered approach to exchange 
information with their one-hop neighbours and get a view of their local neighbourhood. An illustration of 
this two level routing approach is given in Figure 10.  

 
 
 

 
a)  On the global level, the network detects unbalance in the two cluster 

sizes 

 
b)  As a result, on the local level nodes adjust spanning trees, resulting in 

balanced clusters 

 
c) Spanning tree is used for routing temperature reading from sensor node 

to data sink 

Figure 10 – Two-level routing approach 

In WSN, the most basic routing approach is the Shortest Path Routing (SPR) paradigm to send data 
packets to the sinks. SPR is defined as the routing mechanism where nodes forward data only to 
neighbours which are at a shorter distance –measured in hops – to the nearest sink. This results in a loop-
free Minimum Spanning Tree (MST) rooted at a sink. However, in multi-sink networks, SPR does not 
guarantee that the resulting spanning tree is load balanced. It minimizes the number of hops a packet 
travels, leading to the formation of spanning trees containing different amount of sensors, since selecting 
the shortest path does not account for the effect of load aggregation on upstream links. Therefore, by 
assuming uniformly generated load per node, SPR creates spanning trees with different loads in the 
network. 
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Although the base point of P-NLB is SPR, it enhances this routing mechanism by uses routing metrics 
for more efficient spanning trees construction. P-NLB uses an approach which: 

• Is distributed.  
• Fully utilizes the existing of multiple sinks in the network.  
• Does not need explicit network maintenance.  
• Scales very well for large sensor networks.  
• Needs no geographical location information. 

Distributed 
Each sensor decides for itself to which sink it will route its data; no centralized control of the sinks or 

other entity is needed for that. Sinks in the network will only have a small task of sending periodically 
information about the clusters into the network. This will be done implicitly using cross-layer 
communication and requires no broadcasts, keeping this mechanism scalable. 

Multi-sink utilization  
P-NLB features inter-cluster load balancing, by which the existence of the multiple sinks is used. Its 

intra-cluster metric-based routing leads to efficient routing and distribute the load within each cluster.  

Network maintenance 
There is no static routing spanning tree in the network; instead the routing tree is very flexible and 

adapts itself easily according to changes in the network. Therefore, there is no explicit maintenance 
necessary keeping the routing tree stable. We assume the target network is static – sensor nodes and sinks 
don’t move through the network and no nodes are added or removed from the network. However, due to 
our flexibility we expect that P-NLB is also highly suitable for dynamic networks with mobile nodes and 
sinks. Mobility is not covered in this thesis, but part of the Future Work will investigate the performance 
of P-NLB in case of network mobility. 

Scalability 
Scalability is of great importance for P-NLB, because the target network type consists of many sensor 

nodes and data sinks. A solution that is not scalable would result in much communication overhead in the 
network and suffer from great unnecessary energy consumption. A distributed approach with low 
communication overhead is the only feasible approach to achieve scalability in the network. Therefore we 
will make extensively use of local information known by the nodes. We will get this information via 
cross-layer communication with the MAC layer, which is in our case the LMAC protocol. The LMAC 
protocol functions in such a way that nodes broadcast information about themselves to their one-hop 
neighbours. In this way they get a good view of their local network neighbourhood. No network wide 
broadcasting is used by P-NLB. Also, although do keep a neighbour table, they do not keep a routing 
table, only the parent node as forwarding vector is stored. They neighbour table does not increase when 
the network get larger, a routing table however, would increase in size. 

Geographical location Information 
While other algorithms assume the availability of GPS electronics on the sensor nodes or a localization 

algorithm, P-NLB needs no geographical location of the nodes. GPS location would make the sensor 
nodes both too expensive and energy demanding. A localization algorithm comes with a lot of 
communication overhead and is not always very reliable.  



 

 Partition-based Network Load Balanced Routing in Large Scale Multi-sink Wireless Sensor Networks  Page | 26  
 

3.1.1 Adaptive Routing Mode with Cluster Size Distribution Detection 

P-NLB defines two different routing methods to achieve an efficient routing protocol and enhance the 
basic SPR method. The first method takes as starting point the shortest path routing paradigm used in 
other current protocols. Instead of the randomized packet forwarding to any neighbour closer towards a 
sink, it uses well defined routing metrics to increase the efficiency of this method, similar to approaches 
in [6], [23] and [28]. In the rest of this document this method is called the smart shortest path mode (S-
SPM). The other method is more complex and a novel solution. It is clustering based and has as goal 
balancing the traffic load over all the sinks in the network. This method is called balancing mode (LBM) 
in the rest of this document. Figure 11 displays these two routing modes within P-NLB. The difference 
between these two routing modes is the goal of these modes: the shortest path mode tries to achieve 
efficiency by using a very simple routing algorithm, while the balancing mode tries to achieve efficiency 
by looking at the clusters in the network and adjust these in order to balance the load in the network. Both 
modes intelligently use cross-layer information from the MAC layer, to achieve a higher efficiency, since 
less explicit communication between sensor nodes and sinks is needed. Which mode is used for routing in 
the network is determined by the setup phase, which is described in Chapter 3.2.1. 

 

 

Figure 11 – Partition-based Network Load Balanced Routing Protocol 

3.1.2 Summary 

Now a short introduction to the features and routing mechanism of P-NLB is given and before 
continuing to a detailed analysis of the protocol a short summary of P-NLB: 

• There are two routing modes, S-SPM and BLM, one of them is used in the network, depending on 
the initial cluster size.  

• The global level provides the local level with clustering information. 
• On the local level, nodes build spanning trees in network, each rooted at a sink and use this 

spanning tree to route data. 
• Every node builds one edge of the spanning tree in an autonomously manner.  
• It does this by selecting a parent, based on local information – in case of BLM also global 

information) and a routing metric.  
 
The remainder of this chapter will explain in great detail how P-NLB works, starting with the protocol 

organization in Chapter 3.2, continuing with the global level in Chapter 3.3 and ending with the local 
level in Chapter 3.4. One example network is used for illustrating all features of P-NLB. This network 
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contains two clusters A and B. In some parts of this chapter, only a part of the network is used as 
illustration. The example network is shown in Figure 12.  

 

 

Figure 12 – Example network 

3.2 Protocol organization 
P-NLB consists of a setup phase and an operational phase.  

3.2.1 Setup phase 

In the setup phase, all the nodes in the network initialize with the LMAC protocol. They register to the 
network, learn about the neighbours in their proximity, get their hop count the sink(s) and finally acquire 
a LMAC timeslot. This phase is important for the nodes, because they acquire valuable information about 
their local network neighbourhood, which they use in the operational phase to immediately start efficient 
routing. After the setup phase has ended, the sinks in the network have information about the initial 
cluster sizes in the network, which is useful for determining the actual need of balancing the network. 
Section 3.3.3 gives more information about this.  

 
The state diagram of the setup phase can be found in Figure 13. As can be seen in the figure, the 

network enters the operational phase in shortest path or balancing mode. This effects the operational 
phase of the nodes, which is explained in the next section. 

 
The details of the LMAC initialization are not covered in this thesis. More details about the LMAC and 

LMAC initialization can be found in [7]. 
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Figure 13 – State diagram of setup phase 

3.2.2 Operational phase 

In the operational phase, nodes already acquired the necessary information about their neighbours in the 
setup phase and now must establish a dynamic spanning tree to a sink, which can then be used for routing 
the data packets to the sinks. In this phase, the spanning tree to the sink is constantly maintained and 
adjusted to the most efficient routing paths in the network. This is done by the nodes as a result of 
constant updating of their parent nodes.  

 
The state diagram of the nodes in the operational phase is shown in Figure 14. The steps belonging to 

the global level are coloured green, while the steps belonging to the local level are coloured blue. The 
state diagram clearly illustrates that the shortest path mode has only local level, while the balancing mode 
has also global level. The global and local levels of the protocol are further explained in the next chapters. 
The state diagram of Figure 14 doesn’t specifically tell anything about receiving and sending data 
packets. 

 
Details on updating the parent of the nodes can be found in Section 3.4 which describes the local level. 
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Figure 14 – State diagram of operational phase 

3.3 Global Level – Cluster Information Gathering an d 
Distribution 

In Section 3.1 we have seen how the two-level approach of P-NLB combines local routing with global 
clustering. This paragraph takes a deeper look at the backgrounds of this clustering technique and the 
implementation in P-NLB.  

3.3.1 Network clustering 

On a global level this routing protocol will try to establish multiple non-overlapping spanning trees – 
also called clusters – in the network, each tree with a sink as root node. If all the spanning trees in the 
network contain more or less the same number of nodes, the network is balanced. If the generated traffic 
load in each sensor node is more or less equal, the traffic load in the whole network will be uniform. This 
objective of load balancing has previously been used in [16], [22], [30], [31], [32], [33], and [34], as 
already discussed in the Related Work chapter. 
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The first column of Figure 15 shows an unbalanced network, with two network clusters of 8 and 21 
nodes in each cluster. In the third cell, the network has been balanced, with network clusters of 15 and 14 
nodes in each cluster. 

 
This goal of clustering is similar as that of LBC [22], but LBC uses an offline method for finding the 

ideal clusters size and composition, where the sinks gather information about the nodes in the network 
and calculate precisely what the best clusters are and which node is in which cluster. This approach is not 
very flexible, because in general nodes in WSN behave not very static and are prone to temporary and 
permanent failures. This leads to problems, because with each change the sinks must recalculate the best 
network partitioning and give this information to the sensor nodes. If the sinks are responsible for setting 
up the clusters they must know about any changes in the network and it takes time for them to adapt the 
clusters to these changes. Therefore P-NLB uses an approach where nodes themselves decide to which 
sink they route and therefore they know to which cluster they belong. They base these decisions mostly 
on local information supported by some global information from the sinks. Another novelty is that we 
will combine this clustering technique with the tree building routing technique, as used in for example 
ART. This combined algorithm is both flexible and scalable on global scale and provides efficient routing 
on a local scale.  

 
The goal of the global level is providing the nodes in the network with information about the balance of 

clusters in the network. 

3.3.2 Global network information gathering and distribution 

In the balancing mode, the network will try to balance the nodes and traffic load uniformly among all 
sinks in the network which is much more complicated than the shortest path algorithm. In order to keep 
the network load uniformly distributed over the sinks, the sinks need to know what the actual network 
load is. They will give this information about the cluster sizes of every sink to the nodes in the network. 
The mechanism of collecting the information about cluster sizes and distribution to the nodes in the 
network has three steps. The algorithm is given in Algorithm I. 

• Information gathering.  Nodes keep track of the number of child nodes they have and aggregate 
and propagate this information to the sink at the root of it spanning tree. In this way, each sink 
knows what the amount of nodes in its spanning tree is and thus the cluster size. 

• Analyzing. Assuming (direct) communication between sinks, each sink has information about all 
the other cluster sizes in the network and consequently the balance in the network 

• Distribution.  Distribute this information back into the network, using cross-layer 
communication. 

 
Figure 15 illustrate these three steps.  
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Figure 15 – Three steps of the global clustering algorithm 

    Algorithm I: Cluster information gathering and distribution 
N �set of all nodes; 

Desci � set of descendant nodes of node i 

Ci � set of child nodes of node i 

Pi � parent node of node i 

S � set of sinks in network 

For each node i  N do 

//step 1: information gathering 

/* received descendant information of all child nodes, assuming node has any child nodes */ 

RXDescChilds(Ci) 

Desci = 0 

for each c  Ci do 

Desci = Desci + Descc  

if i ≠ sink 

/* transmit updated descendant information to parent node, sinks have no parent nodes */ 

TXDescParent(Pi, Desci) 

else 

//step 2: Analyzing 

/* send own and receive descendant information to / from other sinks  

for each s  S do 

TXDescSinks(Desci, s) 

RXDescSinks(Descs, s) 

/* calculate with information of all sinks which cluster is the smallest */ 

SC � CalcSmallestCluster(Descs, Desci) 

  //step 3: Distribution 

for each c Ci do 

/* send SC to child node, assuming node has any child nodes */ 

TXSCChild(c, SC) 

   End 
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It is a continuous process of gathering, analyzing and distributing the information, there are no specific 
phases. The drawback of this continuous process and using cross-layer information is that it takes time for 
the information of the nodes to reach the sinks and it also takes time for this information to reach all the 
nodes in the network. As a result this global information is not always up-to-date and not always very 
reliable. Due to changes in the network – nodes update and continuously parent switching – it is hard for 
the sinks to get a complete view of the current network topology. This is however, not a major problem 
and a common phenomenon in distributed algorithms. Several factors influence the reliability of this 
global information. 

• The average hop count of the nodes in the network: If the hop count increases it will take a longer 
time for the information to reach the sink, and during this time, the chance increases that the 
information is no longer valid. 

• The rate at which nodes in the network update their parents.  
• Other factors, such as node mobility and temporary and permanent node failures.  

 
As a results of this incomplete network view and not up-to-date information nodes might take not the 

best decisions and sub-optimal spanning trees are build in the network. So there is a trade-off between de-
centralization and optimal routing paths, which might have a negative effect on the performance of the 
protocol. 

3.3.3 Initial network topology cluster detection 

The balancing mode of P-NLB performs best in networks which have the typical asymmetric shapes 
with large and smaller clusters. In case of the shortest path mode, many nodes in the larger clusters route 
to a few sinks, while only a small part of the nodes routes to the other sinks, which causes congestion in 
the large clusters. On the other hand, in balanced network types, shortest path mode outperforms the 
balancing mode. Therefore, it is important to use the right routing mode in the right network type, and 
detecting the network shape is essential.  

 
A method for detecting the size of the clusters of nodes around the sinks is using the hop count 

information of the nodes. During a detection phase, all nodes send a short message to the nearest sink 
informing it about its presence. In case of multiple nearest sinks it will send a message to only one of the 
sinks, so that all nodes are known by only one sink. All the nodes that are close to a specific sink and 
report to this sink belong to the network cluster of that sink. This is not the same cluster as the routing 
spanning tree cluster, described earlier, since there is not yet a routing tree. Next, all the sinks exchange 
information about the sizes of their network clusters and some measure to detect the dispersion – the 
standard deviation for example – is calculated by the sinks. A high standard deviation indicates that the 
nodes in the network are not uniformly distributed over the sinks in the network. 

3.4 Local level – Optimized Metric-based Routing Tr ee 
Building 

We have seen the mechanism where on a global level sinks provide nodes with the right information 
about the cluster size so the nodes can on a local level influence the cluster sizes while updating their 
parents. We have also seen that only LBM has this global level while S-SPM does not. This section 
explains how the routing tree building and data forwarding mechanism on local level works and what 
nodes do with the information provided by the global level.  
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The local level does the actual routing and uses a metric-based routing mechanism where every node 
decides for itself, what the next step is for creating a routing path and forwarding data over it. The 
selected neighbour is called the parent node and the forwarding node itself is called the child node. All 
these small one-hop routing paths will eventually result in one long routing path from source node to the 
sink. All the routing paths from all source nodes to a specific sink form the spanning tree, also called 
routing tree, for that sink. Every sink is a part of a unique non-overlapping spanning tree. This spanning 
tree is highly dynamic, because nodes continuously update their parent according to changing conditions 
in the network. The dynamic routing tree is used to route the packets from sensor nodes to sinks. Figure 
16 illustrates in five steps how a spanning tree is constructed in the network and used for routing packets. 

 

 
 

 

a) All possible shortest path routing 
path options 

b) Routing decisions for node A, B and C c) Three routing steps form together 
the whole routing path from node C 
to the sink 

  

 

d) Routing steps of all nodes form 
together whole spanning tree 

e) Routing tree is used to route packets 
from nodes to sink 

Figure 16 – Building routing tree from small steps 

The decision of selecting a neighbour as the parent node is not trivial. It depends on the information 
provided by the sinks on the global level – in case of the balancing mode – and the routing strategy and 
corresponding routing metric of the node. The routing strategy of a node depends on the demands of the 
application running on the WSN. On the local level sensors use the cross-layered approach to exchange 
information with their one-hop neighbours and get a view of their local neighbourhood. They will use this 
information to analyze their neighbours and based on the routing metric select the best neighbour as its 
new parent. The information the nodes have about the neighbours in their local neighbourhood is the 
following, where the last four data is needed for the four routing metrics: 

• Node ID 
• MAC hop count 
• Routing hop count 
• Sink which forms the root of the spanning tree the node is in – in order words, the cluster 
• Number of child nodes 
• Estimation of the number of descendant nodes 
• Buffer occupancy  
• Energy level 

3.4.1 Demands, routing strategies and routing metrics 

The application running on the WSN has demands on the WSN. A long lifetime, low message latency 
or high throughput for example. Based on these demands different routing strategies might be used, each 
strategy best suited for a specific demand. A routing strategy can be: avoid low-energy nodes, avoid 
congested nodes, route to closest sink. Different routing strategies might used separately in a single 
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network, if there are high- and low-priority messages for example. Based on the routing strategy, a node 
can choose a routing metric to select a parent, and form a spanning tree in the network. 

 
It might be possible to have different demands in the same network. Nodes in such a network generate 

with a certain rate messages with status information about their environment, where there focus lies on an 
energy efficient network, with a long network lifetime. On the other hand, some nodes might periodically 
have some high priority messages, which must make it to a sink as fast as possible, so latency is an 
important factor for these messages. Disparate priority messages are not covered in this thesis, but part of 
the Future Work.  

 
Simulations must clarify which routing metrics fits which demand best. Four routing metrics are used in 

this thesis, although one could define more, i.e. link quality, link usage, neighbour distance. 
• Child nodes. The degree of the routing spanning tree in the network is of important value. If a 

node has many child nodes, it receives (small) data packets from each child node within one 
frame. This has several negative consequences for this node. First, all this data needs to be stored 
in a buffer before it can forward this to its parent. Remember, every node can occupy only one 
timeslot for forwarding data, while it is likely to have more than one child nodes that transmits 
data to it. Receiving more data than it is able to transmit results in full buffers and eventually 
buffer overflows. Second, every time it receives data its transceiver consumes energy, and when 
it forwards the data its transceiver is again activated. If a node has many child nodes, it is likely 
that it consumes more energy and its energy source gets depleted earlier. For those reasons, 
looking at the number of child nodes a neighbour already has it a good routing metric. 

• Descendants. The number of descendants a node has can also be taken as a routing metric. This 
metric is related to the previous metric child nodes, but differs slightly. Where the metric child 
nodes takes only into account which neighbours are directly after the node on the routing path, 
descendant nodes are all the upstream nodes on the routing path. This mainly affects the amount 
of traffic a node has to process. A node with many descendants, all generating sensor data 
packets, has to receive and forward all that data. 

• Energy level. After a certain uptime of the network, some nodes might have to forward/transmit 
a lot of data; this will drain their energy source. Other nodes might stay in an idle state for a long 
time, or transmit only hardly any data. Some nodes might even have an unlimited power supply. 
It is wise to transfer traffic from the nodes with a near empty energy buffer to the nodes with a 
full buffer in order to extend the total network lifetime.  

• Buffer . Every node has a message buffer where it stores the incoming packets, before they are 
forwarded to the parent of the node. Assuming all packets have the same priority, and a first in 
first out strategy is used, the latency of packets increases when there are many packets in this 
message buffer. Favouring nodes with empty buffers over nodes with full buffers is a good 
routing metric. 

3.4.2 Parent Selection Mechanism 

Section 3.4 explained how a routing tree is build and used for packet forwarding. Now the parent 
selection mechanism, the mechanism where each node builds one step of the routing tree, is described. 

 
Since we assume the network is a connected graph, all nodes have at least one neighbour. However, in 

most cases every node has several neighbours, which all can be selected as parent node for forwarding 
data to. Selecting the parent node is not trivial; it has a significant effect on the resulting path from source 
node to sink. The most basic approach for selecting a parent is the shortest path mode; any neighbour 
which is closest to any sink is selected. In this case the node will consider any neighbour as a candidate 
and pick the one closest to any sink. This shortest path mode results in a shortest path spanning tree from 
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nodes to a sink, every sink is the root node of another spanning tree. However, basic SPR is not very 
efficient and the load balancing mechanism of LBM abandons the shortest path paradigm. Therefore a 
metric-based parent selection mechanism based on SPR is introduced which adds an extra step, neighbour 
pool construction, to the beginning of the parent selection. This neighbour pool construction is essential 
for LBM, because it implements the load balancing technique in P-NLB. The difference between SPR and 
P-NLB is that the latter adds a metric-based parent selection mechanism, which results in efficient 
selection of the shortest path parent, instead of a randomized selection. Also, in S-SPM absolute shortest 
path routing is used – always route towards the closest sink. On the other hand, in LBM shortest path 
routing within the cluster is used; within the current cluster of a node the parent node is always closer 
towards the cluster head – the sink – although a sink of another cluster might be the closest sink. In Figure 
19 e) a network is balanced using LBM and within the green cluster shortest routing is used, although for 
some nodes in the green cluster the sink in the blue cluster is closer by.  

 
The parent selection mechanism has four steps.  

• One step for defining neighbour pool with use of global information (in case of LBM) and local 
information.  

• Three steps for applying routing metric to neighbours in neighbour pool and select neighbour as 
new parent. 

 
The algorithm of the parent selection mechanism is given in Algorithm II. In the next section of this 

chapter, all these four steps of the parent selection mechanism are explained in detail. Also three 
examples are given: one of neighbour pool construction and two of the parent selection mechanism in 
both S-SPM and LBM. 

 
    Algorithm II: Neighbour pool construction and parent selection 

N �set of all nodes; 

Pi � parent node of node i 

NBi � set of neighbours of node i 

NBPi � neighbour pool of node i 

node i N 

U � Cluster size unbalance 

ST � switching threshold 

Cli � cluster node i belongs to 

CS � smallest cluster 

//step 1: neighbour pool construction  

if routing mode == shortest path 

   /* all neighbours are in neighbour pool 

 NBPi = NBi 

else 

/*routing mode is balancing, check switching threshold*/ 

for each nb NBi do 

if ST > U 

/* balance clusters*/ 

if CLi == CS 

AddNbrToNBP(NBPi, nb) 

else  

/*stay in same cluster, don’t change clusters */ 

if CLi == CLnb 

AddNbrToNBP(NBPi, nb) 

End else 

//step 2: Check hop count, discard neighbours which have not the lowest hop count */ 

NBPi  � CheckHC(NBPi) 

//Step 3: Apply metric on neighbour pool 

NBPi  � ApplyMetric(NBPi) 

//Step 4: Parent selection 

Pi � SelectParent(NBPi)  

   End 
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3.4.3 Using global and local information to define neighbour pool 

In LBM, the nodes have received information from the sinks in the network about cluster sizes, and in 
particular, which cluster is the smallest. Since the load in a cluster is equal to the number of nodes in the 
cluster, a node knows which cluster has the lowest load. A node also knows in which cluster it is located 
– this information is passed from the data link to the network layer – and in which clusters its neighbours 
are located. A node can choose to leave its current routing tree (cluster) and join another cluster by 
selecting a neighbour as its new parent, if is in another cluster. Of course, this is only possible if at least 
one of its neighbours is located in another cluster. By joining another cluster nodes can decrease the size 
of their own cluster and increase the size of neighbouring clusters, and thus balance the load in the 
clusters – inter-cluster load balancing. The neighbour pool construction mechanism filters all neighbours 
of a node for a specific cluster, before the metric-based parent selection takes place. There are three 
categories of neighbours: 

• Neighbours that are in the same cluster as the node 
• Neighbours that are in the cluster which has the smallest cluster size  
• Neighbours that have neither of both conditions 

 
Constructing the neighbour pool is done in one step in S-SPM and two steps in LBM: 

• Step 1a. Both modes: get all one-hop neighbours. 
• Step 1b. In LBM only: if there are any neighbours located in the smallest cluster and the 

switching threshold is not met, remove all neighbours which are not in that smallest cluster. 

Switching threshold  
When, in a two cluster network, two clusters A and B have almost the same sizes, for example 5 and 6 

nodes respectively, nodes at the border of these two clusters will still try to balance these clusters, 
although this is not possible due to the uneven number of total nodes in the two clusters. A certain Node n 
located in Cluster B but close to Cluster A will try to join Cluster A, because it is the cluster with the 
smallest amount of nodes. As a result Cluster A has now 6 nodes, one more than Cluster B. Now this 
Node n notices that cluster B has the smallest amount of nodes and will try to Cluster A again. In this 
small example network this oscillation has not much effect, but in larger networks which more nodes in 
the middle between two clusters it will cause instability and result in decreased performance. In order to 
counter this oscillation the parameter cluster size threshold is introduced, which must stop nodes from 
attempting to balance slightly unbalanced networks. This parameter is important for determining the 
correct neighbour pool. If a node receives information from the sink that a cluster is unbalanced it will not 
attempt to balance this cluster if the unbalance is smaller than switching threshold. In Table 3 is a list of 
parameters for determining the correct neighbour pool is given.  

Table 3 – Requisites leading to right neighbour pool 

Mode Switching threshold < cluster size Switching threshold < cluster size 
S-SPM Neighbours in any cluster Neighbours in any cluster 
BM Neighbours in smallest cluster Neighbours in same cluster 

Example of neighbour pool construction 
After network initialization there are two spanning trees, Cluster A and Cluster B, in the network as 

shown in Figure 12. A close-up of a part of the network is shown in Figure 17. In this example, which 
illustrates Table 3, Node 1 – green in the figure – updates its parent. Node 1 has six neighbours – Node 2, 
Node 3, Node 4, Node 5 and Node 6 – which are dark blue coloured. In Table 4, the consequences of these 
parameters for each neighbour of Node 1 are given. If the network is in S-SPM mode, cluster sizes do not 
play a role and all neighbours of Node 1 are in the neighbour pool, as shown in Figure 17 a). In LBM 
mode this is all different since the cluster to which each neighbour belongs is important. For example 
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Node 2 belongs to Cluster A and Node 1 has received the information that Cluster A is the smallest 
cluster. This means that Node 2 belongs to the correct neighbour set of Node 1, because the cluster 
deviation is larger than the threshold. Node 3 is the only other node that together with Node 2 belongs to 
the correct neighbour pool of Node 1. The neighbour pool of Node 1 in LBM is shown in Figure 17 b). 

 

  
a) Step 1a. Get all one-hop neighbours b) Step 1b. LBM only. Remove 

neighbours which are not in smallest 
cluster A 

Figure 17 – Example of neighbour pool construction 

Table 4 – Example of neighbour pool construction 

Neighbour Cluster S-SPM LBM 
Switching threshold 
< cluster size 

Switching threshold 
< cluster size 

Switching threshold 
< cluster size 

Switching threshold 
< cluster size 

2 A √ √ √ - 
3 A √ √ √ - 
4 B √ √ - √ 
5 B √ √ - √ 
6 B √ √ - √ 
7 B √ √ - √ 
√  means: place neighbour in neighbour pool -  means: do not place neighbour in neighbour pool 

3.4.4 Using local information and neighbour pool to select a parent 

Now the nodes have received information from the sinks about cluster sizes and used this information 
together with local information to determine their correct neighbour pools. In the next phase a parent is 
selected from the neighbour pool and the routing tree is build/adjusted. Since the neighbour pool 
construction regulates the load balancing of LBM, the metric-based parent selection is very simple and 
equal for both S-SPM and LBM. Selecting a parent consists of three steps: 

• Step 2. Check hop count of neighbours; only consider neighbours with the lowest hop count in 
next steps. 

• Step 3. Apply routing metric on the remaining neighbours. If routing metric is Child Nodes, it 
only keeps the neighbours with the smallest amount of child nodes. If routing metric is Buffer, it 
keeps only the neighbours with the least amount of packets in their buffers, etc. 

• Step 4. All neighbours left have the same properties and one random neighbour is selected as the 
parent.  

 
Two examples of this parent selection process will be given: one for S-SPM and one for LBM. In both 

examples Node 1 updates its parent and the local information it has about its neighbours is shown in 
Table 5.  
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Table 5 – Balancing parent select example: neighbour properties 

 
Neighbour 

 
Cluster 

Hop 
Count 

Routing Metrics 
Child Node Buffer Energy Level (%) Descendants 

2 A 4 0 3 80 0 
3 A 4 0 1 71 0 
4 B 4 0 8 56 0 
5 B 2 0 5 88 2 
6 B 2 1 3 92 2 
7 B 3 1 1 57 1 

S-SPM parent selection example 
In this example none of the nodes have updated their parents yet, so the network is still unbalanced with 

Cluster A containing 8 nodes and Cluster B containing 21 nodes, but because the network is in S-SPM it 
doesn’t matter that the network is unbalanced. Figure 18 shows a part of the network with Node 1, which 
is going to update its parent, and its six neighbours in it. The nodes have the routing metric Buffer. Node 1 
has six neighbours in its neighbour pool – Node 2, Node 3, Node 4, Node 5 and Node 6 – and the 
information it has about those six nodes is listed in Table 5. Node 5 is the old the parent of Node 1. Figure 
18 explains why Node 6 is selected as the new parent, from the neighbour pool of six nodes. The new 
parent of Node 1 is in the same cluster as the old parent of Node 1, therefore, the clusters do not change.  

 

   
a) Neighbour pool – blue nodes – has 

been constructed in Step 1 
b) Step 2. Nodes 5 and 6 have lowest 

hop counts; other neighbours are 
dropped as candidates  

c) Step 3. Node 6 has smallest buffer 
occupancy; node 5 is dropped as 
candidate 

  

 

d) Step 4. Node 6 is only node with 
smallest buffer occupancy, therefore 
it is selected as the new parent 

All nodes update parents. Cluster is 
still unbalanced – 8 and 21 nodes.  

Figure 18 – Shortest path example 

LBM parent selection example 
In this example, none of the nodes have updated their parents yet, so the network is still unbalanced 

with Cluster A containing 8 nodes and Cluster B containing 21 nodes. Figure 19 shows a part of the 
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network with Node 1 and its six neighbours in it. The nodes have the routing metric Buffer. Node 1 has 
two neighbours in its neighbour pool – Node 2 and Node 3 – and the information it has about those two 
nodes is listed in Table 5. The neighbour pool construction step already filtered out the other neighbours, 
since those neighbours are in Cluster B, which is not the smallest cluster. The parent selection mechanism 
is equal to that in the S-SPM example, but the neighbour pool is different. As a result the new parent, 
Node 3, is also different.  

 

   
a) Neighbour pool – blue nodes – has 

been constructed in Step 1 
b) Step 2. Nodes 2 and 3 have both equal 

lowest hop counts 
c) Step 3. Node 3 has smallest buffer 

occupancy; node 2 is dropped as 
candidate 

  

 

d) Step 4. Node 6 is only node with 
smallest buffer occupancy, therefore it 
is selected as the new parent. Cluster 
sizes changes a bit. 

e) All nodes update parents. Cluster sizes 
are now as equal as possible – 14 and 
15 nodes – in other words, the load is 
balanced. 

Figure 19 – Balancing mode example 

3.4.5 Routing mechanism optimizations and other issues 

Node and area failures 
Shortest path routing (SPR) is the most basic routing method and leads to the construction of routing 

trees which are of the form minimum spanning tree (MST) – assuming the link between every pair of 
nodes within transmission range is of equal weight. However, SPR is not the most flexible method when 
looking at a common problem in WSN – node and area failures – and techniques which can be used to 
overcome this problem. Nodes in WSN are relatively inexpensive devices which must function in a harsh 
environment, while having only a limited power supply. Link quality is often very variable, which makes 
communication in a WSN very prone to errors, which can be temporary due to environmental conditions 
or permanent due to hardware level failure of the inexpensive nodes or power source depletion. Another 
form of node failures are the area failures in the network, where communication in a whole group of node 
can be disrupted, due to environmental conditions. A heavily congested node in the network could also be 
considered as a – temporarily – failed node, and should also be bypassed if possible. Without proper 
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precautions, these node and area failures can lead to unacceptable congestion in the network. A routing 
algorithm which doesn’t adapt to the failure in the sending path of the packets will suffer from congestion 
and packet loss in the node in front of the failing node. An efficient routing algorithm however must be 
able to detect such a failure and find a path around this failing node. 

 
Link- and node failures are often caused by the unreliable wireless medium and (temporary) node 

failures, rather than congestion, which is most times the case in traditional wired networks. [25] [26] and 
[28] all describe this phenomena and methods for dealing with this problem. There are basically three 
methods for overcoming node failures: 

• Periodically maintaining and, if necessary, rebuilding the routing path. In most cases, completely 
rebuilding a broken path costs a lot of communication and thus energy. 

• Using multiple paths from source to sink to route data to. In case of node failure on one path, the 
same packets on the other path(s) are not affected by this and safely arrive at the destination. 

• Probabilistic selecting a routing path for forwarding packets. If a node fails on a path, not all 
packets are blocked, since a next packet will, with a certain probability, take another path. 

 
Although the considered network in this thesis is static without node failures, the temporary “node 

failures” caused by congestion are likely to occur. Looking at the four defined routing metrics, the routing 
metric Buffer is partially able to bypass such congested nodes. If it can choose between two equal 
neighbours, one with an empty buffer and one with a full buffer, it can choose the node with the empty 
buffer. However, sometimes this is not possible if there if the only neighbour has a full buffer. Therefore 
some other measure for dealing with congestion is very useful. The mechanism P-NLB uses is allowing 
nodes to “loosen up” the shortest path paradigm a little. 

Shortest Path Routing relaxation 
Since P-NLB has already a highly flexible routing tree, another method is used for avoiding congested 

nodes. The shortest path paradigm is relaxed a little bit to achieve better results. Instead of always 
selecting a neighbour closer to a sink, a node might select a neighbour which has the same hop count as 
the node itself has. With this small relaxation of the shortest path constraint, bottlenecks can be better 
avoided in the network. The cost of this is only small, a slightly longer routing path, and the need for 
some small precautions in order to avoid loops in the network. A small example of this shortest path 
routing relaxation is given in Figure 20. Simulation results in Appendix I Figure 35 show the protocol 
performance with and without this shortest path relaxation. As shown in that figure, the latency increases 
a bit, since path length increases, but also throughput and network lifetime benefit from this mechanism. 

 
 

a) Node 1 notices congestion in 
parent Node 2 on routing path 

b) Node 1 routes around congestion by 
selecting parent Node 3 with equal 
hop count; path length increases 

Figure 20 – Shortest path routing relaxation 
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In LBM nodes do not follow pure shortest path routing, since nodes does not always build the spanning 
tree towards the closest sink, but also take cluster in consideration. Therefore a node has not only 
information about its distance – measured in hops – to the closest sink, the MAC hop count (MHC), but 
also the level of the node in the routing tree, the routing hop count (RHC). The RHC is different from the 
MHC if the shortest path mechanism is not used. An example of the differences between MHC and RHC 
is given in Figure 21 where in Figure 21 a) the four RHC levels of the nodes are shown in four different 
colours. The RHC is equal to the MHC. In Figure 21 b) three nodes don’t use the shortest path routing 
method anymore and select parents that have an equal or higher MHC than they self have. As a 
consequence the RHC of those two nodes and their child nodes is different than their MHC. They nodes 
with a different RHC are marked by the arrows in Figure 21 b). In LBM nodes deliberately route away 
from the closest sink, towards another sink if this is necessary for maintaining the load balance in the 
network. By doing this, the difference between MHC and RHC increases. Simulations show (Appendix I, 
Figure 32) that initially nodes benefit from this increase, but when this difference increases too much, it 
turns into a decreased performance.  

 

  
a) MAC hop count levels b) Routing hop count differs from MAC hop count 

Figure 21 – Two different hop count definitions 

Loop detection and avoidance 
When using LBM, loops can be created in the network. This must be prevented as much as possible, 

and if such a thing nevertheless occurs, the loop must be broken and the correct routing path must be 
restored. There are several methods for detecting and preventing loops in the network and each of these 
methods has its own characteristics. 

 
• Sequence numbers of packets. Packets keep track of the number of hops they travelled through 

the network, and store this sequence number in the packet. If a node notices that the sequence 
number of a packet has risen above a certain predefined threshold, it assumes there is a loop in 
the network. An example of a protocol where this method is used is Ad-hoc On Demand Distance 
Vector routing (AODV) [35]. The drawback of this method is that it requires additional space in 
packets for storing the sequence number.  

• Tracking hop counts. A various on the previously described method, is keeping track of the hop 
count of the node’s location in the routing path, instead of the sequence number of the packets. If 
nodes detect a (constant) increase in hop count, or the hop count rises above a certain threshold, 
they assume their routing path contains a loop and they break this loop and repair their routing 
path. This is slightly more efficient because the hop count information is not stored in the packets, 
which is relatively expensive, but it is stored in the nodes, which have more resources. Although 
this method detects loops, it doesn’t prevent them from being created in the first place. In [1], 
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they use a similar approach, where a node snoops forwarded packets in checks if it detects it is 
the originating source node. 

• Shortest path spanning tree. Nodes form a shortest path spanning tree in the network, with the 
sink as the root node. Because nodes always select the shortest path to the sink, a loop cannot be 
created because than it cannot be the shortest path. Assumes a static network where nodes don’t 
change position. Easiest method of all, guarantees loop-free routing, but limits the routing 
possibilities and efficiency of the routing protocol. 

• Connected paths. Nodes detect and select only parent nodes which are connected to a sink. 
Loops cannot be formed in the network, because nodes would not connect to such a loop, because 
it would not be connected to a sink. Nodes need up-to-date information about their status, but 
propagation of this information through the network might take a long time; therefore, this 
method cannot adapt very fast to changes in the network topology. This method allows more 
various in the routing paths of nodes and more possibilities of avoiding bottlenecks in the 
network.  

• Assigning credits. Nodes form a routing path towards the sink, by selecting parent nodes which 
are closer to the sink, but the routing path are given credits, which can be used to deviate from the 
ideal shortest path to sink. It does not completely prevent loops, but avoids them. This method is 
often used in multi-path routing protocols. It needs an additional method for detecting loops if 
these are created nevertheless.  

 
In S-SPM, loops are not an issue, because due to the shortest path paradigm loops cannot be created in 

the network. On the other hand, in LBM, precautions are needed to detect and avoid loops in the network. 
In P-NLB loops are caused due to outdated local information about neighbours. Nodes change their parent 
constantly and therefore, the routing paths in the network also change. However, it takes some time for 
this information to reach all the nodes on the routing path and the neighbours of these nodes. P-NLB uses 
the technique of tracking routing hop counts to detect loops in the network. If a nodes detects a loop in the 
routing path, the path is broken and a new (loop free) path is established. In that case, it will set a back-off 
timer and while this timer counts down to zero, the node is able to receive updated information about its 
local neighbourhood. When the back-off timer reaches zero, it will again select a new parent.  

Parent update rate 
The rate at which nodes update their parent has an influence on the performance of some routing 

metrics of P-NLB.  
• Updating the parent involves some computations, leading to (minor) energy consumption.  
• Influences the stability of the routing trees. 
• Affect “lifetime” of some of the local information.  

 
If a node updates its parent at a fast rate, for example every round, the routing tree structure also 

changes fast. For example, the information a nodes has about the amount of descendants of its neighbours 
is outdated if the routing path changed in such a way that those child nodes are no longer descendants of 
that neighbour. Consequently, low parent update rates increase the lifetime of local information. On the 
other hand, the occupancy packet buffer of a node changes very fast and a node might select a neighbour 
with lowest buffer occupancy; however, two rounds later this buffer occupancy might be much higher. If 
it does not update its parent, it will have the neighbour with the highest instead of the lowest buffer 
occupancy.  

 
In LBM, there is another important issue related to the parent update rate. The information gathering, 

analysis and distribution mechanism on the global level is even more dependent on the correct 
information of the network. A sink determines its cluster size by looking at the number of descendants of 
its neighbours, which is basically the size of the routing tree. If the information it receives by its 
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neighbours is very different from the actual situation, it estimates the wrong cluster sizes and the load 
balancing mechanism does not work correctly. As mentioned earlier in Section 3.3.2, this information is 
never completely up-to-date. Simulations with varying parent selection rates confirm this. Results of these 
simulations can be found in Appendix I, Figure 33 and Figure 34.  
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Chapter 4 

 

4.  Evaluation 

Simulations are needed to test the performance of the new protocol, in comparison with existing 
protocols. Direct implementation without simulating first is very time consuming. Setting up a test-bed of 
nodes costs a lot of time, which is wasted if there are still design flaws in the protocol. Simulations of this 
work are performed using MATLAB as programming tool. MATLAB is used instead of common 
network simulators such as Omnet++ and NS2, because it is more suited for simulating large networks 
with many nodes. Also, MATLAB has better visualization tools than other high-level programming 
languages such as C++ and JAVA. Both routing modes of P-NLB, S-SPM and LBM, are simulated. In the 
S-SPM routing mode simulations, the network is always routing using S-SPM – without load balancing. 
In the LBM routing mode, nodes use the cluster size distribution detection mechanism in the setup phase 
to enter the operational phase in S-SPM – without load balancing – or LBM – with load balancing.  
Besides those two routing modes of P-NLB, SPR and the Node Centric Load Balancing (NCLB) protocol 
are also implemented in our simulator and used in the simulations. SPR acts as a lower bound reference of 
what the performance of a basic not optimized routing algorithm would be. NCLB is a centralized 
algorithm and adding it to the simulations allows a comparison of a distributed with a centralized 
algorithms. However, as mentioned before, the load balancing problem is a NP-hard problem, and NCLB 
provides no hard upper bound, but only an approximation. Goal of the simulations is verification if the 
targets of the novel routing protocol are met. Also, the best routing metrics for the application demands 
high network lifetime, low latency and high throughput must be found. 

4.1 Network and simulation setup 

Network & simulation parameters: 
• Number of sensor nodes and data sinks. As simulation duration increases exponentially with 

the number of nodes, there is a limit of 64 on the number of nodes in the network. The number of 
sinks in each network depends on the number of nodes in the network, as each sink can handle 
only a certain amount of nodes, there must be at least one sinks for about every 32 nodes. In all 
simulations, unless otherwise specified, each network contains two data sinks. 
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• Network topology.  Both sensor nodes and data sinks are deployed randomly over the simulation 
area. 

• Simulation area. In the random networks, the nodes are deployed in an area of 100 by 100 
meters. The nodes and sinks have a transmission range of 16.1 meters.  

• Simulation duration. The duration of each network simulation run is of 5.000 MAC frames, so 
each sensor node has 5000 times the opportunity of performing some action i.e. generating and 
sending data or updating its parent. 

• Number of simulation runs. Every simulation run is repeated 200 times, after which the results 
are averaged. In each of the 200 simulation runs, one random network topology is generated and 
all four algorithms are simulated on that random network topology. 

• Packet rate. The packet rate is the rate at which nodes generate data packets, which contain 
sensor readings. Depending on the network structure and the number of nodes and sinks, a too 
low packet rate means that all algorithms and routing metrics show the same results, while a too 
high packet rate congests the network too much and no clear results can be obtained from it. 
Simulation results (Appendix I, Figure 36 and Figure 37) show the influence of the packet rate on 
the performance of the routing metrics. We will use a typical packet rate, which results in an 
average packet delivery ratio of about 90%.  

• Routing path update rate. Nodes update their parent with a chance of 10% per frame.  
• Packet buffer size. Nodes have a packet buffer able to contain eight packets.  
• LMAC parameters. Number of timeslots per frame and the degree of the network are closely 

related to each other. The number of timeslots per frame is set at 16. Therefore, only networks 
with a maximum degree of 16 are accepted as suitable networks. A timeslot consists of a CM 
section of 114 bits and a data section of 2040 bits. More information about the frame structure of 
LMAC can be found in [7]. 

• Radio model.  The same radio model as in [16] and [34]. In this model, the transmission (TXC) 
and receive (RXC) costs are defined as:  
 

 ( ) 2* * *amplecTXC k k k dε ε= +  (4.1) 

 ( ) *lecRXC k kε=  (4.2) 

 
With the parameters as defined in Table 6. At MAC level every node sends one CM section per 
frame and receives one CM section per frame for every one-hop neighbour it has. When a node 
transmits a packet to its parent it will send it in its DM section. When a node receives data from 
its parent, it receives it in the DM section of its parent.  

Table 6 – Radio model parameters 

Term Definition Value 
d Transmission range  16.1 
k Number of bits to transmit CM section DM section 

114 2040 

εlec Energy required by transmitter or 
receiver in nJ/bit 

50 

εamp Energy required by transmitter amplifier 
in pH/bit/m2 

100 

 
In Figure 22 an example of a random network topology is drawn. 



 

 Partition-based Network Load Balanced Routing in Large Scale Multi-sink Wireless Sensor Networks  Page | 46  
 

 

Figure 22 – Random network topology 

Three different simulation types 
In order to test the performance of the two different routing modes and all the different routing metrics 

under different network conditions, we will have several different network simulations.  
• Multi-sink performance . The first simulation type will test the influence of the number of data 

sinks on the performance of the routing metrics. This is important, because adding multiple sinks 
to the network should indeed increase the performance of the network. Besides SPR as reference, 
NCLB and P-NLB’s S-SPM and LBM in combination with the Buffer routing metric are 
simulated. 

• Cluster size distribution. Next, the influence of the initial cluster sizes in the network on the 
performance of the routing metrics will be tested. Besides SPR as reference, NCLB and P-NLB’s 
S-SPM and LBM in combination with the Buffer routing metric are simulated. 

• Routing metric performance. Finally the performance of all routing metrics in S-SPM and BM, 
together with NCLB and SPR as reference are compared, using two different network types. 

Performance metrics 
The performance of the new routing protocol is measured by running network simulations. A random 

network of 100 nodes is created with four sinks positioned in it. All nodes in the network have a certain 
chance of generating sensor data packets and forward these packets to their parents until the packets reach 
a sink. The routing metrics define which parent a node selects from its set of direct neighbours. The 
performance of the network is measured using the following performance metrics, as discussed in Chapter 
1.5:  

• Latency  
• Network lifetime 
• Throughput 
• Energy efficiency 
• Packet delivery ratio 
• Standard deviation of load per sink 
 

In order to keep this chapter short and readable, the rest of the simulation results are included in 
Appendix I. These results include the standard deviation of each simulation, which gives insight in the 
variation of the individual simulation runs.  
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4.2 Simulation Results – Multi-sink performance 
As shown in the graphs in Figure 23 all algorithms benefit from an increasing amount of sinks in the 

network. However, increasing the number of sinks does not scale linear with the increase in performance; 
each added sink increase the performance a bit less.  

 
In the first graph is clearly visible that LBM does precisely what it is supposed to do; it is much better 

able to uniformly distribute the load over all the sinks in the network than the other algorithms. The 
advantage is the largest with two sinks in the network, but decreases when more sinks are added to the 
network. The reason for this is that the average hop count between sinks and nodes decreases and there 
are relatively many sinks close to a sink, when there are more sinks in the network. 

 
The latency results show that the largest increase is by going from one sink to two sinks. NCLB starts 

with a much lower latency than SPR and both modes of P-NLB, but this difference decreases as the 
number of sinks increases. S-SPM is slightly better than LBM. Thus, in this graph we notice that 
balancing the load as done by LBM does not improve the latency. 

 
This observation is also visible in the other graphs; although LBM balances the load better over the 

sinks, throughput and PDR does not benefit from this. One sink in the network is not able to process all 
traffic load in the network and PDR is quite low, regardless of the used algorithm. With multiple sinks in 
the network the performance of SPR stays behind of that of the other algorithms. Throughput shows a 
similar graph, although NCLB achieves a higher throughput.  

 
Network lifetime increases when more sinks are added to the network, although NCLB is better and 

SPR worse. This logical, since the average routing path length is shorter and thus less energy is consumed 
on delivering a packet. 

 
Standard deviations of the graphs of Figure 23 can be found in Appendix I, Figure 28. As shown in 

those figures, the standard deviation of the latency is quite high, up to 50% of the average latency. 
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Figure 23 – Multi-sink performance 

4.3 Simulation Results – Cluster size distribution 
The inter-cluster load balancing technique of P-NLB’s LBM should perform best in networks in which 

the clusters are very different in size. In these simulations the difference between cluster sizes is increased 
from 0 to 20. This achieved by creating random topologies and determining the difference between the 
clusters (the standard deviation). Random topologies are created until each standard deviation from 0 to 
20 is generated 200 times. From these simulations, shown in Figure 24, can be concluded that LBM is 
indeed most capable of keeping the load over the sinks uniformly distributed, while the cluster size 
variance increases. However, we observe again that this leads not to a better result in the other 
performance metrics.  

 
Latency is lowest using S-SPM and highest using NCLB. LBM performs not as well as S-SPM, but 

stiller better than SPR and NCLB. The PDR of SPR is clearly worse than that of the other three 
algorithms, of which the results lay close together. NCLB has the highest PDR, although the difference 
with P-NLB is only a few percent. The throughput graphs show similar results, except that NCLB is now 
distinguishably better than both modes of P-NLB. By using NCLB the highest network lifetime is 
achieved, SPR performance is worse and LBM slightly better than S-SPM. Energy efficiency is about the 
same for all algorithms, although S-SPM has slightly better results than the other three algorithms. 
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Generally speaking, the performance of LBM is not as expected. Although it is for all six performance 
metrics better than SPR, for most performance metrics the performance of LBM is worse than that of S-
SPM. In Section 4.5 an elaborate discussion about explanations for the bad performance of LBM can be 
found. In that Section 4.5 discusses also the standard deviations of the graphs of Figure 24. As can be 
seen in Figure 29, these standard deviations are quite high, up to 100 % of the average value. 
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Figure 24 – Simulation results of the cluster size distribution 
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4.4 Simulation Results – Routing metric performance  

Routing Metrics 
All routing metrics have already been discussed in Section 3.4.1. The routing metrics are used in the 

two different modes of P-NLB: S-SPM and LBM. 
• Free space in receive buffers 
• Number of child nodes 
• Number of upstream nodes 
• Energy level of nodes 

Two different network structures 
While previously simulations are only run on the random network topology the simulations of the 

routing metric performance are also done on another network type: a network with two clusters with 
different sizes: 

• Network consisting of two connected clusters of unequal size. One cluster has 25 nodes, the other 
has 40 nodes, both clusters contain one sink – the difference is thus 15 nodes. Test setup should 
prove a load balanced network is an efficient network. This network type is hereafter called 
asymmetric clusters. 

 

Figure 25 – Symmetric cluster topology 

4.4.1 Routing metric performance: Random topology 

When looking at the performance of all algorithms in random topologies in Figure 1, LBM is still better 
in distributing the load over the sinks. All routing metrics have more or less the same load for each 
routing mode. 

 
NCLB results in the lowest latency in the random topology, 50% lower than SPR. Latency is in general 
higher in LBM than in S-SPM. Latency is lowest when using routing metrics Buffer, in both routing 
modes. In S-SPM mode the latency comes close to the latency of NCLB. In LBM the latency with using 
routing metric Buffer is lower than three routing metrics of S-SPM.  
 

PDR is highest when using Buffer as metric in S-SPM. NCLB has a higher PDR than all other 
algorithms, although the results do not differ very much. LBM stays behind, with a PDR equal to that of 
SPR.  
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The throughput of SPR is lowest of all algorithms, NCLB and routing metric Network lifetime in S-
SPM results in the highest throughput. The throughput of LBM is up to 10% worse than that of S-SPM.  

 
Logically, routing metric Network lifetime results in the highest network life, in S-SPM up to 10% 

higher than SPR and NCLB. The energy efficiency shows no great differences.  
 
The standard deviation of these graphs can be found in Appendix I, Figure 30. Again these standard 

deviations are very high. 
 
In general latency varies most among the different routing metrics, where routing metric Buffer 

performs clearly the best in both routing modes. By using this routing metric, nodes are best in avoiding 
congestion and consequently this results in the lowest latency and highest PDR. The results of the other 
performance metrics show more or less equal results for all routing metrics, although routing metric 
Network lifetime achieves a better throughput and network lifetime. Looking at all results; NCLB 
performs in general the best, with lowest latency and highest PDR. In almost all cases SPR performs 
worse than all other algorithms and LBM worse than S-SPM.  
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Figure 26 – Simulation results random topology 

4.4.2 Routing metric performance: Asymmetric clusters topology 

The asymmetric clusters topology shows again that LBM is able to distribute the load uniformly over 
the sinks. This results in a much lower latency for the routing metrics Child nodes, Buffer and 
Descendants using LBM compared with using S-SPM, and even lower than NCLB. The decrease in 
latency compared with SPR is more than 50%. Routing metric Energy level has in both S-SPM and LBM 
a higher latency, probably caused by the long routing path in order to avoid nearly depleted nodes around 
the sink. The lowest latency of all algorithms is achieved by using routing metrics Buffer and 
Descendants in LBM. 

 
If routing mode LBM is used, PDR is up to 10% higher than all other algorithms. The highest PDR is 

also achieved by using routing metrics Buffer and Descendants in LBM. Throughput is showing other 
results than the PDR. This can be explained by the fact that traffic load on the top-level neighbours of the 
sinks is more important for the throughput than up to those nodes. Therefore, it is no surprise the routing 
metrics Buffer, Descendants and Energy Level, which can best route around congested top-level 
neighbours to less congested top-level neighbours, have the highest throughput. Of course, NCLB has the 
highest throughput, since that protocol makes the best use of the top-level neighbours of the sinks. 

 
As expected, the network lifetime, is highest when using the routing metric Network lifetime. NCLB 

also results in a high network lifetime, because it distributes the load over all neighbours of the sinks. 
Since these neighbours are likely to run out of energy first, this approach extends the lifetime of those 
nodes. The lifetime of the whole network is increased up to 10%, in comparison with SPR. 

 
 The energy efficiency performance metrics show that the long routing paths of routing metric Network 

lifetime result in relatively much energy is used to deliver the packets at the sinks.  
 
The standard deviations of these graphs, which can be found in Appendix I, Figure 31, are quite low.  
 
In general it is obvious that routing metric Child nodes performs worst of all routing metrics in this 

regular network type, since most nodes have an equal degree. Therefore, this metric cannot gain any 
advantage. Routing metric Buffer is most suitable if a low latency or high PDR are needed. Routing 
metric Network lifetime can best be used if a high network lifetime or throughput is required. In this 
network type, P-NLB is able to outperform the centralized algorithm of NCLB in performance metrics 
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latency in PDR and achieve the same performance in performance metrics network lifetime and 
throughput. 
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Figure 27 – Simulation results two non-uniform clusters topology 
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4.5 Evaluation of all simulation results 
With all the collected simulations results, one can clearly see that the load balancing mechanism of 

LBM does balance the load more equally over all the sinks in the network. However, in the random 
network type this has not the expected positive effect on the other performance metrics. In the multi-sink 
simulations, LBM performs more or less equal to S-SPM. Simulations where the difference between 
cluster sizes is increased step-by-step shows that the performance of LBM is even slightly worse when 
compared with S-SPM. The last simulation sequence shows that most routing metrics perform worse in 
LBM than in S-SPM. Exceptions are routing metrics Buffer and Network lifetime which are able to 
achieve a fair latency and network lifetime. In a regular topology with two clusters of different sizes, such 
as the asymmetric clusters topology, the benefits of load balancing are much more obvious. Latency, 
PDR, and throughput are between 10% and 40% better. When looking at application targets, the 
conclusion can be drawn that routing metric Buffer leads to the lowest latency and highest PDR, while 
routing metric Network lifetime results in the highest throughput and longest network lifetime. 

 
Although the load in the network is more balanced using balancing mode, we have seen that latency, 

PDR and throughput do not reflect this. Reasons for that are: 
• Incidentally created loops cause temporary extra latency 
• Longer path lengths cause extra latency 
• Sinks are in most cases not the bottleneck in the network, but congestion occurs sooner in nodes 

around the sinks – the top-level nodes. Actually a sink is in some WSN anything but a bottleneck, 
because as the terminal station, it has much more bandwidth to the end-user (network) and is able 
to forward nodes faster from its buffer. Therefore load balancing the load over the sinks does not 
always lead to a better performance. 

• Local bottlenecks caused due to irregular structure of the random topology networks have in 
some WSN more influence on the performance, than the load on the sinks.  

• Bandwidth distribution. By using the TDMA-based LMAC as underlying MAC protocol, its 
collision free scheduling technique has as drawback in fixed but reduced bandwidth per node. 
Every node can send only one packet per frame, no matter if it has many packets to send – when 
the node is congested – or that is has no packets in its message queue. This increases the negative 
effect that bottlenecks in the network have on the performance of the protocol. This also limits 
the maximum throughput in the network; the maximum throughput is equal to the number of top-
level neighbours of the sinks. Contention-based protocols like CSMA, might be better in reducing 
congestion, assuming the density of the nodes is not too high. 

 
The centralized NCLB algorithm performs in almost all cases better than the distributed P-NLB. 

Surprisingly, in some cases P-NLB is still able to outperform NCLB, for example the latency of both S-
SPM and LBM are better in the cluster size distribution metrics and LBM outperforms NCLB in most 
performance metrics in the asymmetric clusters simulations. The higher latency is caused by the (much) 
longer routings path as a result of NCLB’s balancing mechanism. The main source of the better 
performance of NCLB is the cardinality of all top-level branches of the routing trees in the networks. 
LBM tries the balance the load of all the whole routing trees (clusters) in the network, while NCLB tries 
to balance the load of each top-level branch in the routing trees. Since the sinks have better processing 
capabilities than common sensor nodes, these sinks are in many cases not the bottleneck in the network, 
but the top-level nodes are. Therefore balancing the load in those top-level branches proves to be more 
effective. Unfortunately this is much harder to achieve and therefore requires a centralized method. 
Nevertheless investigating in a distributed mechanism for LBM which is better to balance the load in 
those top-level branches could produce good results. 

 



 

 Partition-based Network Load Balanced Routing in Large Scale Multi-sink Wireless Sensor Networks  Page | 55  
 

A point of discussion is the standard deviation of the simulations results. The standard deviations of the 
simulation results of the random network topology are quite high, up to 20% of the average value. The 
source for this is the great variation of random network topologies, causing networks with short and long 
path length. Also, the average and variation of the degree in the networks is quite high due to the random 
deployment. These variations result in great differences between the performances of a sequence of 
simulation runs. So, although the number of simulation runs is quite high, the standard deviation is still 
high. Experiments where the number of runs is increased up to 500 show no decrease in the standard 
deviation.  

 
Finally, all simulation results show that P-NLB, in both modes, outperforms SPR in all performance 

metrics. The metric-based tree building of S-SPM and the addition of inter-cluster load balancing in LBM 
is the source for that improved performance. 
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Chapter 5 

 

5. Conclusion  

This thesis presented P-NLB, a routing protocol for large-scale multi-sink WSN, with uses global 
clustering with inter-cluster load balancing technique in combination with local metric-based routing for 
optimized routing tree building. On the global level information about cluster sizes in the network is 
gathered by sinks and distributed to the sensors. Its distributed approach, in which each node 
autonomously decides what best routing path is, results in very low communication overhead due to the 
use of cross-layer information of the MAC layer and flexibility of the routing trees. Except for a one-time 
broadcasting for detecting initial cluster sizes, as part of the LMAC setup phase, only local information 
exchange is used, making it very scalable to large sensor networks. Finally it requires no geographical 
location information of nodes at all. 

 
Simulations show that P-NLB’s LBM uniformly distributes the load efficiently over the sinks in the 

network. In random network topologies this results in a higher latency, caused by longer routing paths. 
Packet delivery ratio does not always benefit from balancing the load; LBM gains most advantage in 
comparison with shortest path mode, when the initial difference between clusters’ sizes increases. Both 
routing modes of  P-NLB outperform SPR in all simulations. NCLB achieves the highest performance in 
most simulations, which is no surprise since it is a centralized algorithm. Evaluation of the four defined 
routing metrics show that using routing metric Buffer leads to the lowest latency and highest PDR. When 
the application target is a long network lifetime or high throughput, using routing metric Network lifetime 
leads to the best results. 

 
Although the load in the network is more balanced using LBM, latency and PDR does not reflect this. 

Sources for that are: 
• Incidental created loops cause extra packet latency 
• Longer path length causes extra packet latency 
• Sinks are in most cases not the bottleneck in the network, but congestion is more likely to appear 

in nodes around the sinks, since the traffic load in the network converges to those nodes.  
• Local bottlenecks have great negative influence on performance. 
• Fixed, but limited bandwidth per node, due to use of TDMA based LMAC as underlying MAC. 
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NCLB is much better in tackling this problem, since it balances the load in each top-level branch in the 
spanning trees. It has a much better PDR, although it latency increases due to the longer routing paths. 
NCLB however, is completely centralized and therefore not complying to the demands of this thesis, i.e. 
flexible, decentralized solution.  

5.1 Future work 

Mobility 
Mobility of nodes and sinks in the network can create many problems in routing path construction. 

Many related works are specialized in the topic of mobility in WSN [40, 41]. Due to the flexibility of P-
NLB in constructing routing spanning trees and the lack of explicit maintenance of them in combination 
with the decentralized approach, P-NLB is assumed to be very suitable for mobile WSN. However, 
further research is needed to evaluate the performance of P-NLB in mobile WSN.  

Message Priority 
In some WSNs different message types can be distinguished with different priorities, i.e. periodic low 

priority sensor status data, infrequent high priority even information. It would be useful if the routing 
protocol could give different routing priorities to different message types. A high priority message would 
be delivered as soon as possible to a data sink, while low priority messages would be route as energy 
efficient as possible in order to prolong network lifetime. A technique for achieving this could be creating 
several ‘virtual’ spanning trees in the network, each used for routing message with a different priority. 
One spanning tree can be focussed on latency, other on throughput and the last one on energy efficiency. 

Experimental verification of simulation results 
In order to test the performance of the protocol in a real test-bed, experiments must be done. Therefore, 

the protocol must be implemented on sensor nodes, for example on Ambient µNodes [39]. A small scale 
test with a few sensors should be able to show if the simulation results of the protocol, also hold on 
hardware.   
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 List of Abbreviations  

 

Abbreviation Full phrase 
WSN Wireless Sensor Network 
S-SPM Smart Shortest Path Mode 
LMAC Light-weighted Medium Access Control 
LBM Load Balancing Mode 
MAC Medium Access Control 
LLC Logical Link Control 
QoS Quality of Service 
ART Adaptive Routing Tree 
P-NLB Partition-based Network Load Balancing 
SPR Shortest Path Routing 
MST Minimum Spanning Tree 
PDR Packet Delivery Ratio 
PACT Power Aware Clustered TDMA 
TDMA Time Division Multiple Access 
SDMA Space Division Multiple Access 
CM Control Message 
DM Data Message 
FROMS Feedback Routing for Optimizing Multiple Sinks 
RSSI Received Signal Strength Indicator 
LEACH Low-Energy Adaptive Clustering Hierarchy 
E3D Energy Efficient Distributed Dynamic Diffusion 
LBC Load Balanced Clustering  
GLBCA Greedy Load-Balanced Clustering Algorithm 
DLBR Distributed algorithm for Load-Balanced routing 
NCLB Node-Centric Load Balancing 
LBSP Load Balanced Short Path routing 
OFFIS Optimized Forwarding by Fuzzy Inference Systems 
RTLD Real-time routing protocol with Load Distribution 
ART Adaptive Routing Tree 
LT Localized Topology generation mechanisms 
AODV Ad-hoc On Demand Distance Vector routing 
MHC MAC Hop Count 
RHC Routing Hop Count 
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Appendix I 

 

Appendix I contains additional simulation results. The graphs of the following simulations are present 
in this Appendix: 

 
• Standard deviation of simulations in Chapter 4 
• Comparison of protocol performance as function of ERP length parameter 
• Comparison of protocol performance as function of parent update rate 
• Effect of shortest path relaxation on routing metrics Buffer and Energy level 
• Comparison of protocol performance as function of packet rate 
• Scalability performance by varying the number of nodes and sinks 
• Fairness of packet delivery ratio in three different network topologies 
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Standard deviation of simulation in Chapter 4 
Each simulation consists of 200 runs. In the graphs in Chapter 4 the average values of these 200 runs 

are taken. The standard deviation (STD) of these 200 runs can be found in this appendix. So the STD in 
Figure 28, Figure 29, Figure 30 and Figure 31 show the variation between the 200 runs of each 
simulation. The STDs are not included in the graphs of Chapter 4, since the large STD values would 
decrease the readability of the graphs in Chapter 4. 
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Figure 28 – Standard deviations of multi-sink simulations 
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Figure 29 – Standard deviations of cluster size distribution simulations 
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Figure 30 – Standard deviations of routing metric simulations of random network topology 
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Figure 31 – Standard deviations of routing metric simulations of asymmetric clusters topology 
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Comparison of protocol performance as function of E RP length parameter 
As shown in Figure 35 leads the opportunity of routing to sinks which are at a greater distance initially 

to an improvement of performance. The standard deviation of the sink load decreases with a minimum at 
an Extra Routing Path (ERP) of 2, 3 and 4, but increases after that. The latency decreases first if ERP 
increases to 2, since the load balancing mechanism is able to redirect packets from the congested cluster 
to the less congested area. With higher ERP the performance gain turns into a performance hit since the 
longer paths become unstable and the extra hops in the routing tree causes more extra latency than the 
reduced congestion can compensate for. PDR, Throughput and Energy efficiency show equal values with 
an ERP of 0 to 4, but with higher ERP the performances decreases, again due to unstable, fast changing 
routing paths. Network lifetime is more or less equal with all values of ERP. 
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e) Network lifetime f) Energy efficiency 

0 1 2 3 4 5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Extra Routing Path

R
ou

tin
g 

pa
th

 h
op

 c
ou

nt
 (

ho
ps

)

Routing path hop count as function of Extra Routing Path

 

 

Buffer: S-SPM - Grid

Buffer: S-SPM - Asymmetric clusters
Buffer: S-SPM - random

 

 

g) Routing path length  

Figure 32 – Comparison of protocol performance as function of extra routing path length parameter in all 
three networks 
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Comparison of protocol performance as function of p arent update rate 
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Figure 33 – Comparison of protocol performance as function of parent update rate in asymmetric clusters 
network 
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Figure 34 – Comparison of protocol performance as function of parent update rate in random network 
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Effect of shortest path relaxation on routing metri cs Buffer and Energy level 
By using shortest path routing nodes forward data always to a neighbour closer to the sink. This is the 

easiest method and guarantees a loop free routing tree. However, bottlenecks in the tree – congested or 
nearly depleted nodes – cannot always be avoided 

Simulations run on the asymmetric cluster network topology. Routing metrics Buffer and Energy level 
are taken, because they can benefit directly the best from the shortest path relaxation. Both metrics are 
simulated in S-SPM and LBM. Results without and with shortest path relaxation are coloured green and 
blue respectively. Standard deviation of sink load decreases a bit  
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g) Routing path length  

Figure 35 – Effect of shortest path relaxation on routing metrics Buffer and Energy level 
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Comparison of protocol performance as function of p acket rate 
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Figure 36 – Comparison of protocol performance as function of packet rate in asymmetric clusters network 
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Figure 37 – Comparison of protocol performance as function of packet rate in random network  
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Scalability performance by varying the number of no des and sinks 
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Figure 38 – Scalability performance by varying the number of nodes and sinks  

 



 

 Partition-based Network Load Balanced Routing in Large Scale Multi-sink Wireless Sensor Networks  Page | 75  
 

Fairness of packet delivery ratio in three differen t network topologies 
The fairness is a benchmark for the PDR as a function of the distance (measured in hops) from the node 

at which a packet is generated to the sink at which it delivered. Looking at the graphs of Figure 39 it is 
clear that the network type has a great influence on the fairness.  

In the asymmetric clusters topology traffic load is more uniformly distributed over those neighbours, 
resulting in less packet loss. As a result, the PDR is more or less equal for all nodes of all distances.  

In random formed networks are much more local bottlenecks, further away from the sinks. Therefore, 
congestion occurs further away from the sinks and thus the PDR is highest in nodes close around the 
sinks and lowest in nodes further away from those sinks.  
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Figure 39 – Fairness of packet delivery ratio in three different network topologies 


