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Abstract

This report discusses the possibility of implementing a new method to measure the frequency
of a power supply. Starting point is a universal measuring transducer called EM4000AC pro-
duced by ELEQ, a company dedicated to the electrical sector, situated in Steenwijk (The Nether-
lands). The inside microprocessor responsible for all the calculations is a Digital Signal Proces-
sor (dsPIC30F6011A) fabricated by Microchip. The DSP functionality available in the current
hardware is not used yet. The calculation of the frequency is an important parameter for the
correct performance of the whole device.

Several algorithms to improve the correct operation are studied and evaluated. The possibility
of changing the hardware using new faster micro-processors available in the current market is
also investigated.
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Preface

The frequency of a power system is an important operational parameter for the safety, stability,
and efficiency of the power system. Reliable frequency measurement is prerequisite for effec-
tive power control, load shedding, load restoration, and generator protection. Sometimes it is
necessary to know the apparent, active of reactive power in the network. These parameters can
be measured by a transducer but it is necessary an accurate result. This is the objective of these
pages. I hope my MSc-thesis will be helpful for ELEQ.

I would like to take this opportunity to thank all the people that I have had the opportunity to
work with. First and foremost I want to thank my supervisor P. P. L. Regtien and the responsible
in ELEQ ing. R. M. Klomp, not only for the technical help, but also the enthusiasm they have
for the project. Further, I want to thank Iker for the help in some difficult moments. I would
also thank my parents, Emilio and Lucia, for their continued support.

Victor Gutierrez
January 2009
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1 Chapter 1 - Introduction

1.1 ELEQ
ELEQ is the name of the combination of FAGET and KWK. As of 2003, we make up an interna-
tional co-operation so as to be of better service to the European market. Our programme com-
prises a wide range of transformers, transducers, meters and connection techniques. Quality
products that find their way to electricity companies, the industry sector and technical whole-
salers, among others.

ELEQ is a company dedicated to the electrical sector. It is situated in Steenwijk (Netherlands).
ELEQ designs and manufactures a broad programme of transformers, transducers, meters and
connection techniques.

FIGURE 1.1 - ELEQ, Mastering Electricity.

ELEQ works in three different areas: metering, lighting and protection.

Metering: Measuring equipment and energy management for electricity companies, marine
and the industrial sector. Transformers, transducers and meters.

Lighting: Connection boxes and management software for public lighting.

Protection: Current/voltage transformer systems for manufacturers in the electricity trans-
port and distribution market (power transformer-, switchgear-, and generator-builders).

1.1.1 Metering
They offer to electricity companies, the navy, the industrial sector and their suppliers a broad
programme of products for measuring purposes and energy management:

• Special solutions in cast resin
• Standard range current transformers
• Special products
• Measuring transducers
• Measuring instruments

1.1.2 Ligthing
They offer municipalities, provinces, sub-contractors, lamppost manufacturers and airports
the following specialist products:

• Lighting mast sets
• Public lighting management systems

Control Engineering



2 Feasibility study of implementing a new algorithm to measure the frequency

1.1.3 Protection
For the manufacturers of power transformers, power-cutout switches and generators, among
other companies, they offer the following programme:

• Solutions in cast resin
• Current transformers
• Current transformer systems

One of the products that ELEQ produces is a transducer denominated: “FAGET Universal mea-
suring transducer EM4000” with the following general characteristics:

- Compact housing
- High accuracy
- Full galvanic separation
- MODbus (RS232/RS485)
- 3 Analogue + 1 Pulse output
- Direct measurement up to 690V
- 48 hour service EXW

This device is going to be studied in detail in the Section 1.2 of the Chapter 1. (6)

1.2 The EM4000AC

FIGURE 1.2 - EM4000AC

1.2.1 Introduction
At present, ELEQ has, among others, a stable product, a multifunction transducer denominated
EM4000AC.

This device is able to measure all this following functions:
- Voltages L-L (select 2 phases) (V)
- Voltages L-N (V)
- Current (A)
- Frequency (Hz)
- Active power (Pw) (W)
- Reactive power (Pq) (VAr)
- Apparent power (Ps) (VA)
- Power factor

Victor Gutierrez, January 26, 2009 University of Twente



Chapter 1 - Introduction 3

- cos ϕ
- sin ϕ
- ϕ

- Real energy consumption (Wh)
- Reactive energy consumption (Varh)
- Reactive energy consumption (VAh)

1.2.2 How EM4000AC works
This device is built in different hardware modules. The most important one is where all the
calculations are processed. The “brain” of this module is a High-Performance 16-bit Digital
Signal Controller denominated dsPIC30F6011A.

To be able to calculate all the parameters first of all it is necessary to calculate the frequency of
the signal in a precise way because the rest of the parameters depend on the accuracy of the
frequency.

It can be seen from Figure 1.3 and Figure 1.4 a small schematic of the hardware.

To be able to measure it, it is necessary to make some previous transformations to reduce the
value of the input signal as can be seen in Figure 1.3.

The device is supplied by the voltage and current to be measured (VR, VS, VT, IR, IS and IT)
and also with an external power supply to work. These voltages and currents are reduced their
value in three voltage and current transformers. After this transformation, the signal (UL1’,
UL2’, UL3’, IL1’, IL2’and IL3’,) is carried to the principal PCB (Figure 1.4) and processed in it. In
this PCB it is filtered and amplified to introduce the new signal in the Digital Signal Processor
dsPIC30F6011A which will calculate all the parameters as can be seen in Figure 1.4.

FIGURE 1.3 - Small schematic of the hardware in EM4000AC.

Control Engineering Victor Gutierrez, January 26, 2009



4 Feasibility study of implementing a new algorithm to measure the frequency

FIGURE 1.4 - Small schematic of the main PCB in EM4000AC.

This new signal is introduced in the DSP through two pins. The pins 44 and 45 correspond
to two hardware interrupts (IC3 and IC4) depending on if the frequency is measured with the
voltage or with the current.

Now, the calculation of the frequency is carried by the software of the Digital Signal Processor.

To be able to explain how it works it is necessary to know some other previous configurations
like TIMER1 configuration.

In the 16-bit Timer mode, the timer increments on every instruction cycle up to a value loaded
into the Period register PR1, then resets to ’0’ and continues to count. The timer also has the
ability to generate an interrupt on every period. When the timer count matches the Period
register, the T1IF bit is asserted and an interrupt will be generated if enabled. The T1IF bit must
be cleared in software. The timer interrupt flag, T1IF, is located in the IFS0 Control register in
the interrupt controller.

The configuration of the hardware interrupts IC3 and IC4 interrupt is the next:
• Operate in sleep mode.
• Interrupt on first capture.
• Interrupt every rise edge.

Explanation:

In the first positive edge of the signal introduced in IC3 or IC4 a flag is activated (IC3IF=1 or
IC4IF=1). In this moment the TIMER1 is reinitialized and begins to count until 16,000 (the value
of this constant can be changed modifying PR1SETTING in globals.h) which mean 1 ms. When
the TIMER1 counts 1 ms, a flag is activated (T1IF=1), and also it is counted the number of times
(uFreqTimer) that this flag is activated between two positive edges of the signal introduced in
IC3 or IC4. When the second positive edge of the signal arrives, the flag IC3IF is activated again
and in this moment the value of TMR1 is stored in a variable (iTickCurrent). It can be seen in
the Figure 1.5. The CPU_CYCLE_FREQ is 16 MHz which means that the ticks are generated with
this frequency.

With the Equation 1.1 can be calculated the number of ticks elapsed between two consecutive
flags of IC3 or IC4.

Victor Gutierrez, January 26, 2009 University of Twente



Chapter 1 - Introduction 5

uFrequencyTicks = iTickCurrent+ (
uFreqTimer×PR1SETTING

)
(1.1)

where

iTickCurrent = Current value of TIMER1 = Ticks elapsed between the last TIMER1 active flag
(T1IF=1) and the second positive edge of the input signal in IC3 or IC4 (IC3IF=1 or IC4IF=1).

uFreqTimer = Integer number of times that T1IF is activated between two positive edges of the
signal introduced in IC3 or IC4, in other words integer number of milliseconds between two
positive edges.

PR1SETTING = CPU_CYCLE_FREQ
1000 · uUsec

1000 = 16000

CPU_CYCLE_FREQ
1000 = Number of samples needed to count 1 ms. Depends on the internal frequency

of the CPU (16 MHz).
uUsec
1000 = number of ms to count. uUsec in µs.

FIGURE 1.5 - Schematic.

uFrequencyTicks = iTickCurrent+ (
uFreqTimer×PR1SETTING

)
After this step we have the number of ticks elapsed between two positives edges of the input
signal.

The number of Ticks stored in uFrequencyTicks has to be converted to time (in frequency.c). If
uFrequencyTicks is divided by 16, the period (T) of the signal to measure is obtained in µs. The

Control Engineering Victor Gutierrez, January 26, 2009



6 Feasibility study of implementing a new algorithm to measure the frequency

frequency of the signal introduced is easily calculated as:

f r equenc y = 1

T

At this moment, the time needed to calculate the frequency is one period of the input signal
(20ms) and the resolution obtained in the measure is 0.01Hz.

The brain of all this calculations is a Digital Signal Processor (DSP). In the Section 1.2.3 will be
shown all the information about this DSP.

1.2.3 The Digital Signal Processor
The device EM4000AC is built with a DSP made by Microchip denominated dsPIC30F6011A.

What a DSP is
A Digital Signal Processor (DSP) is a type of specialised microprocessors with architectures
designed specifically for the types of operations required in digital signal processing. It is a
special-purpose CPU (Central Processing Unit) that provides ultra-fast instruction sequences,
such as shift and add, and multiply and add, which are commonly used in math-intensive sig-
nal processing applications.

Features of dsPIC30F6011A
(13)

• High-Performance Modified RISC CPU:
+ Modified Harvard architecture
+ C compiler optimized instruction set architecture
+ 84 base instructions with flexible addressing modes
+ 24-bit wide instructions, 16-bit wide data path
+ 16 x 16-bit working register array
+ Up to 30 MIPs operation:

- DC to 40 MHz external clock input
- Internal FRC input with PLL active (4x, 8x, 16x)
- 4 MHz-10 MHz oscillator input with PLL active (4x, 8x, 16x)
- 10 MHz - 20 MHz oscillator input in HS/2 or HS/3 with PLL active (4x, 8x, 16x)

+ Peripheral and External interrupt sources
+ 8 user selectable priority levels for each interrupt
+ 4 processor exceptions and software traps
+ Primary and Alternate interrupt Vector Tables

• DSP Engine Features:
+ Modulo and Bit-Reversed Addressing modes
+ Two, 40-bit wide accumulators with optional saturation logic
+ 17-bit x 17-bit single cycle hardware fractional/ integer multiplier
+ Single cycle Multiply-Accumulate (MAC) operation
+ 40-stage Barrel Shifter
+ Dual data fetch

• Peripheral Features:
+ High current sink/source I/O pins: 25 mA/25 mA
+ Optionally pair up 16-bit timers into 32-bit timer modules
+ 3-wire SPI modules (supports 4 Frame modes)
+ I2C module supports Multi-Master/Slave mode and 7-bit/10-bit addressing
+ Addressable UART modules with FIFO buffers and selectable pins

• Analog Features:
+ 12-bit 200 Ksps Analog-to-Digital Converter (A/D)
+ A/D Conversion available during Sleep and Idle

Victor Gutierrez, January 26, 2009 University of Twente



Chapter 1 - Introduction 7

+ 1 Sample/Hold
+ Multiple Conversion Sequencing Options

• Special Microcontroller Features:
+ Enhanced Flash program memory:

- 10,000 erase/write cycle (min.) for industrial temperature range, 100K (typical)
+ Data EEPROM memory:

- 100,000 erase/write cycle (min.) for industrial temperature range, 1M (typical)
+ Self-reprogrammable under software control
+ Power-on Reset (POR), Power-up Timer (PWRT) and Oscillator Start-up Timer (OST)
+ Flexible Watchdog Timer (WDT) with on-chip low power RC oscillator for reliable

operation
+ Fail-Safe clock monitor operation
+ Detects clock failure and switches to on-chip low power RC oscillator
+ Programmable code protection
+ In-Circuit Serial Programming (ICSP)
+ Programmable Brown-out Detection and Reset generation
+ Selectable Power Management modes

- Sleep, Idle and Alternate Clock modes

• CMOS Technology:
+ Low power, high speed Flash technology
+ Wide operating voltage range (2.5V to 5.5V)
+ Industrial and Extended temperature ranges
+ Low power consumption

DSP functionalities
A DSP engine has been included to significantly enhance the core arithmetic capability and
throughput. It features a high-speed 17-bit by 17-bit multiplier, a 40-bit ALU, two 40-bit sat-
urating accumulators and a 40-bit bidirectional barrel shifter. Data in the accumulator or any
working register can be shifted up to 16 bits right, or 16 bits left in a single cycle. The DSP
instructions operate seamlessly with all other instructions and have been designed for opti-
mal real-time performance. The MAC class of instructions can concurrently fetch two data
operands from memory while multiplying two W registers. To enable this concurrent fetching
of data operands, the data space has been split for these instructions and linear for all others.
This has been achieved in a transparent and flexible manner, by dedicating certain working
registers to each address space for the MAC class of instructions.

The dsPIC30F is a single-cycle instruction flow architecture; therefore, concurrent operation
of the DSP engine with MCU (Microcontroller Unit) instruction flow is not possible. However,
some MCU ALU (Arithmetic Logic Unit) and DSP engine resources may be used concurrently
by the same instruction.

The DSP engine also has the capability to perform inherent accumulator-to-accumulator op-
erations, which require no additional data. These instructions are ADD, SUB and NEG.

In the Figure B.2 (Appendix B) it can be seen a small schematic of DSP engine block diagram.

These are the functionalities that make special a DSP.

Modulo Addressing mode
Modulo Addressing is a method of providing an automated means to support circular data
buffers using hardware. The objective is to remove the need for software to perform data ad-
dress boundary checks when executing tightly looped code, as is typical in many DSP algo-
rithms. Modulo Addressing can operate in either data or program space.

To fully appreciate the utility of modulo addressing, we should first understand the concept

Control Engineering Victor Gutierrez, January 26, 2009



8 Feasibility study of implementing a new algorithm to measure the frequency

of a Circular Buffer. A Circular Buffer is basically a region in memory which is used to store a
fixed-size data array, such that after reaching the end of the array one needs to "wrap around"
and continue accessing data from the beginning of the array. The data access is thus required
to be always bounded within the limits of the buffer.

Three types of modulo buffers: (a) Incrementing, (b) Decrementing, and (c) Bi-directional as
can be seen in the Figure 1.6.

Buffer Start

Buffer End

Buffer Start

Buffer End

Buffer Start

Buffer End

(a) (b) (c)

FIGURE 1.6 - Different types of modulo buffers.

In general, any particular circular buffer can only be configured to operate in one direction, as
there are certain restrictions on the buffer start address (for incrementing buffers), or end ad-
dress (for decrementing buffers) based upon the direction of the buffer. The only exception to
the usage restrictions is for buffers which have a power-of-2 length. As these buffers satisfy the
start and end address criteria, they may operate in a Bidirectional mode (i.e., address boundary
checks will be performed on both the lower and upper address boundaries). (31)

Bit-Reversed Addressing mode
Bit-Reversed is a specialized addressing mode that is beneficial for many DSP applications,
particularly those that require analysis of the frequency components of signals using a Fast
Fourier Transform (FFT).

Bit-reversed addressing is a special feature provided in the dsPIC30F architecture to support
efficient implementation of radix-2 FFT algorithms.

Given the address of a particular element in the array, the dsPIC30F hardware automatically
computes the address of the next element in the bit-reversed sequence.

A Radix-2 FFT algorithm implicitly rearranges the data array being processed. Therefore, bit-
reversed reordering of data is typically done either at the beginning or at the end of a Radix-2
FFT algorithm, so that in the end we obtain the data arranged in sequential order. Bit-reversed
reordering can be performed by copying data words from a sequentially addressed array into
a bit-reverse addressed array. The DSP Library from Microchip contains easy-to-use and opti-
mized functions for reordering FFT data using bit-reversed addressing. (31)

40-stage Barrel Shifter
The barrel shifter is capable of performing up to 16-bit arithmetic or logic right shifts, or up to
16-bit left shifts in a single cycle. The source can be either of the two DSP accumulators, or the
X bus (to support multi-bit shifts of register or memory data).

The barrel shifter is 40 bits wide, thereby obtaining a 40-bit result for DSP shift operations and
a 16-bit result for MCU shift operations. (13)
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Dual data fetch
The MAC class of instructions can concurrently fetch two data operands from memory while
multiplying two W registers. (13)

Two 40-bit wide accumulators with optional saturation logic
The data accumulator consists of a 40-bit adder/subtracter with automatic sign extension logic.
It can select one of two accumulators (A or B) as its preaccumulation source and postaccumu-
lation destination. For the ADD and LAC instructions, the data to be accumulated or loaded
can be optionally scaled via the barrel shifter, prior to accumulation.

The adder/subtracter generates overflow status bits SA/SB and OA/OB, which are latched and
reflected in the STATUS register.

The adder has an additional saturation block which controls accumulator data saturation. (13)

The device supports three saturation and overflow modes:
• Bit 39 Overflow and Saturation
• Bit 31 Overflow and Saturation
• Bit 39 Catastrophic Overflow

17-bit x 17-bit single cycle hardware fractional/ integer multiplier
The 17 x 17-bit multiplier is capable of signed or unsigned operation and can multiplex its out-
put using a scaler to support either 1.31 fractional (Q31) or 32-bit integer results. Unsigned
operands are zero-extended into the 17th bit of the multiplier input value. Signed operands
are sign-extended into the 17th bit of the multiplier input value. The output of the 17 x 17-bit
multiplier/scaler is a 33-bit value which is sign-extended to 40 bits. Integer data is inherently
represented as a signed two’s complement value, where the MSB is defined as a sign bit. Gener-
ally speaking, the range of an N-bit two’s complement integer is −2N−1 to 2N−1−1. For a 16-bit
integer, the data range is -32768 (0x8000) to 32767 (0x7FFF) including ’0’. For a 32-bit integer,
the data range is -2,147,483,648 (0x8000 0000) to 2,147,483,647 (0x7FFF FFFF).

The same multiplier is used to support the MCU multiply instructions which include integer
16-bit signed, unsigned and mixed sign multiplies.

The MUL instruction may be directed to use byte or word sized operands. Byte operands will
direct a 16-bit result, and word operands will direct a 32-bit result to the specified register(s) in
the W array. (13)

Single cycle Multiply-Accumulate (MAC) operation
Most instructions need one cycle to execute it as can be seen in (13).

1.2.4 Initial problem
The current problem in this device is the time used to calculate the frequency.

1.2.5 Objectives
The objective of this part is study the way of speed up the calculations. On the one hand, the
implementation of other alternative method of measuring the frequency to be able to increase
the speed of calculations and sampling frequency and, on the other hand, try to use the DSP
functionality to be able to calculate the voltage, current, phase and power.
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2 Chapter 2 - Methods of measuring

2.1 Introduction
The frequency of a power system is an important operational parameter for the safety, stabil-
ity, and efficiency of the power system. Reliable frequency measurement is prerequisite for
effective power control, load shedding, load restoration, and generator protection. Therefore,
the problem is that of fast and accurate estimation of the frequency of the power system using
voltage waveforms which may be corrupted by noise and harmonics components.

In this chapter we are going to show the different available options to calculate the frequency.

2.2 Different options
Usually, frequency or period measurement of periodic waveforms is achieved by means of
counter-timer instruments (14), (25) by counting the pulses within a specific time interval.
The hardware of these instruments is not simple. Other methods are based on digital signal
processing (DSP) techniques, (2), (19). They require a common data acquisition board and
a software algorithm. Among DSP techniques, some allow the measurement of frequency in a
narrow range, for instance the frequency of a power system (30), (19). Other techniques allow
the measurement in a wide range (2), (7), but the range is limited at half the sampling fre-
quency (Nyquist limit). Counting the zero crossings is a simple and well known technique (2),
(7).

Several methods have been proposed for determining the frequency of a sinusoid in noise.
Among these are the periodogram (26), backward prediction with singular value decomposi-
tion (18), or using the mean value of the zero crossings (16).

Use of the zero crossing detection and calculation of the number of cycles that occur in a pre-
determined time interval (24) is a simple and well-known methodology. The Discrete Fourier
Transformation, least error squares, and Kalman filter are known signal processing tech-
niques, used for the frequency measurement (8), (28), (10), (15), (5). As shown in (17), the
bilinear form approach seems to be a very efficient method for both small frequency deviation
and off-nominal frequency estimation. An adaptive algorithm for measuring power system
frequency over a wide range is suggested in (23). A technique for frequency estimation that
provides accurate estimation in about 25 ms and requires modest computations is presented
in paper (30). This algorithm shows advantages in accuracy and convergence rate in computa-
tion to the previous methods. In these papers, orthogonal FIR digital filters are used to extract
the real and imaginary parts of the fundamental frequency component of the signal. These fil-
ters are designed so that they minimize the noise effect and are not affected by the presence of
harmonics. An iterative procedure for frequency estimation and filter adjusting is presented in
these papers.

Frequency of a power system remains constant if sum of all the loads plus losses equals total
generation in the system. However, the frequency starts to decrease if total generation is less
than the sum of loads and losses. On the other hand, the system frequency increases if total
generation exceeds the sum of loads and losses. It is essential that the frequency of a power
system be maintained very close to its nominal frequency, i.e., 60 Hz in North America and
50 Hz in Europe. The normal frequency levels should, therefore, be maintained as quickly as
possible. A decrease in system frequency also reduces the reactive power supplied by capaci-
tors, transmission lines, etc., and, therefore, upsets the reactive power balance and affects the
voltage levels.

The above discussion indicates that the system frequency should be maintained at its nominal
frequency. If it deviates from nominal value, corrective actions should be taken. Underfre-
quency and overfrequency relays are provided in a power system. Underfrequency relays are
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used to automatically shed blocks of loads for restoring the frequency to its nominal value.
When generation in a system exceeds the load and losses, the frequency increases above the
nominal frequency.

Overfrequency relays are used to detect this condition and shed some generation. Also, when
a generating unit is suddenly separated from the system, its speed increases and the unit can
be damaged. Overfrequency relays are used to detect this situation, and take corrective mea-
sures. Frequency relays having a measurement range from 40 Hz to 70 Hz are adequate for
over- and under-frequency relaying. Frequency relays presently used are of electromagnetic,
solid-state and microprocessor types. Accuracy of electromagnetic relays range from 0.1 to 0.2
Hz of the set frequency. Solid-state relays measure time duration between zero crossings and
are adversely affected by presence of distortion and noise which shift the zero-crossings and
create multiple zero-crossings. Microprocessor relays use algorithms that process the sampled
and digitized values of the system voltage to estimate the frequency (24), (27), (9), (35), (33).
These techniques are adversely affected by the presence of harmonics in the signals. Also, they
may take from 50 ms to few seconds to provide accurate estimates of the frequency. It is nec-
essary to detect underfrequency and overfrequency condition very quickly so that necessary
corrective actions can be taken.

Quick estimation of frequency would provide extra time at the hands of operators to take cor-
rective actions. On the other hand, accurate estimates aid in determining the correct loads and
generation that has to be shed. Therefore, the problem is that of fast and accurate determina-
tion of the frequency of the power system using voltage waveforms which may be corrupted
by noise and harmonic components. Recently, adaptive algorithms which may provide faster
estimates of the system frequency have been proposed (36). However the algorithm proposed
in (36) requires considerable computational resources and, therefore, can not be economically
implemented with the presently available technology.

2.2.1 Frequency to digital conversion
Another method could be “Frequency to digital conversion”.

There are two main methods of converting a variable frequency sinusoidal signal into a parallel
digital output signal. The sine wave must first be converted into a square wave signal with
sharp edges using a Schmitt trigger circuit.

In the first method the frequency fs of the signal is measured by counting the number of pulses
during a fixed time interval T. In the second method the period Ts of the signal is measured by
counting the number of clock pulses within Ts.

The principle of the first method is shown in Figure 2.1. The number Ns of positive-going edges
during T is counted, giving:

fs = Ns

T

Figure 2.2 shows one possible system for implementing this method. Both counters are initially
reset to zero. The number Nc is then loaded into the clock counter; this sets the counting
interval T to be:

T = NC

fc

where fc is the clock frequency. Clock pulses are input to the clock counter, which then counts
down to zero. Signal pulses are input to the signal counter; this counts up until the clock
counter reaches zero, when the count is stopped. The signal count is then:
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FIGURE 2.1 - Frequency measurement - Principle
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The parallel digital output signal corresponds to signal count Ns, which is proportional to input
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FIGURE 2.4 - Period measurement - System

signal frequency fs.

The resolution of this method is limited to ±1 signal count: this can mean poor percentage res-
olution at low frequencies. If we consider the example when f s = 20H z and f c = 10K H z, then
to get T = 1s, N c = 10000, giving N s = 20±1, i.e. a percentage resolution of ±5%. Percentage
resolution can be increased by increasing the counting interval, but this is only possible if T is
small compared with the time scale of dynamic variations in the measurement signal.

This problem can be solved using the second method. Here the period Ts of the signal is mea-
sured by counting the number of clock pulses within Ts. The principle is shown in Figure 2.3.
The number Nc of positive-going edges is counted, giving:

Ts = NC

fC
(2.1)

where 1/fc is the clock period. Figure 2.4 shows one possible system for implementing this
method. Both counters are initially set to zero; clock pulses are input to the clock counter and
signal pulses to the signal counter. The clock counter counts up until a count of 1 is registered
in the signal counter; the count then stops. The clock count Nc is then given by Equation 2.1
and proportional to Ts. The parallel digital output signal is proportional to this clock count.

The resolution of this method is ±1 clock count. Using the above example with fs = 20 Hz, Ts =
0.05 and f c = 10K H z, N c = 500±1, i.e. a percentage resolution of ±0.002%.

However, some frequency signals are subject to random fluctuations which cause the signal
period to vary, even thoug the input true value of the measured variable is constant. For exam-
ple, the period of a nominal 20hz signal from a vortex flow meter may vary randomly between
0.04 s and 0.06 s about a mean value of 0.05 s. It is therefore essential to measure the mean
frequency or mean period of the signal. The first method gives the mean frequency of 20 cycles
measured over 1 second; the second method gives the period of one cycle only. This problem
is solved using the second method but now the clock counter counts up until a count of 20 is
registered in the signal counter. The mean clock count Nc for one signal cycle is then the total
clock count divides by 20; the mean signal period Ts is then given by Equation 2.1. (3)

2.2.2 Counter-timer methods
Frequency meter for low frequencies with known nominal values.
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The conventional frequency measurement techniques, which are based on counting the num-
ber of cycles during a fixed time interval, become unsuitable at such low frequencies because
of the long time interval needed for counting. For the instantaneous measurement of such
frequencies, different techniques are devised, using both analog and digital circuits. Most of
these methods are based on measuring the time period of the frequency to be measured, then
the corresponding frequency is found by different methods such as computation using micro-
processors, or generating a voltage inversely proportional to the time period, etc., (12), (21),
(20), (37).

Fortunately, most of the low frequencies to be measured have known nominal values and their
deviations from these nominal values are very small.

Principle of operation
For a periodic waveform, the frequency f and the period T are related by the following inverse
operation:

f = 1

T
(2.2)

For the instantaneous measurement of very low frequencies, one has to measure the time pe-
riod T, and then find the frequency by the inverse operation given in (1). The implementation
of the inverse operation given in Equation 2.2 using analog or digital techniques is not a simple
task, and therefore different approximation methods are used in the literature to overcome this
difficulty.

For the class of periodic waveforms having frequencies with known nominal values, and whose
actual frequencies are not deviating far from these nominal values, the period T can be written
as

T = TO ±∆T (2.3)

where TO is the nominal period and ∆T is the absolute deviation of the actual period T from
its nominal value TO .

By substituting Equation 2.3 in Equation 2.2 , it becomes

f = 1/(TO ±∆T ) (2.4)

Equation 2.4 can be put in the following form

f = fO

TO ± ∆T
TO

(2.5)

where fO = 1/TO , is the nominal frequency.

If the deviation of the actual frequency from its nominal value is small, i.e., ∆ f << fO or∆T <<
TO , then Equation 2.5 can be approximated as

fm
∼= fO ·

(
1∓ ∆T

TO

)
(2.6)

where fm is the measured frequency. Eq. 2.6 can be rewritten in terms of fO and ∆T as

fm
∼= fO ∓ f 2

O∆T (2.7)
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Equation 2.7 is used in (11) to measure the deviation of a frequency from its nominal value.
Equation 2.7 is modified to get a simple programmable frequency meter as follows.

Since fO ·TO = 1, then Eq. 2.7 becomes

fm
∼= f 2

OTO ∓ f 2
O∆T (2.8)

The measured frequency fm can be written in terms of its period T by adding and subtracting
the term f 2

OTO to the right-hand side of Eq. 2.8. By noticing that T = TO ±∆T it becomes

fm = 2 fO − f 2
OT (2.9)

It is obvious from Eq. 2.9 that the frequency to be measured is linearly related to its period and
the accuracy of this relation depends on how large the deviation of T from its nominal value
TO . Equation 2.9 can be easily implemented using an up/down counter operating in the down
mode only as follows: first, the up/down counter is loaded by a number equaling twice the
nominal frequency 2 fO , secondly, the counter is enabled to count down from this loaded value
at a clock rate of f 2

O Hz for T seconds. At the end of the counting period T , the contents of the
counter are latched and displayed. This process is repeated in every cycle for the instantaneous
frequency measurement.

The accuracy of this proposed method depends on the amount of deviation of the actual fre-
quency from its nominal value. The normalized error is given by

Er r or = (
f − fm

)
/ f (2.10)

where fm is the measured frequency given by Eq. 2.9, and f is the exact frequency given by
Eq. 2.4. By substituting Eq. 2.4 and Eq. 2.9 in Eq. 2.10, we get

Er r or =−(
fO/ f −1

)2 (2.11)

As long as the deviation of the frequency f from its nominal value fo is small, the error is ac-
ceptable for many applications. As an example the error will not exceed 1% for f lying in the
range 0.909 fO < f < 1.1 fO , and 5% for 0.817 fO < f < 1.224 fO . In power systems, the absolute
deviation of the line frequency from its nominal value is generally less than 2 Hz . Therefore,
the percentage error will not exceed 0.174% for 50 Hz and 0.12% for 60 Hz.

In Figure 2.5 and Figure 2.6 can be seen a block Diagram and a timing diagram of the proposed
frequency meter in (14).

2.2.3 Digital signal processing
There are different techniques for measuring the frequency using the DSP functionality. We are
going to explain the method of using an FFT to be able to calculate the frequency.

In complex notation, the time and frequency domains each contain one signal made up of N
complex points. Each of these complex points is composed of two numbers, the real part and
the imaginary part. Each complex variable holds two numbers. When two complex variables
are multiplied, the four individual components must be combined to form the two components
of the product.

The FFT operates by decomposing an N point time domain signal into N time domain signals
each composed of a single point. The second step is to calculate the N frequency spectra cor-
responding to these N time domain signals. Lastly, the N spectra are synthesized into a single
frequency spectrum.
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FIGURE 2.6 - Timing diagram of the proposed meter.

The whole explanation of how the FFT works can be seen in Appendix A.

2.2.4 Counting zero crossings
In mathematical terms, a “zero-crossing” is a point where the sign of a function changes (e.g.
from positive to negative), represented by a crossing of the axis (zero value) in the graph of the
function. In alternating current, the zero-crossing is the instantaneous point at which there is
no voltage present. In a sine wave or other simple waveform, this normally occurs twice during
each cycle but it can be modified depending on the noise of the input signal.

This algorithm is very sensitive to the noise superimposed to the input signals, since the zero-
crossing points can be displaced by the noise itself.

Generally, it is difficult to find the probability distribution function (pdf) of the zero crossings
(29), or to estimate the signal spectrum based on it (4). However, for the particular case of a
single sinusoid, the interval between zero crossings gives a good estimation of its frequency

Control Engineering Victor Gutierrez, January 26, 2009



18 Feasibility study of implementing a new algorithm to measure the frequency

with reduced computational effort.

2.3 Aspects to keep in mind
Accuracy is intimately related to the resolution of an Analog-to-Digital Converter (ADC) you
want to use and its internal DC-reference. Many NMIs possess the commercial digital voltmeter
HP3458 for high accuracy sampling though, which is the state of the art in digitizers still. The
primary level in ppm requires high spectral purity to preclude aliasing (and as a consequence
systematic deviations on sampling).

For the highest accuracy and precision, synchronous sampling with a common quartz time-
base clock is preferred. Asynchronous measurements demand a higher sampling rate and/or
the use of windowing functions. Literature on sampling is extense, and intimately related to it
are Digital Signal Processors (DSP). For example, using a 32-bit floating point SHARC Processor,
numerical resolution poses no limitations on frequency determinations. These are restrained
to FFT-Frequency resolution however, which depends on the number of samples and sampling
frequency (defined by the user!).

Recently it has been developed a software that can virtually handle all modes of sampling,
i.e., synchronous (tight synchronization between source and sampler), asynchronous sampling
and an additional mode: synchronization by software, which uses dedicated hardware employ-
ing variable/dynamic sampling clocks settable up to nHz (or lower) resolution.

The problem with the mains are the inherent variations of the mains frequency (i.e., it is not sta-
tionary). What many people do is to synchronize measurements employing a Phase-Locked-
Loop (PLL). We have such hardware which allows ppm accuracy under stationary conditions,
but it suffers from frequency variations as well, besides jitter of the order of microseconds; Nev-
ertheless it can easily be triggered synchronously (allowing ppm accuracy). However, to tackle
nearly all problems in sampling (ratio measurement, frequency determination, rms, phase, ac
power, energy, impedance measurements, spectral components, noise, ADC nonlinearities and
so on...) the software and hardware of 3) above seem to be the best solution we could devise at
the moment.
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3 Chapter 3 - Using FPGAs and CPLDs

3.1 Introduction
In this section we are going to discuss the possibility of using another different microproces-
sor such as FPGAs (Field-Programmable Gate Array) or CPLDs (Complex Programmable Logic
Device) in comparison with DSPs.

3.2 Discussion
DSP processors are widely used for implementing many DSP applications. Although DSP pro-
cessors are programmable through software, the DSP processor hardware architecture is not
flexible.

There are various options to implement DSP applications:

- DSP processors
- Application-specific integrated circuits (ASICs)
- Application-specific standard products (ASSPs)
- PLDs

DSP processors have a general-purpose architecture that makes them flexible for a variety of
applications. However, their flexibility ultimately limits their system performance.

DSP processors are most suited for back-end signal processing at low data rates. Many DSP
processors have multipliers with special instructions to speed up the math calculations, how-
ever, they lack real-time performance. DSP processors are flexible and can be used for filtering
or modulating applications by changing the processor’s software code.

ASSPs and ASICs, which are designed to implement a specific function, have better perfor-
mance than DSP processors for a low cost. These qualities make them attractive for design-
ers. Because ASSPs are semi-custom integrated circuits that perform specific functions, such
as finite impulse response (FIR) and infinite impulse response (IIR) filters, their performance
is better than other hardware solutions on a similar process technology. However, ASSPs are
inflexible and must be redesigned if the DSP application changes. ASICs provide a customiz-
able, low-cost solution. However, they have long lead times-typical design cycles are 1 to 1.5
years-and require a minimum purchase quantity. Small design changes incur additional non-
recurring engineering costs and result in a longer design cycle.

PLDs offer compelling advantages over DSP processors, ASSPs and ASICs. Designers can con-
figure PLD logic to process complex routines in parallel or in serial like DSP processors (Fig-
ure 3.1). In parallel, they offer greater performance than DSP processors by executing the equiv-
alent of hundreds of instructions at once. Unlike ASSPs and ASICs, PLDs provide the flexibility
to make design changes without sacrificing time-to-market.

FPGAs provide a reconfigurable solution for implementing DSP applications as well as higher
DSP throughput and raw data processing power than DSP processors. Since FPGAs can be re-
configured in hardware, FPGAs offer complete hardware customization while implementing
various DSP applications. FPGAs now provide a cost-effective alternative for DSP implementa-
tion that can be adopted easily for a broad range of applications.

With introduction of dedicated multipliers inside the FPGAs, many of DSP products are being
implemented with FPGAs. This big market success pushed FPGA vendors to made dedicated
DSP processing blocks inside the FPGAs in order to allow fast multiply and accumulate struc-
tures as well as other DSP specific arithmetic functions. For example the latest Xilinx Virtex 4
family offers up to 256GMACS. Combined with FPGA speed and size increase as well as with
famous FPGA reprogram ability, this has made a huge revolution in digital processing with FP-
GAs.
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Figure 2. Architectural Differences between PLDs & DSP Processors

Innovative Support for DSP Algorithms

DSP applications use algorithms such as fast Fourier transform (FFT), FIR, IIR, matrix multiplication, correlation, 
etc. Most of these algorithms are mathematical calculations that combine multiplication followed by an addition (e.g., 
y = a × b + c × d), which is called a multiply-accumulate (MAC) operation. 

Altera Stratix™ PLDs combine the flexibility of programmable logic with the raw performance and capabilities of 
dedicated functional blocks, making the devices an ideal choice for next-generation wireless infrastructure systems. 
Stratix DSP blocks have hardware multipliers, adders/subtractors, accumulators, and pipeline registers. Flexible, 
efficient, and optimized for DSP applications requiring high data throughput, DSP blocks are ideal for the wireless 
communication, telecommunication, video, and image processing markets. 

Stratix hardware multipliers offer high performance and low resource utilization when implementing mathematical 
calculations. The DSP blocks contain dedicated multipliers of varying widths and the multiplier outputs can feed an 
adder/subtractor or an accumulator. Figure 3 shows the Stratix DSP block architecture. Additionally, Stratix 
embedded memory blocks can store data for DSP applications such as FIR filter coefficients. 

f For more information on the DSP block, refer to AN 214: Using DSP Blocks in Stratix Devices.
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FIGURE 3.1 - Architectural Differences between PLDs and DSP Processors.

3.3 FPGAs
DSP-Enhanced FPGAs

Compared to DSP processors that only offer a limited number of multipliers, Altera FPGAs offer
much more multiplier bandwidth. Since one determining factor of the overall DSP bandwidth
is the multiplier bandwidth, the overall DSP bandwidth of FPGAs can be much higher than the
DSP processors. For example, Stratix device DSP blocks can deliver 70 GMACS of DSP through-
put while leading DSP processors available today can deliver only up to 4.8 GMACS.

Various DSP applications use external memory devices to manage large amounts of data pro-
cessing. The embedded memory in FPGAs meets these requirements and also eliminates the
need for external memory devices in certain cases.

Hardware Acceleration in FPGAs

FPGA devices provide a flexible platform to accelerate performance-critical functions in hard-
ware because of the configurability of the device’s logic resources. Unlike DSP processors that
have predefined hardware accelerator blocks, FPGAs can implement hardware accelerators for
each application, allowing the designer to achieve the best performance through hardware ac-
celeration. The designer can implement hardware accelerator blocks by designing such blocks
using parametrizable IP functions or from scratch using HDL.

Cost Benefits of FPGAs

Historically, FPGAs have been viewed as more expensive than DSP processors. However, FP-
GAs provide much higher throughput than DSP processors as well as hardware flexibility, such
that a single FPGA can accommodate an order of magnitude more channels than DSP proces-
sors without any degradation in performance. Hence in multi-channel applications, the cost
per channel of an FPGA based solution can be much less expensive than an equivalent DSP
solution.

Combination of DSP algorithms and FPGAs is quite a big challenge. The DSP designers pri-
marily use the MATLAB or C/C++ for system definition. On the other side, the FPGA designers
are mainly using the hardware design languages like Verilog or VHDL for synthesis. Obviously,
there is a big gap between those two technologies, Because of this; it is quite common approach
to use the block diagrams for communication between these two worlds.

Today, it is possible to make downloadable FPGA bitstream with a push button after functional
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verification of the HDL code. Then, after few hours of compilation, the realtime verification
of DSP algorithm in FPGA can begin. Overall, it is needed weeks to months of time for devel-
opment ofDSP algorithm in FPGA before real-time verification. Time to market is obviously
shortened with using DSP processors. Apart from this advantage, DSP processors have two
disadvantages. Firstly, due to its sequential processing for the most complex DSP algorithms
they simply can not provide needed data through put. Secondly, the price of one processor unit
is often too big for high volume markets. This is especially noticeable for new DSP processor
families that run on high frequencies in order to provide bigger data through put.

Most of DSP algorithm developers would happily embrace a methodology that would allow
them to have direct path from algorithm abstraction in MATLAB to optimized, parallel hard-
ware without deep understanding or detailed analysis of targeted architecture. Nowadays this
is possible through design abstraction with IP integration. (1) (22).
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4 Chapter 4 - The chosen solution

4.1 Fast Fourier Transform
In this chapter will be shown the calculations carried out to study the feasibility of the imple-
mentation of the chosen solution. Among the available options, it has been chosen the FFT
one because is more robust to face up to noise or small glitches. The Fast Fourier Transform
(FFT) is going to be used to calculate the frequency in a faster way using the DSP functionality
in the current dsPIC.

4.2 Calculations
The device EM4000AC is capable of measure between 45 Hz and 65 Hz with a resolution of 0.01
Hz. Depending on this requirements the number of points in the FFT will be derived.

Let’s start with the calculations.

The input signal will have a frequency between 45 Hz and 65 Hz. If we use the Nyquist-Shannon
sampling theorem:

If a continuous, bandwidth limited signal contains no frequency components higher
than F, then the original signal can be recovered without distortion (aliasing) if it is
sampled at a rate that is greater than 2F samples per second.

The minimum sample frequency needed is 130 Hz (65 Hz x 2).

Generally, instead of sampling at twice the frequency, we will sample at five to ten times the
highest frequency we are trying to capture (oversampling).

Oversampling is the process of sampling a signal with a sampling frequency significantly higher
than twice the bandwidth or highest frequency of the signal being sampled. An oversampled
signal is said to be oversampled by a factor of β, defined as:

fs = 2βB

where:

fs is the sampling frequency

B is the bandwidth or highest frequency of the signal

There are two main reasons for performing oversampling:

• It aids in anti-aliasing because realizable analog anti-aliasing filters are very difficult to
implement with the sharp cutoff necessary to maximize use of the available bandwidth
without exceeding the Nyquist limit.

• In practice, oversampling is implemented in order to achieve cheaper higher-resolution
A/D and D/A conversion.

Sample Frequency chosen = 1000 Hz

Where the sampling period is:

T = 1

1000H z
= 0.001s

The duration of the data window can be determined from the desired frequency resolution as:

To = 1

Resolution
= 1

0.01H z
= 100s

from which it follows that
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N = To

T
= 100s

0.001s
≥ 105points

(Number of points of FFT needed)

Assuming that we are using a radix-2 FFT routine, we would choose N to be 131072 = 217 which
is the smallest power of 2 satisfying the constraint on N.

4.3 Problems
The main limitations in the system are a direct result of hardware limitations in the processor
chosen for the system. The primary constraint is the amount of RAM; this limits the number of
samples available for processing at any particular time. The amount of RAM limits the number
of samples that can be operated on simultaneously; the PIC30, with 8192 bytes of RAM, can
hold 4096 16-bit samples in memory.

The maximum FFT possible with the dsPIC30F6011A would be 4096 points assuming that no
RAM is used for other operations. However, approximately 25% of the RAM is used solely for
buffering data for communications, so the maximum FFT is 2048 points.

Figure 4.1 shows the resolution obtained as a function of the number of points used for an FFT
calculation. As can be seen in Figure 4.1, to obtain a resolution of 0.01 Hz in the measured
frequency 50,000 points will be necessary (with a sample frequency of 500 Hz) or 100,000 with
a sampling frequency of 1000 Hz.

The first solution seems to be not possible to be implemented. Besides, the time needed to
capture all the data would be excessive.

If we suppose the maximum number of points possible (2048 points) and a sample frequency
of 1000 Hz, the obtained resolution would be:

2048points =
1

r esoluti on
1
f s

= f s

r esoluti on
= 1000

r esoluti on

r esoluti on = 1000

2048
= 0.488H z

and it would be necessary a data window of

T = 1

0.488H z
= 2.048s

For the implementation of this algorithm it is necessary to have all the data stored in memory
at the same time so the time needed to calculate the frequency would be 2.048 s plus the time
needed to make the 11 stages-FFT.

This time is huge in comparison with the current time used in the current software, 20ms.

4.4 Modification of the possible solution
An available modification is called “zoom FFT”. Basically this method consist in taking the data
and tightly filter it to a passband of 45-65Hz. Then, “mix” it down; this can be done with ju-
dicious use of sampling frequency and simple undersampling. The idea is to convert 45 Hz to
DC. Now the new signal runs from 0 to 20Hz. The algorithm of the FFT is applied on the new
signal. Since 100 seconds of data for 0.01Hz resolution is still required, the new FFT will need
4000 samples for a 0.01Hz resolution with a sample frequency of 40 Hz. Although this is a more
reasonable number of points, the sampling frequency is still too low to ensure goods results.
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4.5 Conclusion
It can be concluded that it is not possible to implement an FFT in this device meeting the res-
olution requirements.

In the next chapter will be analyzed the feasibility of improving the device EM4000AC changing
some part of the code.

Victor Gutierrez, January 26, 2009 University of Twente



27

5 Chapter 5 - Calculation of other parameters

5.1 Introduction
In this chapter a new attempt of improving the device EM4000AC will be shown. After having
the frequency we need to calculate several parameters such as apparent power, current, voltage
We will try to show if it is worthwhile to change some part of this code to speed up all the
calculations.

We will begin with some parameters such as apparent power, line voltage...

First of all, we have to calculate the real frequency of the calculations, MIPS (Million Instruc-
tions Per Second).

With an external clock of 12MHz and the clock configuration in mode HS/3, PLL16.

Fosc = Fext

3
= 12M H z

3

PLLx = 16

Fr eal =
Fosc ·PLLx

4
= 12M H z

3
· 16

4
= 16M I PS

With 16M I PS we can calculate one cycle every 62.5 ns.

5.2 Calculation of the parameters
5.2.1 Calculation of apparent power
Original code in C.
Here we have the original code for the calculation of the apparent power.� �
void calculateApparentPower ( uint16 uPhase )
{
uValuesUint32Ram [ eRamApparentPower1+uPhase ] =
( uint32 ) ( ( f l o a t ) ( ( ( f l o a t ) uValuesUint32Ram [ eRamPhaseVoltage1+uPhase ] /
( f l o a t )VOLTAGE_RESOLUTION) * ( f l o a t ) ( ( f l o a t ) uValuesUint32Ram [ eRamCurrent1+
uPhase ] / ( f l o a t )CURRENT_RESOLUTION) ) * ( f l o a t )POWER_RESOLUTION) ;
}� �
Original code in assembler.

_calculateApparentPower:
.def .bf
.val .
.scl 101
.line 247
.endef
.def _uPhase
.val 0
.scl 9
.type 016
.endef
.def .bb

.val .

.scl 100

.line 247

.endef

.set ___PA___,1
lnk #24
mov w0,[w14]
.def ___FP
.val 14
.scl 4
.type 4
.endef

.ln 248
mov [w14],w0
add w0,#17,w0
mov w0,[w14+22]
mov [w14],w1
add w1,#4,w0
sl w0,#2,w1
mov #_uValuesUint32Ram,w0
add w1,w0,w0
mov.d [w0],w2
mov w2,[w14+18]
mov w3,[w14+20]
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mov [w14+18],w4
mov [w14+20],w5
sub w4,#0,[w15]
subb w5,#0,[w15]
.set ___BP___,0
bra lt,.L107
mov [w14+18],w0
mov [w14+20],w1
rcall ___floatsisf
mov w0,[w14+14]
mov w1,[w14+16]
bra .L106
.L107:
mov [w14+18],w0
and w0,#1,w2
mul.uu w0,#0,w0
mov #0,w3
ior w0,w2,w0
ior w1,w3,w1
mov [w14+18],w4
mov [w14+20],w5

lsr w5,w3
rrc w4,w2
ior w0,w2,w0
ior w1,w3,w1
rcall ___floatsisf
mov w0,[w14+14]
mov w1,[w14+16]
mov [w14+14],w2
mov [w14+16],w3
mov [w14+14],w0
mov [w14+16],w1
rcall ___addsf3
mov w0,[w14+14]
mov w1,[w14+16]
.L106:
mov #9216,w2
mov #18804,w3
mov [w14+14],w0
mov [w14+16],w1
rcall ___divsf3
mov w0,[w14+10]

mov w1,[w14+12]
mov [w14],w0
sl w0,#2,w1
mov #_uValuesUint32Ram,w0
add w1,w0,w0
mov.d [w0],w2
mov w2,[w14+6]
mov w3,[w14+8]
mov [w14+6],w4
mov [w14+8],w5
sub w4,#0,[w15]
subb w5,#0,[w15]
.set ___BP___,0
bra lt,.L109
mov [w14+6],w0
mov [w14+8],w1
rcall ___floatsisf
mov w0,[w14+2]
mov w1,[w14+4]
bra .L108
.L109:
mov [w14+6],w0
and w0,#1,w2
mul.uu w0,#0,w0
mov #0,w3
ior w0,w2,w0
ior w1,w3,w1
mov [w14+6],w4
mov [w14+8],w5

lsr w5,w3
rrc w4,w2
ior w0,w2,w0
ior w1,w3,w1
rcall ___floatsisf
mov w0,[w14+2]
mov w1,[w14+4]
mov [w14+2],w2
mov [w14+4],w3
mov [w14+2],w0
mov [w14+4],w1
rcall ___addsf3
mov w0,[w14+2]

mov w1,[w14+4]
.L108:
mov #9216,w2
mov #18804,w3
mov [w14+2],w0
mov [w14+4],w1
rcall ___divsf3
mov.d w0,w2
mov [w14+10],w0
mov [w14+12],w1
rcall ___mulsf3
mov #0,w2
mov #17530,w3
rcall ___mulsf3
rcall ___fixunssfsi
mov.d w0,w2
mov [w14+22],w5
sl w5,#2,w1
mov #_uValuesUint32Ram,w0
add w1,w0,w0
mov.d w2,[w0]
.ln 249
ulnk
return
.set ___PA___,0
.def .eb
.val .
.scl 100
.line 249
.endef
.def .ef
.val .
.scl 101
.line 249
.endef
.def _calculateApparentPower
.val .
.scl -1
.endef
.align 2

The code shown in Section 5.2.1 has 186 cycles. The time needed to calculate this algorithm is:

T i me = 186c ycles ·62.5ns/c ycle = 11.63µs

If we compare 11.63 µs with 20 ms used to calculate the frequency, it can be concluded that it
is not worthwhile improve this part of the code.
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5.2.2 Calculation of Line Voltage
In this case (one of the biggest calculations), the original code in C is bigger than the previous
one, and the original code in assembler has aproximately 1000 cycles what means 61.88 µs. See
Table 5.1.

We still have to spend at least 20ms in the calculation of the frequency.

5.2.3 Calculation of the rest of parameters
Following the same steps as in Section 5.2.1 we can determine the time needed to calculate all
the parameters. These times can be seen in Table 5.1.

Parameter Number of Instructions Time (µs)
Current 239 14.94
CurrentAvg 138 8.63
PhaseVoltage 238 14.88
PhaseVoltageAvg 152 9.50
LineVoltage 990 61.88
LineVoltageAvg 243 15.19
ApparentPower 186 11.63
ApparentPowerSum 246 15.38
Temperature 122 7.63
ActivePowerRaw 152 9.50
CosPhiRaw 264 16.50
LeadLag 213 13.31
Phi 668 41.75
CosPhi 79 4.94
CosPhiAvg 111 6.94
PhiAvg 106 6.63
SinPhi 80 5.00
SinPhiAvg 111 6.94
ActivePower 124 7.75
ActivePowerSum 112 7.00
ReactivePower 127 7.94
ReactivePowerSum 117 7.31
WhImport 300 18.75
WhImportSum 75 4.69
VArImport 303 18.94
VArImportSum 75 4.69
WhExport 300 18.75
WhExportSum 75 4.69
VArExport 303 18.94
VArExportSum 70 4.38
ValidateMeasurement 223 13.94
DetermineLinearisationFactor 265 16.56
DeterminePhiCorrectionFactor 160 10.00

Total Time ⇒ 0.44 ms

TABLE 5.1 - Time used to calculte different parameters.

5.3 Conclusion.
As can be seen in Section 5.2.1, Section 5.2.2 and Section 5.2.3, the maximum time of calcu-
lation would be 61.88 µs, which is nothing in comparison with 20 ms used to calculate the
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frequency.

As can be seen in Table 5.1 the whole code of calculations takes approximately 0.435 ms. Even if
we are able to increase the performance of all the parameters, the calculation of the frequency
limits it.

It is not useful to improve this part of the software.
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6 Chapter 6 - Conclusions and recommendations

6.1 Conclusions
The functionality of a commercial power measurement device, EM4000AC, has been analysed.
Focus was put on an accurate but faster determination of the frequency (50 Hz) using this de-
vice. Under the requirement of no modification of physical characteristics of EM4000AC, the
implementation of new software using the DSP functionality has been studied. Having com-
pared the various options, it appeared not well possible to significantly reduce the calculation
time for the frequency, when based on FFT. Therefore, another microcontroller or micropro-
cessor has been considered to increase the performance of the device. Several options have
been shown to increase the overall performance using other hardware.

The implementation of a new method for measuring the frequency of the input signal in a faster
way is not possible using the current hardware with the studied algorithm, the FFT. To increase
the measurement speed, other hardware should be used.

6.2 Recommendations
The first recommendation will be to continue using the current DSP because, though it is not
a powerful device in terms of calculation, is very versatile and already used. Seen that using
the FFT we can not obtain better results, it will be necessary the implementation of some other
algorithm shown in chapter 2.

If the results are not satisfactory it would be necessary a new study for changing the micropro-
cessor with a bigger power of calculation than at present.
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A Appendix - How FFT works

A.1 What a Fast Fourier Transform is
In the field of digital signal processing, the Discrete Fourier Transform (DFT) plays an impor-
tant role in the analysis, design, and implementation of discrete-time signal-processing algo-
rithms and systems. For instance, the DFT can be used to calculate a signal’s frequency re-
sponse, find a system’s frequency response from the system’s impulse response, and serve as an
intermediate step in more elaborate signal processing techniques. The Fast Fourier Transform
(FFT) is an efficient class of computational algorithms of the DFT. FFT algorithms are based on
the fundamental principle of decomposing the computation of the DFT of a sequence of length
N into successively smaller DFTs, all with comparable improvements in computational speed.

The study of FFT algorithms not only has a long history and large bibliography, and it is still an
exciting research field where new results are used in practical applications. Efficient FFT algo-
rithms were first discovered by Gauss, and later by Runge and Konig. The importance of FFT
algorithms was not fully recognized until its rediscovery by Cooley and Tukey in 1960s. Since
then, the research in FFT has been proliferated, to name a few, higher radix algorithms, mixed-
radix, prime-factor, Winograd (WFTA), the split-radix Fourier transform algorithms, recursive
FFT algorithm, and the combination of decimation-in-time and the decimation-in-frequency
FFT algorithms.

A DFT decomposes a sequence of values into components of different frequencies. This oper-
ation is useful in many fields but computing it directly from the definition is often too slow to
be practical. An FFT is a way to compute the same result more quickly: computing a DFT of
N points in the obvious way, using the definition, takes O(N 2) arithmetical operations, while
an FFT can compute the same result in only O(N log2 N ) operations. The difference in speed
can be substantial, especially for long data sets where N may be in the thousands or millions-in
practice, the computation time can be reduced by several orders of magnitude in such cases,
and the improvement is roughly proportional to N /log2 N .

An FFT computes the DFT and produces exactly the same result as evaluating the DFT defini-
tion directly; the only difference is that an FFT is much faster.

Let x0, ..., xN−1 be complex numbers. The DFT is defined by:

Xk =
N−1∑
n=0

xne−
2π j
N nk

k = 0, ...,n −1

FFTs are algorithms for quick calculation of Discrete Fourier Transform of a data vector. The
FFT is a DFT algorithm which reduces the number of computations needed for N points from
O(N 2) to O(N log2 N ).

The ’Radix-2’ algorithms are useful if N is a regular power of 2 (N = 2p ). If we assume that algo-
rithmic complexity provides a direct measure of execution time and that the relevant logarithm
base is 2 then as shown in Table A.1, ratio of execution times for the (DFT) vs. (Radix-2 FFT)
(denoted as ’Speed Improvement Factor’) increases tremendously with increase in N.

The term ’FFT’ is actually slightly ambiguous, because there are several commonly used ’FFT’
algorithms. There are two different Radix-2 algorithms, the so-called ’Decimation in Time’
(DIT) and ’Decimation in Frequency’ (DIF) algorithms. Both of these rely on the recursive
decomposition of an N point transform into 2 (N/2) point transforms. This decomposition
process can be applied to any composite (non prime) N. The method is particularly simple if N
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Number of Complex Multipications Complex Multiplications Speed
Points, in Direct Computation, in FFT Algorithm, Improvement

N N 2 (N /2) log2 N Factor
4 16 4 4,0
8 64 12 5,3

16 256 32 8,0
32 1024 80 12,8
64 4096 192 21,3

128 16384 448 36,6
256 65536 1024 64,0
512 262144 2304 113,8

1024 1048576 5120 204,8

TABLE A.1 - Comparison of execution times, DFT and Radix-2 FFT.

is divisible by 2 and if N is a regular power of 2, the decomposition can be applied repeatedly
until the trivial ’1 point’ transform is reached.

The decimation in frequency (DIF) algorithm is obtained essentially by dividing the output
sequence X(k), rather than input sequence x(n), into smaller subsequences. To derive this al-
gorithm, we group the first N/2 points and the last N/2 points of the sequence x(n) together
and write

X (k) =
(N /2)−1∑

n=0
x(n)W nk

N +
N−1∑

n=N /2
x(n)W nk

N =

=
N /2−1∑

n=0
x(n)W nk

N +W N /2k
N

N /2−1∑
n=0

x
(
n + N

2

)
W nk

N

(A.1)

We can combine the two terms in Equation A.1 by nothing that W N k/2
N = (−1)k , to get

X (k) =
(N /2)−1∑

n=0

[
x(n)+ (−1)k x

(
n + N

2

)]
W nk

N (A.2)

Let

g (n) = x(n)+x

(
n + N

2

)
and

h(n) =
[

x(n)−x

(
n + N

2

)]
W n

N

where 0 ≤ n ≤ (N /2)−1

For k even, we can set k = 2r and write the Equation A.2 as

X (2r ) =
(N /2)−1∑

n=0
g (n)W 2r n

N =
(N /2)−1∑

n=0
g (n)W r n

N /2 (A.3)

Similarly, setting k = 2r +1 fives the expression for odd values of k:

X (2r +1) =
(N /2)−1∑

n=0
h(n)W 2r n

N =
(N /2)−1∑

n=0
h(n)W r n

N /2 (A.4)
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Equation A.3 and Equation A.4 represent the N/2-point DFTs of the sequences G(k) and H(k),
respectively. Thus, the computation of X(k) involves first forming the sequences g(n) and h(n)
and then computing their DFTs to obtain the even and odd values of X(k). This is illustrated in
Figure A.1 for the case N=8.

We can proceed to determine the two (N/2)-point DFTs G(k) and H(k) by computing the even
and odd values separately using a similar procedure. That is, we form the sequences

g1(n) = g (n)+ g

(
n + N

4

)

g2(n) =
[

g (n)− g

(
n + N

4

)]
W n

N /2

and

h1(n) = h(n)+h

(
n + N

4

)

h2(n) =
[

h(n)−h

(
n + N

4

)]
W n

N /2

N/2 -point
DFT

x(0)
g(0)

x(1)
g(1)

x(2)
g(2)

x(3)
g(3)

W0
N

x(4)
h(0)

W1
N

x(5)
h(1)

W2
N

x(6)
h(2)

W3
N

x(7)
h(3)

N/2 -point
DFT

-1

-1

-1

-1

X(0)

X(2)

X(4)

X(6)

X(1)

X(3)

X(5)

X(7)

FIGURE A.1 - First stage of DIF graph.

We can continue this procedure until we have a set of two-point sequences, which are imple-
mented by adding and subtracting the input values. Figure A.2 shows the complete flow graph
for the computation of an eight-point DFT. As can be seen from the figure, the input in this case
is in its natural order, and the output is in bit-reversed order.

By far the most common FFT is the Cooley-Tukey algorithm. This is a ’divide and conquer’ al-
gorithm that recursively breaks down a DFT of any composite size N = N1N2 into many smaller
DFTs of sizes N1 and N2, along with O(N) multiplications by complex roots of unity, tradition-
ally called twiddle factors.

A twiddle factor, in fast Fourier transform (FFT) algorithms, is any of the trigonometric constant
coefficients that are multiplied by the data in the course of the algorithm. More specifically,
“twiddle factors” originally referred to the root-of-unity complex multiplicative constants in the
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FIGURE A.2 - Complete flow graph for DIF algorithm, N=8.

butterfly operations of the Cooley-Tukey FFT algorithm, used to recursively combine smaller
discrete Fourier transforms. This remains the term’s most common meaning, but it may also
be used for any data-independent multiplicative constant in an FFT.

The other point of consideration in the design of the FFT system is the handling of the twiddle
factors. For most small DSP systems, the twiddle factors can be stored in on-chip memory. This
works fine for smaller systems but would require huge amounts of memory for large systems
like the one under consideration. For the 100.000-point FFT under consideration, a 100.000
twiddle factors would have to be stored in memory. The other alternative is to generate the
twiddle factors needed for the FFT on the chip itself. This option has been ruled out due to the
time used to calculate the twiddle factors would be excessive.

The most well-known use of the Cooley-Tukey algorithm is to divide the transform into two
pieces of size N/2 at each step, and is therefore limited to power-of-two sizes, but any factoriza-
tion can be used in general (as was known to both Gauss and Cooley/Tukey). These are called
the radix-2 and mixed-radix cases, respectively. Although the basic idea is recursive, most tra-
ditional implementations rearrange the algorithm to avoid explicit recursion. Also, because the
Cooley-Tukey algorithm breaks the DFT into smaller DFTs, it can be combined arbitrarily with
any other algorithm for the DFT. (34)
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A.2 How the FFT algorithm works
In complex notation, the time and frequency domains each contain one signal made up of N
complex points. Each of these complex points is composed of two numbers, the real part and
the imaginary part. Each complex variable holds two numbers. When two complex variables
are multiplied, the four individual components must be combined to form the two components
of the product.

The FFT operates by decomposing an N point time domain signal into N time domain signals
each composed of a single point. The second step is to calculate the N frequency spectra cor-
responding to these N time domain signals. Lastly, the N spectra are synthesized into a single
frequency spectrum.

0 8 4 12 2 10 6 14 1 9 5 13 3 11 7 15

0     8 4     12 2     10 6     14 1     9 5     13 3     11 7     15

3     7     11     151     5     9     132     6     10     140     4     8     12

1     3     5     7     9     11     13     150     2     4     6     8     10     12     14

0     1     2     3     4     5     6     7     8     9     10     11     12     13     14     151 signal of 
16 points

2 signals of 
8 points

4 signal of 
4 points

8 signal of 
2 points

16 signal of 
1 points

FIGURE A.3 - The FFT decomposition. An N point signal is decomposed into N signals each
containing a single point. Each stage uses an interlace decomposition, separating the even and
odd numbered samples.

Sample numbers Sample numbers
in normal order after bit reversal

Decimal Binary Decimal Binary
0 0000 0 0000
1 0001 8 1000
2 0010 4 0100
3 0011 ⇒ 12 1100
4 0100 2 0010
5 0101 10 1010
6 0110 6 0110
7 0111 ⇒ 14 1110
8 1000 1 0001
9 1001 9 1001

10 1010 5 0101
11 1011 ⇒ 13 1101
12 1100 3 0011
12 1101 11 1011
14 1110 7 0111
15 1111 ⇒ 15 1111

TABLE A.2 - The FFT bit reversal sorting. The FFT time domain decomposition can be imple-
mented by sorting the samples according to bit reversed order.
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Figure A.3 shows an example of the time domain decomposition used in the FFT. In this exam-
ple, a 16 point signal is decomposed through four separate stages. The first stage breaks the
16 point signal into two signals each consisting of 8 points. The second stage decomposes the
data into four signals of 4 points. This pattern continues until there are N signals composed of
a single point. An interlaced decomposition is used each time a signal is broken in two, that
is, the signal is separated into its even and odd numbered samples. There are log2 N stages
required in this decomposition.

The decomposition is nothing more than a reordering of the samples in the signal. Table A.2
shows the rearrangement pattern required. On the left, the sample numbers of the original
signal are listed along with their binary equivalents. On the right, the rearranged sample num-
bers are listed, also along with their binary equivalents. The important idea is that the binary
numbers are the reversals of each other. For example, sample 3 (0011) is exchanged with sam-
ple number 12 (1100). Likewise, sample number 14 (1110) is swapped with sample number 7
(0111), and so forth. The FFT time domain decomposition is usually carried out by a bit reversal
sorting algorithm. This involves rearranging the order of the N time domain samples by count-
ing in binary with the bits flipped left-for-right (such as in the far right column in Table A.2).

The next step in the FFT algorithm is to find the frequency spectra of the 1 point time domain
signals. The frequency spectrum of a 1 point signal is equal to itself. This means that nothing
is required to do in this step. Each of the 1 point signals is now a frequency spectrum, and not
a time domain signal.

The last step in the FFT is to combine the N frequency spectra in the exact reverse order that the
time domain decomposition took place. Unfortunately, the bit reversal shortcut is not applica-
ble, and we must go back one stage at a time. In the first stage, 16 frequency spectra (1 point
each) are synthesized into 8 frequency spectra (2 points each). In the second stage, the 8 fre-
quency spectra (2 points each) are synthesized into 4 frequency spectra (4 points each), and so
on. The last stage results in the output of the FFT, a 16 point frequency spectrum.

Figure A.4 shows how two frequency spectra, each composed of 4 points, are combined into a
single frequency spectrum of 8 points. This synthesis must undo the interlaced decomposition
done in the time domain. In other words, the frequency domain operation must correspond to
the time domain procedure of combining two 4 point signals by interlacing. Consider two time
domain signals, abcd and efgh. An 8 point time domain signal can be formed by two steps:
dilute each 4 point signal with zeros to make it an 8 point signal, and then add the signals
together. That is, abcd becomes a0b0c0d0, and efgh becomes 0e0f0g0h. Adding these two
8 point signals produces aebfcgdh. As shown in Figure A.4, diluting the time domain with zeros
corresponds to a duplication of the frequency spectrum. Therefore, the frequency spectra are
combined in the FFT by duplicating them, and then adding the duplicated spectra together.

In order to match up when added, the two time domain signals are diluted with zeros in a
slightly different way. In one signal, the odd points are zero, while in the other signal, the even
points are zero. In other words, one of the time domain signals (0e0f0g0h in Figure A.4) is
shifted to the right by one sample. This time domain shift corresponds to multiplying the spec-
trum by a sinusoid. To see this, recall that a shift in the time domain is equivalent to convolving
the signal with a shifted delta function. This multiplies the signal’s spectrum with the spec-
trum of the shifted delta function. The spectrum of a shifted delta function is a sinusoid (see
Figure A.3).

Figure A.5 shows a flow diagram for combining two 4 point spectra into a single 8 point spec-
trum. To reduce the situation even more, notice that Figure A.5 is formed from the basic pattern
in Figure A.6 repeated over and over.

This simple flow diagram is called a butterfly due to its winged appearance. The butterfly is
the basic computational element of the FFT, transforming two complex points into two other

Victor Gutierrez, January 26, 2009 University of Twente
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a b c d

a 0 b 0 c 0 d 0

e f g h

0 e 0 f 0 g 0 h

Time Domain Frequency Domain

A B C D

E F G H

E F G H E F G H

x sinusoid

A B C D A B C D

FIGURE A.4 - The FFT synthesis. When a time domain signal is diluted with zeros, the frequency
domain is duplicated. If the time domain signal shifted by one sample during the dilution, the
spectrum will additionally be multiplied by a sinusoid.

xS xS xS xS

+ + + + + + + +

Odd- Four Point
Frequency Spectrum

Even- Four Point
Frequency Spectrum

Eight Point Frequency Spectrum

- - - -

FIGURE A.5 - The FFT synthesis flow diagram. This shows the method of combining two 4 point
frequency spectra into a single 8 point frequency spectrum. The xS operation means that the
signal is multiplied by a sinusoid with an appropriately selected frequency.

complex points.

Figure A.7 shows the structure of the entire FFT. The time domain decomposition is accom-
plished with a bit reversal sorting algorithm. Transforming the decomposed data into the fre-
quency domain involves nothing and therefore does not appear in the figure.

The frequency domain synthesis requires three loops. The outer loop runs through the log2 N
stages. The middle loop moves through each of the individual frequency spectra in the stage be-
ing worked on. The innermost loop uses the butterfly to calculate the points in each frequency

Control Engineering Victor Gutierrez, January 26, 2009
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xS +
+

2 point input 2 point output

-

FIGURE A.6 - The FFT butterfly. This is the basic calculation element in the FFT, taking two
complex points and converting them into two other complex points.

spectra. The overhead boxes in Figure A.7 determine the beginning and ending indexes for the
loops, as well as calculating the sinusoids needed in the butterflies. (32)

Bit Reversal
Data Sorting

Overhead

Overhead

Butterfly
Calculation

Frequency Domain Data

Time Domain Data

Lo
op
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FIGURE A.7 - Flow diagram of the FFT. This is based on three steps: (1) decompose an N point
time domain signal into N signals each containing a single point, (2) find the spectrum of each
of the N point signals (nothing required), and (3) synthesize the N frequency spectra into a
single frequency spectrum.
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A.3 Microchip FFT code
Introduction

This example has been used to measure different signal in the input with different configura-
tions in the FFT code, using 256 and 512 points.

The signals have been generated by dsPICworks and then exported as an assembler file from
dsPICworks to be able to use in this example code.

Description

Microchip’s 16-bit dsPIC Digital Signal Controllers feature a DSP Engine in the CPU that is ca-
pable of executing a Fast Fourier Transform (FFT) with great efficiency (high speed and low
RAM usage). The on-chip features enabling the FFT implementation include, bit-reversed ad-
dressing, Multiply-accumulate (MAC) type instructions and the ability to store and retrieve
constants stored in Program memory.

The code example is reconfigurable to perform an FFT of any size, including common sizes of
64, 128, 256 and 512 points. The code example also allows the user to place the FFT coefficients
(known as Twiddle Factors) in RAM or in Program Flash Memory. The project may be easily
reconfigured modyfing the file FFT.h in Appendix A.3.2.

The FFT operation is performed on the input signal, in-place. This means that the output of the
FFT resides in the same RAM locations where the input signal used to reside. The FFT is per-
formed in the following steps as can be seen in the file mainFFTExample.c in Appendix A.3.1:

1 Initialization: Generate Twiddle Factor Coefficients and store them in X-RAM or alternately
use twiddle factor coefficients stored in Program Flash (twiddleFactors.c in Appendix A.3.3).

2 Scale the input signal to lie within the range [-0.5, +0.5]. For fixed point fractional input
data, this translates to input samples in the range [0xC000,0x3FFF]. The scaling is achieved
by simply right-shifting the input samples by 1 bit, assuming the input samples lie in the fixed
point range [0x8000,0x7FFF] or [-1,+1).

3 Convert the real input signal vector to a complex vector by placing zeros in every other loca-
tion to signify a complex input whose imaginary part is 0x0000.

4 Butterfly computation: This is achieved by performing a call to the FFTComplexIP() function.
5 Bit-Reversed Re-ordering: The output array is re-ordered to be in bit-reversed order of the

addresses. This is achieved by a function call to BitReverseComplex().
6 SquareMagnitude computation: We then need to compute the magnitude of each complex

element in the output vector, so that we can estimate the energy in each spectral component.
This is achieved by a call to a special C-callable routine, SquareMagnitudeCplx(), written in
assembler language.

7 Peak-picking: We then find the frequency component with the largest energy by using the
VectorMax() routine in the DSP library.

8 Frequency Calculation: The value of the spectral component with the highest energy, in Hz,
is calculated by multiplying the array index of the largest element in the output array with
the spectral (bin) resolution ( = sampling rate/FFT size).
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B Appendix - dsPIC30F6011A

B.1 dsPIC30F6011A Block diagramdsPIC30F6011A BLOCK DIAGRAM   
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B.2 DSP engine block diagram                     DSP ENGINE BLOCK DIAGRAM
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