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Abstract 
In the fields of Computer Graphics and Human Simulation, hair offers one of the most challenging 

physics and rendering problems. Correctly modelling the shape and the appearance of hair is crucial 

if one wants to generate realistic looking characters. Many of the problems are caused due to the 

intrinsic properties of natural human hair. 

In this Master Thesis I have addressed this problem by combining existing models and techniques 

into a configurable framework which allows the user to generate the intended hair coupe. The Super-

Helix model – (Bertails, et al., 2005b) – in combination with Rosenbrock’s optimization method – 

(Rosenbrock, 1960) – have resulted in a physical hair model which is able to correctly simulate the 

overall shape of a hair coupe at rest. This physic model takes into account, both, the non-linear 

elastic properties of a individual hair strand and the gravitation field pulling at the hair strand. The 

visual aspect of the hair coupe are accounted for by rendering the hair coupe mesh with Kajiya & 

Kay’s illumination model – (Kajiya, et al., 1989) – and shadows are added by using Deep Opacity 

Maps – (Yuksel, et al., 2008). 

The completion of this project has resulted in a fully configurable hair simulation & rendering 

framework that is able to display physical and visual believable human hair. 
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1. Introduction 
In the fields of Computer Graphics and Human Simulation, hair offers one of the most challenging 

physics and rendering problems and has therefore been one of the least satisfactory aspects of 

rendered human images to date. In recent years, virtual characters are increasingly present in our 

environment, whether in video games, animated films or advertisements. Correctly modelling the 

shape and appearance of the hair is crucial if one wants to generate realistic looking characters, but 

it also raises many problems due to the intrinsic properties of hair. 

A human hair is, geometrically, a long, thin, curved cylinder. Typically, there can be from 100,000 to 

150,000 individual hairs on a human head. Depending on the individual, the hairs can vary in width 

from 45 μm to 100 μm. The strands of hair can have any degree of waviness from perfectly straight 

to kinky. The hair colour itself can vary from white through grey, yellow, red, and brown, to black, 

depending on the degree of pigmentation. 

When viewed as an aggregate material, consisting of many strands, hair exhibits subtle optical 

properties which affect its appearance. The specular highlights in particular, owing to the geometry 

and orientation of the individual strands, are highly anisotropic. Furthermore, the interaction of light 

between the strands of hair is highly complex. Each strand reflects light on adjacent hairs and casts 

shadows. In backlighting situations, a significant amount of light is also diffusely transmitted through 

the hair itself, which is partially translucent. Finally, the hair width is small enough to cause, in some 

situations, noticeable diffraction effects. 

All of this makes the problem of finding an accurate hair illumination model an extremely difficult 

one, as attempting to explicitly simulating and render the individual cylindrical surfaces of each hair 

is clearly impractical. The overwhelming complexity of hair makes it very difficult to create a 

believable computer model of it. It comes to accurately simulate the shape and movement of hair, 

and realistically handling complex optical phenomena, such as for example dispersion of light, self-

shadowing, occurring within a hair. 

In this project I explored existing physics and illumination models for rendering believable human 

hair. A selection from these promising methods, models and techniques are incorporated into a hair 

simulation & rendering framework, which covers the following functionalities: 

 Hair creation  (selection of hair type and hairstyle)  

 Hair physics  (influence of gravity, elasticity and collision)  

 Hair shading  (presence of lighting, shadowing and colouring) 

In the project, I have looked for opportunities to improve the framework. These improvements 

include: simplifying methods to increase performance, optimizing shaders, algorithms and other 

techniques, and eliminating bottlenecks in the rendering pipeline by tuning the CPU feeds for the 

graphics and the vertex and pixel pipelines, which include finding the right balance of workload 

distribution between the CPU and GPU. 

The project has resulted in a working hair simulation & rendering framework that is able to display 

physical and visual believable human hair. 
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1.1. Project Goal 
As mentioned in the introduction, the main goal of this research project is to create a framework that 

allows the simulation and rendering of physical and visual believable human hair.  

Researchers developed several models and techniques to tackle the different sub problems 

encountered in the domain of hair simulation and rendering. When comparing the different solutions 

for these problems, it becomes clear that within almost every situation no single method, model or 

technique can be called the optimal solution to that specific situation. The choice of implementation 

always revolves around a trade-off between: simplicity, performance and quality. 

The framework created in this project provides a solution to the main problem of hair simulation by 

solving the different sub problems found in hair rendering and simulation, and combining them with 

each other. In doing so, the selection of models and techniques used for solving the sub problems 

need to be compatible with each other. Furthermore the implemented application should find a 

good overall balance between simplicity, performance and quality. 

The project has resulted in a working hair simulation & rendering framework which is able to display 

physical and visual believable human hair. A user of the framework is able to specify the hair and 

environment properties, and the framework will compute and generate the visual representation of 

the hair coupe. 

1.2. Overview of the Thesis 
In the following chapters I will describe the techniques, which I have implemented into the 

framework. Here follows a general overview of the chapters in this thesis: 

I will start with the chapter titled Natural Hair Properties, in which I will give a description of the 

physical, mechanical and optical properties of natural hair.  

The next chapter, Related Works, contains an overview of all relevant information related to digital 

hair simulations. This chapter will list the work of earlier attempts in simulating and rendering hair. 

The chapter Hair Simulation contains a comprehensive explanation of the developed hair simulation 

& rendering framework; I will motivate the design decisions that have been made and explain the 

implemented models and techniques used. This chapter will end with a description of the results that 

can be achieved with the framework. 

Finally, the chapter Conclusion will have a comparison between the developed hair framework and 

the formulated research goal, and will end with a discussion and evaluation of the project.  

The last sections are appendices – ranging from Appendix A to Appendix D – containing additional 

information of the project in the form of: 

 Implementation of the shader code used for rendering head and hair 

 Examples of the parameter input files used for physics calculations 

 Screenshots from hair coupes taken from within the framework  

 Listing of the of the hardware and software used in this project 
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2. Natural Hair Properties 
To get a better understanding of the different hair simulation models and techniques created 

throughout the years – which will be explained later in this thesis – one first needs to get a good 

understanding of the properties and behaviour of natural human hair. This chapter is not intended to 

describe in detail all the physical, biological and chemical properties of hair, but will only focus on the 

properties which are interested for the simulation and rendering of static or dynamic human hair.  

I will starts with two definition of the word hair. According to the online dictionary Dictonary.com 

(http://dictionary.reference.com), the word hair is defined as such: 

Hair /hɛər/ -noun: 

1. any of the numerous fine, usually cylindrical, keratinous filaments growing from the skin of 

humans and animals; a pilus. 

2. an aggregate of such filaments, as that covering the human head or forming the coat of most 

mammals. 

From the definition listed above it becomes clear that the word hair can refer to two things. It can be 

seen as an individual hair strand or it can be seen as a collection of strands which forms a complete 

person’s hair coupe. Both, individual hair strands and hair as an aggregate material, have remarkable 

properties and behaviours important for simulation and rendering. These properties and behaviours 

will be explained in the following sub sections. 

2.1. Individual Hair Strands 
This section contains a description of the properties and behaviour of an individual hair strand. 

Important topics for individual hair strands are: the natural hair shape, the layers found in a hair 

cross section, the mechanical properties of individual hairs, and optical properties of individual hairs. 

2.1.1. Hair Shape 

A human hair fibre is a thin filament structure (less than 0.1 mm in diameter) and has a circular or 

oval cross section. The fibre can be divided into two distinct parts. The first part, the active part of 

the hair, called the hair follicle, is located approximate 4 millimetres under the skin and is responsible 

for the production of keratin, which is a structural protein responsible for the stability and shape of 

the hair material. The production of keratin takes place in the bulb, which is the area of proliferation 

of the hair follicle. The second part, the visible –  and dead – part of the hair, is called the hair shaft, 

and corresponds to the hair strand. The hair strand is entirely synthesized by the associated follicle, 

which acts as a mold for shaping the strand. 

The shape of the strand depends largely on the thickness of the sheaths surrounding the hair follicle. 

A thicker external root sheath would result in a greater pressure on the formation of the hair shaft; 

the shaft, somewhat rigid and malleable at this early stage of construction, would adopt an elliptical 

shape, which it retains once the keratin stiffen and lose their biological activity.  

The formation of the hair shaft thus can be seen as an extrusion from the follicle, and its shape 

remains relatively constant along the entire strand. This means that the hair strand has an almost 

uniform cross section, natural twist and natural curvatures all along the shaft. These geometric 

http://dictionary.reference.com/
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parameters are responsible for the shape of the hair and will determine whether the hair becomes 

straight, curly, or fuzzy.  

The geometric properties of hair are relatively continuous defined between the different people on 

the planet, with the hair shape ranging over naturally straight, wavy, curly, fuzzy and kinky, and the 

cross section of the  – more or less elliptical – ranging from 45 to 100 μm. While the geometric 

properties of hair are relatively continuous defined between different people, they can nevertheless 

be used for schematically distinguishing between three broad categories of hair in the world, namely: 

African, Asian and Caucasian.  

African people have follicles with a helical form and an oval cross section, whereas Asian people have 

follicles that are almost completely straight with a larger and circular cross section. As a result, Asian 

hair is thicker, with no natural curliness. It makes it look smooth and regular. In contrast, African hair 

looks frizzy, curly and irregular. Caucasian people have hair that is the intermediary between the two 

previous mentioned categories. Present mainly in the offspring of European ancestry (Europe, North 

America, Australia, etc.), Caucasian hare may have a shape very variable, ranging from steep to curly.  

The longitudinal section of the hair follicle and hair strand can be seen in Figure 1. This illustration 

shows that the hair shaft – or hair strand – is created in the hair bulb of the hair follicle and exits the 

skin at the epidermis, which is the outermost layer of the human skin. The internal and external root 

sheaths form the shape of the cross section. 

(Bertails, 2006) (Robbins, 2002) 

 

Figure 1. Longitudinal Section of Hair 

2.1.2. Hair Cross Section 

A hair strand can be divided into different layers. The cross section of a hair strand is roughly 

composed of three concentric layers, which are from the outside in: 



Master Thesis: Hair Simulation & Rendering Mike Lansink 

 

C
h

ap
te

r:
 N

at
u

ra
l H

ai
r 

P
ro

p
er

ti
es

 

1
3 

 

 The cuticle; the protective covering of hair, composed of non-pigmented cells, also called 

horny scales. These scales are flat rectangular cells arranged on the hair shaft like the tiles on 

a roof and form multiple overlays. The free margin of the scale is oriented toward the tip of 

the hair. 

 The cortex; the structural body of the fibre, representing 90% of the total hair weight. 

Composed of cells filled with keratin, the cortex provides the physical and mechanical 

properties of the fibre. The cortex contains also grains of melanin; the pigment responsible 

for the colouring of the hair. 

 The medulla; a central canal in the core of the strand, which consists of degradation products 

of the cortex cells, airspaces and fats. The medullary canal has a honeycomb structure and is 

largely responsible for the thermoregulation properties of hair from mammals. Humans 

however largely lost this thermal property.  

The cross section of a hair strand can be seen in Figure 2. This illustration shows the three layers that 

make up the hair strand, from the outside in: cuticle, cortex, and medulla. The inner and external 

root sheaths that are responsible for the shape of the cross section are also visible. 

(Bertails, 2006) (Robbins, 2002) 

 

Figure 2. Cross Section of Hair 

2.1.3. Hair Mechanical Properties 

The mechanical properties of a hair stand are determined by the cortex. The cortex consists mainly of 

keratin, which is a remarkable stiff material, making the shaft extremely difficult to shear and stretch. 

However, because the cross section of the hair is very small, the strand can be easily bent and 

twisted; hair, a very rigid material, remains inextensible during movement, but the thin cross section, 

will give it significant bending and torsion deformation. The thin structures are elastic: after motion, 
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they tend to come back to a rest shape, which is related to their individual natural curliness and to 

the set of external forces applied to them. 

When a thin hair wisp is held between two hands, and the hands are brought closer to each other, 

the wisp will react by bending in a direction perpendicular to the applied compression. If the hands 

are brought even closer together, a second instability occurs and the strand suddenly starts to coil 

(the bending deformation is converted into a twist). 

In bending, one can notice that a hair reaches a limit beyond which it can no longer bend. This 

happens due to the instable behaviour of hair: it abruptly leaves the plane of the flexion and twists 

onto itself. This happens because at a certain level of restraint imposed by the bending, the 

configuration of the hair in pure bending has a potential energy greater than the torsional 

configuration, which “reduces” the hair to a more natural position and “relieves” the hair from the 

strain it experiences. This behaviour also explains why the natural curl of a hair will never lie in one 

single plane, and follow more or less the form of a ringlet (tight ringlets result in curly hair, while 

loose ringlets result in wavy hair). Note that this experiment on the bending of the hair can be 

achieved by oneself, quite simply, by using a single hair or a thin wisp. 

An illustration of the above mentioned experiment is shown in Figure 3. This illustration shows the 

various instabilities of a hair when the ends of a hair wisp are brought closer together. A) shows the 

hair at rest, B) shows the buckling effect by moving both ends of the hair together, and C) shows that 

the buckling of the wisp converts into a twist when the limit of bending has been reached. 

(Bertails, 2006) (Robbins, 2002) 

 

Figure 3. Hair Bending and Twisting 
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2.1.4. Hair Optical Properties 

The optical properties of an individual hair strand are primarily determined by the translucent 

material of the hair, the amount of pigmentation the hair contains, and the geometric properties of 

the surface of the hair strand. 

A hair fibre is a translucent material with a constant refractive index of 1.55. As explained earlier, the 

cortex of the hair fibre contains grains of melanin, which are responsible for the colouring of the hair. 

There exist two types of melanin: the most common type is eumelanin, which is responsible for the 

black or brown colouring of the hair and the less common type is pheomelanin, which colours the 

hair yellow or red (depending on the amount of pigment).  

As with human skin, the colour of the hair is determined by the melanin. The darker eumelanin and 

lighter pheomelanin are distributed in different proportions in the human hair, which result in the 

different colour tones of hair among different people. In science a grouping of 11 to 12 different 

colour tones is used, ranging from black to light blond. The natural appearance of a person’s hair is 

genetically determined and depends on the skin tone and eye colour of that person. In grey hair, the 

hair shaft does not store pigment; the production of melanin has subsided and the melanin is 

replaced with deposited air bubbles. 

The special structure of the surface of the hair, composed of overlapping scales, has a major 

influence on how the hair interacts with light. As a semi-transparent cylinder, a portion of the light is 

reflected directly on the fibre surface, which causes a specular reflection with the same colour as the 

light. Another portion penetrates the fibre by refraction, is absorbed partially, and then returns 

through subsurface scattering to the outside, which causes a diffuse reflection with the same colour 

as the pigments within the fibre. But unlike a perfect cylinder, the presence of scales on the surface 

of the fibre deviate the light rays slightly by an amount of approximately 3 degrees. This deviation 

will cause the phenomenon of dispersion. 

The optical properties and behaviour of hair can be captured and mathematically explained by a 

simplified model. The model contains a transmission component, and three reflective components, 

which include specular reflection, internal reflection (after passage of the rays in the fibre), and 

diffuse reflection (rays that are absorbed by the fibre and re-emit the light on the same side as the 

light source is located).  

Because of the scales, specular reflection and internal reflection follow different directions, and 

produce separate peaks of reflection. The specular reflection is the primary hair reflection and has 

the same colour as the light, the internal reflection is the secondary hair reflection and adapts to the 

colour of the pigments present within the hair.  

An illustration of above mentioned model is shown in Figure 4. The illustration shows the specular 

reflection (R, Reflection), and the internal reflection (TRT, Transmission/Reflection/Transmission). 

The reflections are deviated by a small angle of    due to the scales tilted by an angle of   

In this illustration it becomes clear that the diffuse reflection increases when the hair is less 

pigmented. Pigments in hair absorb light refracted through the hair, and thus the more a hair is 

pigmented, the more the light is absorbed. Strongly pigmented hair fibres absorb more light than 

lesser pigmented hair fibres, which re-emit the light received in a diffuse form.  
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Figure 4. Marschner Illumination Model 

Another property which can be observed from Figure 5 is that it is possible for light to pass through 

the hair strand (TT, Transmission/Transmission). Lesser pigmented hair, such as blond, tends to let 

more light pas then darker hair, which results in a backlighting of the hair when the light source is 

placed behind the hair, viewed from the angle of the observer. 

(Marschner, et al., 2003), (Bertails, 2006) 

 

Figure 5. Backlighting of Blond Hair 



Master Thesis: Hair Simulation & Rendering Mike Lansink 

 

C
h

ap
te

r:
 N

at
u

ra
l H

ai
r 

P
ro

p
er

ti
es

 

1
7 

 

2.2.  Full Hair Coupe 
This section contains a description of the properties and behaviour of a full human hairstyle. 

Important topics are: hair distribution, hair motion, and the optical properties of hair. 

2.2.1. Hair Distribution 

Human hair is composed on average of 100 000 to 150 000 hairs implanted alone or in groups of two 

or three in the scalp. The total number of hair on the head depends on several factors: the diameter 

and colour of hair, ethnicity, age of the person and the genetic predisposition whether one loses his 

hair prematurely. The capillary density (average 200 to 300 hairs per square centimetre) is variable 

from one person to another, but also with a region of the scalp to another in the same individual (in 

general, the capillary density is strongest on the top of the head and decreases near the temples). 

In the Caucasian group of people with straight and short hair, it is common to observe patterns 

formed by the hair. These capillaries are caused due to the fact that, unlike the Asian hair that grows 

right on the head, Caucasian hair grows extremely sideways to the scalp. In the case of short and 

smooth hair, level and angle of implantation of hair determines the direction of the hair on the head. 

Sometimes the implantation directions can vary quite strongly on a single scalp, which result in 

capillaries patterns appearing; note that African hair is too curly to be able to present such 

behaviours. In brushed and groomed hair there often appear spiral patterns at a central point near 

the crown of the head. In general, these spiral patterns rotate in clockwise direction. 

(Bertails, 2006) 

2.2.2. Hair Motion 

As mentioned in previous section, hair is composed on average of 100 000 to 150 000 hair strands. 

All these strands interact with each other and with the body. Hair contacts have a complex nature 

due to the tilted scales that pave the cuticle of the hair shaft. The irregular surface causes anisotropic 

friction forces, whose amplitude strongly depends on the direction of sliding with respect to the 

orientation of the scales. This can be felt when rubbing a fibre between thumb and forefinger. Due to 

the lightness of a strand, these friction forces are much higher than other external forces. The friction 

between hair strands explains the strong cohesion observed in hair motion. 

Global hair motion and even the shape that hair takes at rest highly depend on the nature of the 

multiple interactions taking place between hair strands: collisions and contacts between hair strands 

of different orientations cause hair to occupy a pretty high volume when considering the size and 

radius of individual hair strands. 

The type and shape of strands have a significant effect on collective hair behaviour. The most 

obvious example of this is hair curliness. Hair clumps are more likely to appear in curly hair, where 

the greater number of contacts among hair strands increases the probability that they will become 

entangled. In contrast, strands of straight hair slide easily with their neighbours, and so they appear 

as a continuum rather than as a set of disjoint wisps. In general, as the complexity of hair geometry 

increases, there is more internal friction and fewer available degrees of freedom for motion. Due to 

the larger volume, tangled or fuzzy hair in motion is much more subject to air damping than smooth 

and disciplined hair. 

(Cani, et al., 2006) (Robbins, 2002) 
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2.2.3. Hair Optical Properties 

The optical properties of a full hairstyle are primarily determined by light scattering on the surfaces 

of the individual hair fibres. Particularly for light-coloured hair, where light rays can deeply penetrate 

the hair, the sub-surface scattering of those rays contributes for a large fraction to the overall colour. 

Individual human hair fibres have very distinctive scattering properties. Light coloured fibres can 

scatter a large portion of the light into the hemisphere that is facing away from the light source, and 

the scattered light is confined to a fairly sharply defined cone of directions with inclinations near that 

of the incident direction of the light ray. In a strongly forward scattering material a large contribution 

comes from multiple scattering compared to single scattering, since the majority of the incoming 

light is scattered into the material where it cannot be directly observed. The multiply scattered light 

both contributes to the aggregate reflectivity of the hair and causes a spatial spreading of the light, 

softening geometric features and blurring the hard shadow edges. 

Scattering in hair is different from scattering in more isotropic material, however. Unlike materials 

with no oriented structure, in which only the scattering angle matters, scattering in hair depends 

strongly on orientation. Light in hair is scattered much more broadly across the strands than along 

them. The overall direction of the light rays remains constant, even after several scattering events.  

A comparison of some global light properties seen in light and dark-coloured hair can be seen in 

Figure 6. Light-coloured hair is stronger forward scattering then dark-coloured hair, causing the light 

to spread out through the hair and blurring the shadow edges.  

(Marschner, et al., 2003) (Moon, et al., 2006)  

 

Figure 6. Global Light Properties in Hair 
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3. Related Work 
This chapter contains a general overview of all the information relevant to this project. It will give an 

introduction to previous work done in the domain of digital hair simulation and rendering.  

As mentioned by (Rosenblum, et al., 1991), the simulation of virtual hair can be divided into three 

distinct problems: Hair modelling, Hair animation, and Hair rendering 

Hair modelling can be viewed as modelling the shape of the hair at rest, incorporating the geometry 

of the hair and specifying the density, distribution, and orientation of the hair strands. Hair animation 

involves the dynamic motion of hair, including collision detection between the hair and objects, such 

as head, body or mutual hair interactions. Finally, the hair rendering entails colour, shadows, light 

scattering effects, transparency, and anti-aliasing issues related to the visual appearance of the hair 

on the screen. 

Recently, modelling, animating and rendering hair represent very active areas of research in the field 

of Computer Graphics. In the following sub sections I will present previous works of researchers and 

explain the models and techniques developed over the last decades that have been used for tackling 

the problems found with digital hair creation.   

3.1. Hair Modelling 
This section contains a description of previous works of researchers solving the problems found in 

digital hair modelling. Important topics are: the layout and growth of hair, and the modelling and 

styling of hair. 

3.1.1. Hair Layout & Growth 

Given the large number of hair strands composing human hair, it is unimaginable to manually specify 

the location of every hair on the head of a virtual character. To make this task feasible in a 

reasonable time, a number of two and three-dimensional techniques have been developed for 

determining the hair layout. To simplify the complexity of the hair, some methods use the fact that 

hairs that are packed close together near the head often have similar forms throughout their length: 

these hair strands are grouped together into wisps. 

Some of the modelling approaches do not place the hair directly in 3D on the head of a virtual 

character, but offer the possibility to paint the location of the follicles of hair on a 2D texture map, 

which is then projected onto the head in 3D. In the approach of (Rosenblum, et al., 1991), this map is 

called the follicles map, and it allows the user to not only treat half of the scalp laid flat on a texture, 

but also handles the other half automatically by using the symmetrical properties of a head. The final 

mapping to the head is made by a 3D spherical projection. This method is also used in (Yu, 2001).  

In the method of (Kim, et al., 2002), the user can use predefined geometric shapes to interactively 

select areas on a 2D parametric surface. The selected area on the 2D surface is then prepared on the 

3D scalp by the manipulation of control points, and the sections of strands drawn on the surface then 

serve as building blocks for the hair on the mesh. 

An illustration of (Kim, et al., 2002) method is shown in Figure 7. In this illustration the 2D parametric 

map is placed on the 3D head by manipulating control points. Selecting a circular area on the 

parametric map will draw a circular section of hair on the head. 
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Figure 7. Hair Surface Selection 

Another alternative is to directly set the roots of hair on the 3D scalp. (Patrick, et al., 2004) have 

proposed an interactive interface through which the user can select the point on the 3D triangular 

mesh of the head on which the user wishes to implement hair; the area on the scalp is specified by 

selecting triangles. Each triangle selected in this approach forms the basis of a hair wisp, which 

means that the geometry of the strands strongly depends on the mesh of the virtual head. This can 

cause problems, particularly when one wants to control the shape of a wisp. 

Once the placing of follicles is specified, one needs to consider how the individual hairs should be 

placed in this area. Most approaches use a uniform distribution of follicles on the scalp, which 

corresponds fairly well to reality, at least in the case of a normal hair. Typically, a wisp is then defined 

by a 3D curve, which serves as its skeleton, and an outline with a simple shape (e.g. a circle or a 

triangle) will define an envelope around the skeleton. Individual hair strands are then placed inside 

this envelope, often using a 2D uniform distribution as its cross section, starting at the roots. This 

approach is used by (Plante, et al., 2001), (Chen, et al., 1999), and others. However, if the envelopes 

at the roots of the different wisps overlap, parts of the scalp will have a greater density of hair, which 

can cause visual artefacts. 

To ensure a uniform distribution of hair on the head, (Kim, et al., 2002) begin by evenly distributing 

the follicles of the hair on the scalp, and then assigning one (and only one) wisp to the overlapping 

area. For density variations, some approaches allow the user to paint the density levels on the scalp; 

an example is (Baker, et al., 2003). These densities are mostly displayed in 3D by using a colour 

coding. Controlling the density parameter can be useful for synthesizing special cuts where the hair is 

shaved in places. Colour codes can also be used to determine the shape and length of a hair wisp. 

3.1.2. Hair Modelling & Styling 

The modelling and styling of hair can be divided into three categories: methods based on geometry 

only try to model believable hair shapes by modifying the geometry, methods based on physics try to 

find a physical analogy of hair and determine the shape of hair by physical formulas and algorithms, 
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and methods based on images try to extract the hair shape from an image or pictures. The hair 

modelling techniques developed are explained in the following sections. 

3.1.2.1. Methods based on Geometry 

Most of the modelling techniques that are used for generating hairstyles are geometrical in nature. 

They are typically based on a parametric representation of the hair, which can be changed by the 

user to change the corresponding hairstyle. The advantage of such an implementation is that it offers 

great flexibility. The geometric primitives often used are: parametric curves when dealing with 

individual hairs or parts of the skeleton, and parametric surfaces for the representation of 2D wisps. 

In general these representations are only used to define a global shape for the hair, while details, 

such as ringlets and buckles, are added procedural, by using for example sinusoidal modulation of 

the primitives or by changing the shape at a different level of detail. 

3.1.2.1.1. Overall Shape 

Many approaches choose to represent the wisps of hair by parametric surfaces, such as (Koh, et al., 

2000), (Koh, et al., 2001), (Liang, et al., 2003), (Noble, et al., 2004) and (Scheuermann, 2004).  

NURBS1 are often used as the parametric surface. These methods are relatively inexpensive in 

computing time, as the use of the pieces of parametric surfaces (also called hair bands) to represent 

large groups of hair greatly reduces the complexity of the hair, while providing maximum flexibility 

for modelling the shape. The appearance of the individual hairs can be expressed through the use of 

a texture applied to the surface.  

With the intention to generate non-photorealistic results, (Mao, et al., 2004) has developed a 

technique to make cartoon-style hair strip The method also offers an interface based on the outline 

of a sketch to quickly build a hairstyle: given a 3D head model, the user interactively specifies the 

area where the hairs should be implanted into the head, and draws in the front view a silhouette of 

the desired hairstyle. The system then automatically generates a surface representing the contour of 

the hair; hair bands are then created between the surface and the head. 

A major drawback of the 2D modelling of wisps is that the created hairstyles are usually quite 

unrealistic, flat, and lack the notion of volume. To tackle this problem, (Liang, et al., 2003) extrudes 

the hair band by adding fins to the side of the band. These fins are obtained by projecting each point 

of the hair band onto the scalp and linking two by two the points projected to the origin. The U-

shape obtained for each band can then make the hair more voluminous. 

(Kim, et al., 2000) have developed a specific method to increase the visual realism of hairstyles 

modelled from parametric surfaces by forming a set of thin shells, called thin shell volume. This 

method generates thickness for the hair by making offset surfaces that are aligned parallel to the 

initial surface. The individual hairs are then distributed within the volume and constructed, and their 

shape is modified with an algorithm that mimics the effect of a comb. The hair generates a volume, 

and the surface exhibits realistic hair patterns. 

(Noble, et al., 2004) also use NURBS surfaces to model and animate real-time cartoon-style hair, but 

their approach is very different. Here, a single NURBS surface is used initially to model the envelope 

of the volume occupied by hair. This surface can be animated by controlling key positions, and will 

                                                           
1
 Non-Uniform Rational B-Splines 
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define the basic movement of the hair. The animation of small individual strands near the surface will 

add detail to the global movement. 

An illustration of a model that uses parametric surfaces to model hair is shown in Figure 8. The 

hairstyle is created by using several patches of NURBS which are overlapping each other. This model 

is very simple and cheap for simulation and rendering. 

 

Figure 8. NURBS Surfaces 

Other approaches model a wisp as a trigonal prism with three B-spline curves, which are used to 

define its envelope. Papers that uses a trigonal prism are (Watanabe, et al., 1991) and (Chen, et al., 

1999). The wisp obtained has the shape of a generalized prism with three sides and has the 

advantage of being a 3D object, while being defined by a limited number of parameters. To draw 

individual hairs within the wisp, 2D coordinates are used as barycentric coordinates in the triangular 

sections of the wisp. The coordinates are randomly selected and define the positions of the 

interpolated hair strands confined within the trigonal prism. 

Finally, several methods use a generalized cylinder model for each wisp of hair. Some examples are 

(Plante, et al., 2001), (Kim, et al., 2002), and (Patrick, et al., 2004). A generalized cylinder is defined 

by a parametric curve, which serves as its skeleton, and a function defining the radius of the hair wisp 

along the skeleton. Various forms of wisps can be easily obtained by interactive manipulation of the 

skeleton and by adjusting the radius parameter. In general, the modelling of individual strands by 

generalized cylinders is useful to create hairstyles where the hair strands are very visible, or where 

the hair shape is determined by constraints such as braids or ponytails. 
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3.1.2.1.2. Detailed Shape 

Once the overall shape of the hair is determined – using a geometric approach or a physical model – 

it could be desirable to add details to the hair such as waves or ringlets, to increase the natural 

realism of the hairstyle. 

(Yu, 2001) generates different types of hair curling by modulating the positions of the hair by a 

trigonometric function, which can be easily customized. Through these functions, the user can 

control the frequency of loops produced and their amplitude. It is also possible to add noise levels to 

the groups of hair; noticeable irregularities within the hair coupe will increase the realism of the hair. 

In the method of (Choe, et al., 2005), the hair is modelled as wisps, and the overall shape of each 

strand is determined by the shape of the skeleton, which are called the guide strand. The shape of 

the hair strand can be decomposed into two levels: a global shape, piecewise linear, which gives the 

general shape of the skeleton, and added details. These details are constructed from a hair prototype 

by using a Markov chain in which the degree of similarity between the guide strand and the created 

prototype are controlled through a Gibbs distribution. The degree of self-similarity of hair is 

controlled by several random parameters, such as length or distance to the master strand, and by 

adding noise to the geometry. The hairstyles are globally consistent with the shape of the original 

guide strands, but show noticeable variations at a more detailed level. 

3.1.2.1.3. Multi-Resolution 

(Kim, et al., 2002) and (Kelly, et al., 2003) represent a hair through a complex hierarchy of cylinders, 

allowing the user to select the level of detail with which he forms the shape. The coarse levels of 

detail can quickly create a global shape, while detailed levels allow for more direct control over the 

fine details of geometry. Complex hairstyles can be created quickly by operations such as copying 

and pasting an already shaped wisp to other strands. 

3.1.2.2. Methods based on Physics 

The geometric approach is well suited for creating complex and varied hairstyles. However with this 

type of approach, the user must fully model the hair by hand, which could be long and tedious work. 

Moreover, if such hairstyles are designed to be animated with key positions – limiting the degrees of 

freedom of the hair to the degrees of freedom of the key positions – they will become not suitable 

for modelling physical correct dynamics. Identifying the physical parameters is not trivial in this 

situation. 

While approaching the generation of hairstyles by physical models is less flexible and less easily 

controlled by the artists, they can have a number of advantages: First, they are partially automating 

the modelling phase, next, the model generated is physical correct, and finally, they can more easily 

predict the influence of any external factor (moisture, cosmetics, airflow) on the shape of the 

hairstyle. 

Three important physical based methods that will be explained in the following subsections are static 

cantilever beams, vector fields and elastic Cosserat rods. All these methods lack proper hair-hair 

collision handling which result in a hairstyle that lacks in volume. Two solutions to tackle this problem 

are described in the last sub section. 
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3.1.2.2.1. Static Cantilever Beams 

A classical case study about materials strength is the statics of a cantilever beam which has one of its 

two edges embedded in a support, and the other end free of restraints. (Anjyo, et al., 1992) was 

inspired by this work to generate the shape of a single hair which was has its root embedded into the 

scalp. Considering that the only external force applied is gravity, they use a very simplified linear 

equation derived from the theory of static cantilever beams, defining in each point of the hair the 

bending angle that causes equilibrium between gravity and elasticity. Because the equation is linear - 

and theoretically valid for only very small deformations - this method does not properly summarize 

the extrusion of hair under the influence of gravity. In particular, in this approach, a vertically 

implanted hair extrudes straight up, without falling over, and it must constantly add more strength to 

the system (artificial forces, which are called styling forces) for a realistic falling of hair. By combining 

this technique with pseudo-physical management of collision between the hair and the body, the 

ability to add other external forces to disrupt the shape of the hair, and a cutting tool, the method 

manages to generate several smooth hairstyles. 

(Lee, et al., 2000)  have used the same physical model to generate the overall shape of the hair, but 

extended to handle dynamics and adds a trigonometric function that can procedurally add details in 

the form of curls and ringlets. 

Note however that the cutting operation of both approaches is not physically correct; the cutting 

does not correspond to the removal of material, it is simply done during the render phase. The shape 

of the hair at the top of the head stays the same, whatever the level is where the hair is cut, contrary 

to what happens to real hair. 

3.1.2.2.2. Vector Fields 

Other physical approaches to model hairstyles are almost all based on the definition of a vector field 

in space to generate the shape of the hair. Examples can be found in the papers (Yu, 2001) and 

(Choe, et al., 2005). The vector fields can be two-dimensional or three-dimensional. These methods 

extend the concept of styling forces already used in the methods presented in the previous section. 

To generate complex hairstyles, while offering the user an interactive interface with a maximum 

control over the shape of the hairstyle, (Yu, 2001) proposes the use of static 3D vector fields. The 

user can simply generate a vector field by selecting vector field primitives form an available library. 

Each of these fields, mainly from the domain of electromagnetism, distorts the hair (repulsion, 

winding around an axis, creating ripples). By combining these vector field primitives and assigning 

them each a local influence on the hair, it is possible to create a global field in 3D, which represents 

the direction of hair in space. Each hair is then automatically drawn from the root as a series of 

elements, following step by step the 3D direction indicated by the global field, until the hair reaches 

the desired length.  

(Choe, et al., 2005) also uses 3D vector fields, but uses the elasticity of natural hair to create 

hairstyles. Each hair is modelled as a sequence of elements, and for each hair strand the algorithm 

computes via energy minimization the angles between the right segments that represent the best of 

both the influence of global vector field and the tendency of hair to regain their natural shape at rest. 

Another important feature of this method is the ability for users to define constraints for modelling 

the hair. Specifying a constraint produces a local vector field constrain, which will be applied to the 

overall vector field. The same energy minimization algorithm is then applied to calculate the 
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deformation of the hair in the presence of a constraint. In practice, the user can specify three types 

of constraints: constraint points, trajectory constraints and directional constraints. The constraints 

can be used to create complex hairstyles such as braids and ponytails. 

An illustration of (Yu, 2001) vector field method is shown in Figure 9. In this illustration the hairstyle 

is displayed together with the directions of the vector fields that are responsible for the shape of the 

hairstyle. The different colours of the vectors represent the different vector fields that influence the 

hair. 

 

Figure 9. Vector Fields 

3.1.2.2.3. Static Cosserat Rods 

One of the newest methods, based on physics, is developed by (Bertails, et al., 2005b). This paper 

uses the Kirchhoff equations for static Cosserat Rods to calculate the shape of a hair strand. This 

method is based upon a mechanically accurate model for static elastic rods, which accounts for the 

natural curliness of hair, as well as for the hair ellipticity. 

The model of the Cosserat rod is a mathematical representation of a rod material. In this context, a 

rod material can be explained as a slender object whose dimensions in the two directions of the 

plane of the cross section are negligible compared to the longitudinal dimension. Hair is thus a good 

example of a rod material.  

The Kirchhoff equations describe the deformation of these elastic inextensible rods. These equations, 

although made in the context of Hooke’s linear law elasticity, are nonlinear and can describe the 

changes in form from the natural configuration of a rod. The Kirchhoff equations take into account all 

modes of deformation observed in real hair (bending, torsion and longitudinal inextensibility). In 
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addition, all parameters involved in these equations are related to simple properties such as the hair 

natural curvatures, hair ellipticity and hair bending stiffness. 

(Bertails, et al., 2005b) calculates the shape of the hair by applying gravity and collisions to the 

Cosserat rods. The final hair structure is calculated by computing the shape for which the hair 

contains the minimum amount of potential energy. The potential energy is the sum of elastic energy, 

gravitational energy and collision energy – where collision energy is a penalty energy added when a 

strand penetrates an object.   

Although the model is complex, it yields various typical hair configurations that can be observed in 

the real world, such as ringlets. The method is able to account for the structural properties of the 

different hair types existing in the world – Asian, African and Caucasian hair – by setting very few 

input parameters. This method is also able to simulate the non-linear instabilities in real hair, which 

are mentioned earlier in section Mechanical Properties, located in chapter Natural Hair Properties. 

3.1.2.2.4. Creating Volume 

While most geometric methods give intrinsically volume to the hair – the use of primitive geometric 

modelling in a volume – it is not the same for the physical based models, which must explicitly 

address the interactions between hair (modelled directly on the forces applied) to generate hair with 

a natural volume. 

Collision detection between hairs is a very expensive operation, and therefore incompatible with the 

constraint imposed by an interactive hairstyles modelling system, (Lee, et al., 2000) has developed a 

technique that adds volume to hair without worrying about the exact collision occurring between 

individual hair strands. The principle is based on the following hypothesis: the hair growing on the 

top of the head should always cover the hair growing below. The idea then is to create a series of 

envelopes around the head, and detecting the collision of each hair with the envelope corresponding 

to the elevation of the hair strand. This method is simply the extension of the algorithm for detecting 

collisions between the hair and the head. Of course, it only works if the head remains static and 

oriented vertically. 

(Choe, et al., 2005) considers the density of hair in space as an indicator of collisions; when the 

density of a region of space reaches a certain threshold, a collision is detected, and hair in that region 

of space is then forced to occupy a greater volume. 

3.1.2.3. Methods based on Images 

The methods for creating hair with physical models partially automate the creation phase of hair, and 

thus significantly speed up the process. However, most of these methods are unable to automatically 

generate the geometry for fine and detailed hair, and therefore use procedural methods for adding 

details geometrically. To automate the creation of 3D hairstyle, researchers have recently proposed a 

new type of approach based on the reconstruction of hair from photographs. 

(Kong, et al., 1997) were the first to use photographs of hair to automate the 3D reconstruction. 

However, their approach only allows reconstructing – from different viewpoints – the shape that the 

volume of hair occupies, while hair strands are generated heuristically within the volume. The 

method does not guarantee any resemblance between the orientations of the generated hair and 

that of natural hair  
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(Grabli, et al., 2002) proposed a new idea. They analyze the reflection of light on hair of the taken 

picture to infer the local orientation of the hair in 3D. For this, they work with one point of view, but 

use a mobile controlled light source, which allows them to generate multiple images of a single hair 

lit from different directions. These images are then analyzed and filtered to determine the 3D 

orientation of hair that is most plausible. But this technique restores the hair only partially. (Paris, et 

al., 2004) and (Wei, et al., 2005) are extending this approach to generate a more complete 

reconstruction. In this method, multiple viewpoints are considered, and the strategy is to test 

multiple oriented filters per pixel, where the orientation given by the local filter shall be taken as 

most reliable in this specific location. This technique allows reconstructing the entire visible part of 

the hair. 

3.2. Hair Animation 
This section contains a description of previous works of researchers solving the problems found in 

digital hair animation. Different approaches taken to animate hair are: the animation of individual 

hair strands, the animation of a continuous medium and the animation of collection of disjointed 

wisps. The last section will cover multi-resolution methods that combine methods from the three 

previously mentioned approaches. 

3.2.1. Individual Hair Strands 

Four types of models have been proposed in computer graphics to simulate the dynamics of 

individual hair. These are: the spring-mass system, projective angular momentum, the articulated 

rigid-body chain, and Static Cosserat Rod. Each of these models is described in the following 

subsections. 

3.2.1.1. Mass-Spring System 

(Rosenblum, et al., 1991) presented one of the first methods to animate individual hair. In this 

approach, each hair is represented as a chain of particles connected by stiff longitudinal springs and 

angular springs called hinges. Each particle has a mass and three degrees of freedom, one in 

translation and two in rotation. Angular springs model the stiffness of the hair bending. This model is 

simple and easy to implement, however does not take into account some important characteristics 

of hair, such as torsional forces. Because of the very stiff springs, which are needed to retain the 

inextensibility property of hair, this method becomes numerically unstable and can only simulate by 

taking small time steps. The implementation was only able to simulate about 1000 hair strands. 

Other fields of research in computer graphics, such as cloth simulation, proved that the integration of 

implicit representations are well adapted to stiff problems, because they guarantee unconditional 

stability of the system, even for larger time steps. Some methods for simulating hair were later 

adopting implicit representations for calculating the movement of mass-spring chains, such as (Ward, 

et al., 2003), (Sokol, 2003) and (Selle, et al., 2008). Other methods, such as (Plante, et al., 2001), 

simulated curls that allowed the longitudinal springs to be stretched slightly, which resulted in less 

stiff equations and numerical calculations that are more stable. 

3.2.1.2. Projective Angular Moment 

A well known approach to simulate the dynamics of individual hair strands has been proposed by 

(Anjyo, et al., 1992) which is based on the theory of cantilever beams.  
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Originally, during the modelling phase of the hair, the rest form of the hair is given by a simplified 

equation of the static cantilever beams. Each hair is then regarded as a chain of rigid elements, and 

its dynamic movement is calculated as follows: 

 Each element    is treated as a direction in space, and can be parameterized by spherical 

coordinates   (azimuth) and   (zenith). 

 The external force   applied on the element (e.g. weight) is projected onto the plane and    

on the plane  , respectively defined by the angles   and . The longitudinal projection of 

force is being neglected, since it is not intended to affect the rigid element. 

 The fundamental principle of dynamics is then applied to each of the two degrees of freedom 

  and   element, which gives two scalar differential equations of order 2, which are solved 

numerically at each time step. This method always calculates the configuration of the 

elements making up a hair from root to tip. 

 Collisions between the hair strands and head are simply treated as a pseudo-force field 

acting from within the head. This force field is being modelled as an ellipsoid. 

Figure 10 shows an illustration of the spherical coordinates of a hair element  . Node      and    

form the connection to the previous and next element of the hair strand respectively.   (Azimuth) 

contains the horizontal angle of the element located in the  -  plane while   (Zenith) contains the 

vertical located in the  -  plane. For each element   ,   and   of that element are taken as input. 

And gravity and pseudo-force fields acting on element    will perturb   and   at      to represent 

the orientation of the next element     . Linking these elements will result in the cantilever hair 

strand. 

 

Figure 10. Spherical Coordinates of a Hair Element 
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(Anjyo, et al., 1992) method has many advantages: it is easy to implement, stable, efficient (tens of 

thousands of hairs can be computational simulated within reasonable time), and it produces good 

results on straight hair (the inextensibility condition of the hair is intrinsic to the model, and bending 

rigidity is modelled convincingly).  

Many subsequent papers have implemented this dynamic model. To give some examples: (Kurihara, 

et al., 1993), (Daldegan, et al., 1993), (Lee, et al., 2000), and (Ward, et al., 2003) all use Projective 

Angular Moment to calculate the shape of the individual hairs. However, because this model 

simplifies the physics of hair so much (e.g., it does not model the phenomenon of twisting the hair or 

the influence of the lower part of the hair on the top), it will sometimes generate unrealistic 

behaviour of hair, especially in the case when handling collisions.  

3.2.1.3. Articulated Rigid-Body Chain 

Papers such as (Hadap, et al., 2001) and (Chang, et al., 2002) have facilitated the dynamics of 

articulated chains to simulate individual hair strands. Being more complex than the previous 

approach, this approach also more accurately models the physics of hair, meaning that the internal 

stresses to the hair are treated bilaterally (upper hair has an impact on the bottom, and vice versa). 

Moreover, the articulated chain systems are well known in the field of robotics, and efficient 

algorithms have been developed for some time to simulate the dynamics of such systems in linear 

time. 

(Hadap, et al., 2000) proposed a hybrid model of dynamic hair, taking into account both the 

individual behaviour of hair and complexity of interactions occurring between hairs. The hair is 

generally regarded as a continuous medium for interaction management while some hair 

conditioners are simulated to increase the visual realism. Each hair is represented with an open 

articulated chain, parameterized by generalized coordinates to keep only the degrees of freedom 

corresponding to the curvature and torsion (stretching and compression are prohibited). Therefore, 

this amounts to model each hair with a set of rigid elements connected by bal joints, each with three 

degrees of freedom. In addition to weight, two types of forces act on each element: first, a force 

which reflects the rigidity of the element bending and torsion, and second, a force in response to 

interactions that occur in the hair (hair collisions, collisions between the hair and body, and 

interaction between the hair and air), calculated by simulation of the continuous medium.  

The system dynamics is simulated by the algorithm with linear complexity in number of elements. 

(Chang, et al., 2002) use a similar approach to animate guide hair. 

3.2.1.4. Dynamic Cosserat Rods 

In (Bertails, et al., 2006), the Static Cosserat Rods model, mentioned earlier in this paper, is extended 

to incorporate dynamics. The energy minimization algorithm which is used in (Bertails, et al., 2005b) 

is replaced by Lagrangian mechanics. This results in a physically correct and stable dynamics, capable 

of simulating hair with large intermediate time steps.  

The Cosserat Rod, which represents the shape of the hair, can be reconstructed by recursively adding 

new element to the end of the hair strand. Every element is represented by three parameters, which 

are: torsion and bending in the two dimensions of the cross section of the element. When taking 

these parameters as input for the Lagrangian calculations, they serve as generalized coordinates 

which can be used to calculate the coordinates for the next time step. The newly acquired 
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coordinates are then used to reconstruct the element for the new time step. The calculation of the 

coordinates requires solving a dense inertia matrix, which results in an algorithm with quadratic 

complexity in the number of elements composing the hair. 

(Bertails, 2009) proposes a new, recursive scheme for the dynamics of a Cosserat Rod, inspired by 

the Featherstone algorithm for Articulated Multi-Body Chains for recursively solving the motion of 

the hair strand. The key of the approach relies on two features: first, the recursive nature of the 

kinematics and second, the observation that accelerations of the elements are linear functions of the 

applied force. Therefore, cumulate inertias and force for the linked elements can be pre-computed 

within a first pass by propagating internal joint forces from the free end to the fixed end of the hair 

strand. Finally, the forward dynamics is recursively solved within a second pass traversing the hair 

strand in the reverse way. The linear complexity of the method makes it possible to allow more 

elements to be used in the representation of a hair strand.  

3.2.2. Full Hair Coupe 

As it is often not possible to calculate an entire hair coupe in real-time, models are developed that, 

by making assumptions, reduce the complexity of calculations.  

Three types of models have been proposed in computer graphics to simulate the dynamics of a full 

hair coupe. These are: continuous medium, disjointed wisps, and the multi-resolution approach. Each 

of these models is described in the following subsections. 

3.2.2.1. Continuous Medium 

Some papers assume that hair can be viewed as having an overall cohesion in the movement, 

allowing them to model the hair as a continuous medium, which can result in a significant reduction 

of the complexity of the system to animate. These papers will be represented in the following sub 

sections. 

3.2.2.1.1. Fluid Medium 

(Hadap, et al., 2001) try to manage the complexity of hair-hair interactions, hair-air interaction and 

hair-body interaction by treating all of the hair as a continuous medium governed by the laws of fluid 

dynamics. This model is composed of a limited number of individual hairs – simulated as articulated 

chains – immersed in a continuous medium represented by Smoothed-Particle Hydrodynamics2 

(SPH), and subject to the laws of fluid dynamics.  

The interactions between individual hairs and the surrounding fluid are used to model the 

interactions that occur within the hair. The full motion of the hair therefore comprises a global 

movement, governed by fluid dynamics, and motion at a finer scale of a few individual hairs to 

increase the visual realism of the animation. The result produced is quite convincing, since the 

volume of the hair is properly maintained during animation. 

The disadvantage of this method is that it leads to very smooth hair animations, which does not 

display the discontinuities that one observes in the real case. Recently, (Bando, et al., 2003) were 

inspired by the idea of a continuous medium for the hair, and extending to an adaptive model. 

                                                           
2
 Smoothed-particle hydrodynamics is a computational method used for simulating fluid flows 
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3.2.2.1.2. Guide Hairs 

Considering that hair has an overall coherence in its appearance during movement, one can simply 

animate only a few guide hairs, then expand this movement to the rest of the hair by interpolation. 

This technique has been proposed by (Daldegan, et al., 1993). The disadvantage is that it only applies 

to very smooth hair, and, also, shows no discontinuity in the movement. In addition, this method 

poses the problem of collisions between the hair and body, since only a few hairs are able to detect 

interpenetration.  

(Chang, et al., 2002) use strips of triangles connecting the guiding hair to compensate for this 

disadvantage. Managing collisions between hairs is then simplified by only treating the interactions 

that occur between the guide hairs and these intermediate triangles, which is inexpensive. In 

addition, guide hairs are automatically added adaptively to ensure that all guide hairs are properly 

distributed during movement. 

3.2.2.2. Disjointed Wisps 

Another idea is to consider that hair has not an overall continuity, but rather has local internal 

cohesion. The hair is then modelled as a set of geometric primitives called wisps, which are animated 

separately. Obviously, this model also reduces the number of individual elements to animate, while 

keeping some complexity to the hair. Several studies have been based on this approach, some 

simulating a small number of coarse wisps, others using surfaces for wisps, such as (Koh, et al., 2001) 

and (Koh, et al., 2000), or volumes for wisps, such as (Noble, et al., 2004), these wisps can be 

deformable or rigid. 

To address the complex interactions occurring between hairs during major moves, (Plante, et al., 

2001) introduced a layered wisp model. In this model collisions between wisps are processed in two 

different ways, depending on the orientation of strands involved: 

 If the wisps are almost parallel, the method considers that there is no real collision, but 

rather a continuous movement. The interwoven strands are subject to forces of viscous 

friction. 

 If the wisps have different orientations, the method considers that there is a collision with a 

discontinuity in the movement. Both wisps repel each other and are very dissipative, 

meaning that they will not bounce from each other. 

However all these methods are far from interactive. For example, simulations conducted by (Plante, 

et al., 2001) required a calculation time of about 40 seconds per image. 

3.2.2.3. Multi-Resolution  

Previous described methods that take into account interactions between hairs are far from 

interactive. Recently, adaptive methods have been developed to minimize the computing time of 

simulation while maintaining maximum realism. 

(Ward, et al., 2003) models a hair using three levels of geometric detail: 2D hair bands are used at 

the most coarse hair group, 3D hair wisps are used at the intermediate level, and individual hairs are 

used at the highest end. The transitions between these levels of detail are managed dynamically 

during the motion according to certain visual criteria, such as camera position, for example. This 

method is effective, especially during the rendering step. 
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(Bando, et al., 2003) has modelled the hair by a set of Hydrodynamic Smoothed-Particles interacting 

with each other, each adapting interactions during movement. In this model, a particle represents a 

certain amount of hair provided with an orientation (the orientation of a particle is the average 

orientation of all the hair represented by the particle). Initially, the model construct chains of 

connection between neighbouring particles aligned along the length of hair; two neighbouring 

particles with similar directions, such that their positions are aligned along this direction are 

connected by a spring. This initial configuration is maintained throughout the movement, since it 

reflects the spatial coherence of interactions between particles.  

During movement, each particle is more likely to interact with particles belonging to his current 

neighbourhood (different from the original neighbourhood). The method proposes to manage these 

dynamic interactions between hair by establishing close links between particles, the links disappear 

when two particles are nearer to each other. The method facilitates the separation and grouping of 

hair cutting, while maintaining a constant length for the hair. At each time step, the search 

neighbourhood of each particle is performed efficiently through a grid of voxels. 

3.3. Hair Rendering 
This section contains a description of previous works of researchers solving the problems found in 

digital hair rendering. Important topics are: explicit and implicit hair representations, hair 

Illumination models and hair shadowing techniques. 

3.3.1. Hair Representation 

As mentioned in previous sections, hair can be represented either explicitly or implicitly. The possible 

choices for a hair rendering algorithm depends largely on the underlying representation used for 

modelling the geometry of the hair. For example, the explicit models involve rendering algorithms 

that take geometric primitives such as elements or triangles as input, while volumetric models can 

only use algorithms that can manage their implicit representation. How researchers in the domain of 

virtual hair rendering handle the explicit and implicit representations of hair will be described in the 

following two subsections. 

3.3.1.1. Explicit Representation 

When using an explicit representation for the hair – where each individual hair will be represented 

individually – an individual hair is naturally represented by a curved cylinder. Early works of hair 

rendering, carried out by (Watanabe, et al., 1991) provided a representation of hair by using trigonal 

prisms. In this representation, each strand of hair is seen as a series of prisms linked by three faces. 

Because each face of the prism is assigned a unique colour, this method assumes that the colour 

variation over the hair thickness is negligible. Other approaches to represent the hair use a 

continuous strip of triangles, where each triangle is always oriented to face the camera. 

When rendering an explicit representation, aliasing problems caused by the very special geometric 

nature of the hair (hair is extremely thin - less than 0.1 mm in diameter on average) may occur. 

Under normal viewing, the thickness of a hair projected on the screen is much smaller than the size 

of a pixel. This property is important because problems can occur when using under-sampling 

algorithms for rendering the polygonal geometry. All rendering algorithms based on geometry 

explicitly determine the colour of a pixel (or depth) based on a limited number of discrete samples; 

sub sampling creates abrupt changes of colour, or noisy edges around the hair. By increasing the 

number of primitives used, the problem reduces, but also reduces the speed of the algorithms. 
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(LeBlanc, et al., 1991) have solved this problem, by finding the appropriate mix of colours for the 

pixels, by using blender buffer techniques. In this method, each hair is drawn as a broken line and the 

shaded colour is mixed within a pixel buffer. The order of drawing is carefully observed, showing first 

the polygons near the camera and finishing with the polygon furthest from the camera. (Kim, et al., 

2002) also used an approximation of visibility sorting, to allow hair with a transparency value.  

3.3.1.2. Implicit Representation 

Volumetric textures (or texels), first used in (Kajiya, et al., 1989), avoid the problem of aliasing by 

using pre-filtered shading features. These pre-filtered shading features are then stored in basic 

primitives, called volumetric cells (or voxels). The voxels can have different dimensions, depending 

on which level of detail is required for the rendered image.  

The final rendering of the image can be performed by tracing rays from the camera, and through the 

voxels. All voxels on a ray’s path will contribute to the final colour of the pixel. The methods based on 

ray tracing often generate good quality results, and the cost of ray tracing through the volume are 

relatively reasonable for short hair or fur, but can become very heavy and expensive in the case of 

longer hair. Moreover, if the hair is animated, the voxels features and attributes within the volume 

should be updated and recalculated at every time step, which reduces the benefits of pre-initial 

screening significantly. 

3.3.2. Hair Illumination 

To make a human hair look realistic, it is necessary to take into account both the optical properties of 

each hair fibre, which belong to the local properties of illumination, and the light interactions 

occurring between the hairs, which belong to the global properties. Local hair properties define the 

way in which individual hair fibres are illuminated, while global hair properties also include the way 

in how the fibres cast shadows on each other; self-shadowing particular important for creating a 

volumetric appearance of hair. 

The first sub section will review the different models that have been proposed to reflect the local 

optical properties of natural human hair. The second section will describe the different models that 

are used for creating shadows within hair rendered by local illumination models. A third section is 

included, describing the global illumination models which are meanly used for off-line hair rendering.  

3.3.2.1. Local Illumination Models 

The two most popular illumination models used in hair rendering are Kajiya & Kay, which is 

introduced in (Kajiya, et al., 1989), and Marschner, introduced in (Marschner, et al., 2003). These two 

models will be explained in greater detail in the following sub sections. 

3.3.2.1.1. Kajiya & Kay 

The first and most popular model of light scattering by a hair is (Kajiya, et al., 1989), which was 

originally designed for the rendering of a teddy bear’s fur. This model is characterized by the sum of 

two components; a diffuse component and a specular component. 

The illumination model follows directly from the underlying cylindrical nature of a human hair strand. 

Figure 11 shows an element of hair and the important vector quantities used in the model. The unit 

tangent vector ( ), represents the direction of the hair’s axis. The light vector ( ) points in the 

direction of the light source. The reflection vector ( ) points in the direction of reflected light and is 

the direction of maximum specular reflection. The eye vector ( ) points in the direction of the 
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observer. The angles   and   are the angles from the tangent vector to the light vector and from the 

tangent vector to the eye vectors respectively.  

 

Figure 11. Kajiya & Kay Illumination Model 

The diffuse component of the reflectance can be obtained by integrating the Lambert cosine law 

along the illuminated half of the cylinder to yield a simple function of the angle  . The diffuse term 

can be calculated with: 

                 

Where    is the coefficient of diffuse reflectance. This function does not take into account self-

shadowing, that is, the fact that half of the hair strand is in shadow. Therefore, when the hair would 

be an opaque cylinder, the diffuse component would vary with what visible fraction is in shadow, 

which is dependent on the direction of the eye vector  . However, human hairs are actually quite 

translucent so that the area in shadow transmits diffusely an amount of light comparable to the 

amount reflected diffusely on the non-shadow side of the hair. As a result, this simple formula makes 

an approximation that works very well in practice. 

The specular component is derived essentially by taking a Phong specular distribution and rotating it 

around the hair axis. This argument can be motivated by considering symmetry. At any section along 

the length of the hair, there are surface normals pointing in all directions perpendicular to the 

tangent vector  . Therefore, the 180 degree semicircular surface of the hair, which is not in shadow, 
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will directly reflect light in a cone-shaped 360 degree radial pattern formed by rotating the   vector 

around the hair axis. 

This cone represents the angles of maximum specular reflection. The cylindrical Phong specular 

component is calculated by taking the angle between this cone and the eye vector  , which equals 

                    , and using this angle for the standard Phong equation: 

                                 

The diffuse and specular components, together with an ambient component result in a hair 

illumination equation of: 

                                                    

      

 

Where     is the light intensity,    is the ambient reflectance coefficient, and    is the ambient light 

intensity which is present in the environment. 

3.3.2.1.2. Marschner 

(Marschner, et al., 2003) has proposed a more complete and more natural model for local hair 

illumination. Their model improves the approach of Kajiya & Kay on two essential points. First, it 

predicts the variation of the reflection of light rays by the rotation of   around the axis of the fibre, 

taking into account the elliptical cross section of the hair. Second, it models the effect of the scales of 

the hair on the specular and internal reflection of light, and therefore obtains two specular peaks, 

which can also be seen in actual measurements of real hair. 

(Marschner, et al., 2003) has also contributed to a better understanding of real natural hair. The 

Marschner model treats each individual hair fibre as a translucent cylinder and considers three 

possible paths that light may take through the hair. These three paths are also displayed in Figure 4, 

and labelled  ,    and    . (Marschner, et al., 2003) showed that each of these paths contributes 

to a distinct and visually significant aspect of hair reflectance, allowing a degree of realism not 

possible with previous hair reflectance models.  

While the contributions of the different individual paths are rather complex to calculate, the model 

can be summarized as the sum of the colours of the individual paths: 

                               

Where      ,        and          correspond to the light contributions of the primary specular 

reflection, diffuse subsurface reflection and secondary specular reflection respectively. 

3.3.2.2. Shadowing Models 

The phenomenon of shadows and hair self-shadowing contribute very much to the appearance of 

hair volume. Figure 12 illustrates this; the left image shows hair rendered with shadows, and the 

right image shows hair rendered without shadows. Hair rendered with proper shadows appears to 

have more depth and look much more realistic. 
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Figure 12. Hair Shadowing 

3.3.2.2.1. Deep Shadow Map 

To handle self-shadowing of translucent objects, (Lokovic, et al., 2000) proposed an extension to the 

traditional shadow maps: maps of deep shade (deep shadow maps). For each pixel of the map, the 

algorithm stores a function of transmittance (also called visibility function), which gives the 

proportion of light arriving at each depth   sampled along a ray launched from a light’s point of view 

and a list of fragments is stored for each pixel. 

The transmittance function defined by these fragments is then compressed into a piecewise linear 

function of approximate transmittance. The value of the transmittance function starts decreasing 

after the depth value of the first fragment in the corresponding light direction. The shadow value at 

any point is found similar to shadow maps, but this time the depth value is used to compute the 

transmittance function at the corresponding pixel of the deep shadow map, which is then converted 

to a shadow value. 

3.3.2.2.2. Opacity Shadow Map 

(Kim, et al., 2002) have proposed a practical way to implement the deep shadow maps, they have 

rendered maps of opacity (opacity shadow maps), and have applied it to the problem of hair 

shadowing. (Ward, et al., 2003) have implemented the same technique and combined it with the 

representation of  hair at different levels of detail, thus aiming at optimizing the animation and 

rendering of hair, but did not get a framework that could simulate at an interactive level.  

The technique of opacity maps has also been exploited by other authors, such as (Mertens, et al., 

2004) and(Koster, et al., 2004), who have taken advantage of new functionality within graphic cards 

to further accelerate this method, and achieved real-time interactive applications. 

Opacity shadow maps can be seen as a simpler version of deep shadow maps, and are designed for 

interactive hair rendering. It first computes a number of planes that slice the hair volume into layers. 

These planes are perpendicular to the light direction and are identified by their distances from the 
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light source (i.e. depth value). The opacity map is then computed by rendering the hair structure 

from the light’s view. A separate rendering pass is performed for each slice by clipping the hair 

geometry against the separating planes.  

The hair density for each pixel of the opacity map is computed using additional blending on graphics 

hardware. The slices are rendered in order starting from the slice nearest to the light source, and the 

value of the previous slice is accumulated to the next one. Once all the layers are rendered, this 

opacity map can be used to find the transmittance from the occlusion value at any point using linear 

interpolation of the occlusion values at the neighbouring slices.  

Depending on the number of layers used, the quality of opacity shadow maps can be much lower 

than deep shadow maps, since the interpolation of the opacities between layers generates layering 

artefacts on the hair. These artefacts remain visible unless a large number of layers are used. 

Figure 13 shows an illustration of the opacity shadow map. The hair volume is sliced into different 

layers by using the clipping planes and the densities are stored into opacity maps. These opacity 

maps are used during the final rendering to calculate how much light penetrates to the 

corresponding layer and thus how much of the hair is in shadow. 

 

Figure 13 Opacity Maps 

3.3.2.2.3. Deep Opacity Maps 

(Yuksel, et al., 2008) have proposed an alternative to the opacity map, which is called deep opacity 

maps. Deep opacity maps use a algorithm that use two passes to prepare the shadow information, 

and use an additional pass to render the final images with shadows. 

The first step prepares the separation between the opacity layers. A depth map (shadow map) is 

rendered as seen from the light source, which gives a per pixel depth value    at which the hair 

geometry begins. Starting from this depth value, the hair volume is divided into   layers such that 
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each layer lies further from the light source than the previous layer. Because the algorithm uses a 

shadow map to determine where the   layers are positioned, the layers will follow the shape of the 

hair structure. 

The second step renders the opacity map using the depth map computed in the previous step.  This 

requires that the hair needs to be rendered only once. As each hair is rendered, the    value from 

the depth map is used to find the depth values of each layer on the fly. The opacity contribution of a 

hair fragment is added to the corresponding layer in which the hair fragment falls and all layers 

behind it. The total opacity of a layer at a pixel is the sum of all the contributing fragments. 

The opacity map can be represented by associating each colour channel with a different layer, and 

accumulate the opacities by using additive blending on the graphics hardware. One channel is 

reserved for storing the depth value, so that it can be stored in the same texture with the opacities. 

Thus, by using a single colour value with four channels, three opacity layers can be stored. Multiple 

texture lookups can be used when one wants to use more opacity layers during final rendering. 

One disadvantage of using a small number of layers with deep opacity maps is that it can be more 

difficult to ensure all points in the hair volume are assigned to a layer. In particular, points beyond 

the end of the last layer do not correspond to any layer. Mapping these points onto the last layer, 

will usually give good results. Unlike opacity shadow maps, opacity interpolation occurs within the 

hair volume, thus hiding possible layering artefacts.  

Figure 14 shows an illustration of the deep opacity shadow map. The hair volume is sliced into 

different layers by using a previous calculated shadow map and the densities are stored together 

with the shadow map into the different colour channels of the deep opacity map. The deep opacity 

map is used during the final rendering to calculate how much light penetrates to the corresponding 

layer and thus how much of the hair is in shadow. 

 

Figure 14. Deep Opacity Maps 
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3.3.2.3. Global Illumination Models 

Physically based simulation of light scattering in hair can reproduce the appearance of real hair 

accurately. (Marschner, et al., 2003) shows that hair fibres transmit a large fraction of the light that 

falls on them and that, because of this, multiple scattering is important to the appearance of hair – in 

fact, according to (Zinke, et al., 2004) and (Moon, et al., 2006), multiply scattered light predominates 

in blond and other light coloured hair with low absorption values. An accurate hair renderer must 

therefore allow for inter-reflections among the fibres, accounting for all paths by which light can be 

scattered from fibre to fibre before reaching the eye. However, simulating global illumination in a 

model consisting of tens of thousands of densely packed fibres is a complex problem. 

Global Illumination Models can roughly be divided into two broad categories. These are Path Tracing 

and Photon Mapping. Each of these models is described in the following sub-sections. 

3.3.2.3.1. Path Tracing 

The most accurate global illumination model for hair would be to use brute-force Monte Carlo Path 

Tracing. However, the rate of convergence of this algorithm makes it a prohibited slow method. Path 

tracing is a computer graphics rendering technique that attempts to simulate the physical behaviour 

of light as closely as possible. It is a generalisation of conventional ray tracing, tracing rays from the 

virtual camera through several bounces on or through objects. This technique is the simplest, most 

physically-accurate and slowest rendering method. It naturally simulates many effects that have to 

be specifically added to other methods, such as soft shadows, depth of field, motion blur, caustics, 

ambient occlusion, and indirect lighting. In order to get high quality images from path tracing, a very 

large number of rays need to be traced lest the image have lots of visible artefacts in the form of 

noise. 

(Kajiya, et al., 1989), (Gupta, et al., 2005), and (Yuksel, et al., 2007) are three examples of papers that 

use Path Tracing for illuminating the hair.  

3.3.2.3.2. Photon Mapping 

Photon mapping methods have proven successful for hair rendering. Photon mapping can smoothly 

approximate multiple scattering in volumes by estimating densities of traced particles. However, 

those approaches are memory intensive and still require several hours of computation to generate 

high quality still images.  In computer graphics, photon mapping is a two-pass global illumination 

algorithm that solves the rendering equation. Rays from the light source and rays from the camera 

are traced independently until some termination criterion is met, and then they are connected in a 

second step to produce a radiance value. It is used to realistically simulate the interaction of light 

with different objects. Specifically, it is capable of simulating the refraction of light through a 

transparent substance such as glass or water, diffuse inter-reflection between illuminated objects 

and the subsurface scattering of light in translucent materials. 

(Moon, et al., 2006) and (Zinke, et al., 2008) are two examples of papers that use Photon Mapping 

for illuminating the hair. (Moon, et al., 2008) improved this technique for hair rendering by storing 

the position- and direction-dependent scattered radiance distribution in a 3D grid of coefficients. 

Compared to a photon map, this representation is more compact and better organized in memory 

and outperforms previous implementation of photon mapping with a factor of 20 while achieving 

equivalent quality.   

http://en.wikipedia.org/wiki/Computer_graphics
http://en.wikipedia.org/wiki/Rendering_(computer_graphics)
http://en.wikipedia.org/wiki/Light
http://en.wikipedia.org/wiki/Ray_tracing_(graphics)
http://en.wikipedia.org/wiki/Ray_(optics)
http://en.wikipedia.org/wiki/Simulate
http://en.wikipedia.org/wiki/Shadows
http://en.wikipedia.org/wiki/Depth_of_field
http://en.wikipedia.org/wiki/Motion_blur
http://en.wikipedia.org/wiki/Caustic_(optics)
http://en.wikipedia.org/wiki/Ambient_occlusion
http://en.wikipedia.org/wiki/Image_noise
http://en.wikipedia.org/wiki/Computer_graphics
http://en.wikipedia.org/wiki/Global_illumination
http://en.wikipedia.org/wiki/Rendering_equation
http://en.wikipedia.org/wiki/Ray_tracing_(graphics)
http://en.wikipedia.org/wiki/Radiance
http://en.wikipedia.org/wiki/Light
http://en.wikipedia.org/wiki/Diffuse_interreflection
http://en.wikipedia.org/wiki/Subsurface_scattering
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4. Hair Simulation & Rendering Framework 
This chapter contains a comprehensive description of the hair simulation & rendering framework 

created in this project. The first section is about the design, and describes the models and techniques 

that are incorporated into the framework. This section will also give a motivation why these models 

and techniques are chosen over the alternatives. The second section lists the results that can be 

acquired with the application. This section will investigate the performance of the application, and 

looks at the appearance of the rendered virtual hair image. 

4.1. Design 
As mentioned earlier in Related Work, the simulation of virtual hair can be divided into three distinct 

problems: Hair modelling, Hair animation, and Hair rendering. 

Hair modelling can be viewed as modelling the shape of the hair at rest, incorporating the geometry 

of the hair and specifying the density, distribution, and orientation of the hair strands. Hair animation 

involves the dynamic motion of hair, including collision detection between the hair and another 

object – where the other object can be a head, a body or another hair strand.  And hair rendering 

entails the colouring, shadows, light scattering effects, transparency, and anti-aliasing issues related 

to the visual appearance of the virtual hair rendered to the screen. 

The initial approach in this project was to incorporate all of the above mentioned aspects of virtual 

hair simulation into the framework. However, early attempts to understand and implement the 

Dynamic Cosserat Rod model of (Bertails, et al., 2006) into the framework have proven to be too 

difficult to build within the given time constraints of this project. My knowledge about physics and 

Lagrangian mechanics, required to implement the dynamics of the Cosserat model, are inadequate 

for tackling this problem. Furthermore, (Bertails, et al., 2006) skips some crucial information in their 

paper, required to replicate their Dynamic Cosserat Rods. 

Instead, I have chosen for an earlier version of the Cosserat Rod model, which is presented in 

(Bertails, et al., 2005b). This model determines the configuration of a hair strands by performing an 

energy minimization on the hair strand. The potential energy of the hair strand is the sum of the 

elastic and gravitational energy stored within the rod and the penalty forces added due to hair 

penetrating geometry in the scene. The configuration for which the potential energy is the minimum 

represents the static rest shape of the strand. The Static Cosserat model however cannot account for 

the dynamic movement of a hair strand. Therefore I have chosen to exclude the problem of hair 

animation from this project, allowing me to concentrate on hair modelling and hair rendering. 

The reason that I want to use the Cosserat Rod model to determine the shape of the hair strands, is 

that it is the only physical hair model, known to date, that can correctly represent the non-linear 

elastic behaviour of natural hair – such as the bending and twisting instability— which is required to 

create waves, curls and ringlets often seen in the different human hairstyles. The Cosserat Rod model 

requires only the setting of a few parameters to generate realistic results.  

Another advantage of the Cosserat Rod over the alternatives is that the method represents a smooth 

deformable model. This deformable model can be sampled directly and does not have to be 

tessellated into infinitesimal line segments first. Nodal hair modelling techniques require tessellation, 

for example to a Bezier or a B-spline, to smoothen out the hard corners fount at the joints where two 

elements of hair connect. 



Master Thesis: Hair Simulation & Rendering Mike Lansink 

 

C
h

ap
te

r:
 H

ai
r 

Si
m

u
la

ti
o

n
 &

 R
en

d
er

in
g 

Fr
am

ew
o

rk
 

4
1 

 

In the paper of (Bertails, et al., 2005b) the energy minimization of the Cosserat Rods is performed by 

the Davidon–Fletcher–Powell method described in (Fletcher, et al., 1963). The Davidon-Fletcher-

Powell optimization algorithm belongs to the family of first order optimization algorithms known as 

gradient descent or steepest-descent, which means that the algorithm finds a local minimum of a 

given function by iteratively traversing the parameter space with the path that has the steepest 

gradient. This process is continued until the gradient converges to zero.  

While the Davidon-Fletcher-Powel algorithm is performing well in (Bertails, et al., 2005b), I have 

taken another approach in this project. I have chosen to use the Rosenbrock method instead. The 

Rosenbrock method, explained in (Rosenbrock, 1960), is a zero order search algorithm, which means 

that it does not require any derivatives or gradients from the basic function that needs to be 

optimized. While only simple evaluations of the basic function are required, it can approximate a 

gradient search; thus combining advantages of zero order and first order strategies. My opinion is 

that this algorithm is particularly well suited for the Cosserat Rod, because the derivatives of the 

energy function of the Cosserat Rod are more complex to calculate than the original energy 

functions; while more evaluations are needed with the Rosenbrock method, it will lead, in the long 

end, to a more stable method due to how the derivative of a function is approximated. 

Although the calculation of the shape of a single hair strand can be performed within a fraction of a 

second, the time begins to add up when one wants to calculate an entire hair coupe of a person with 

around 100 000 to 150 000 hair strands.  

One solution, proposed by (Daldegan, et al., 1993), considering that the hair has an overall coherence 

in its appearance during the movement, one can simply animate only a few guide hairs, then expand 

this movement to the rest of the hair by interpolation. The disadvantage is that it only applies to very 

smooth hair, and, also, shows no discontinuity in the movement. In addition, this method poses the 

problem of collisions between the hair and body, since only a few hairs are able to detect 

interpenetration. 

Another solution is to consider that hair has not an overall continuity, but rather has local internal 

cohesion. The hair is then modelled as a set of geometric primitives called wisps, which are animated 

separately. Obviously, this model also reduces the number of individual elements to animate, while 

keeping some complexity to the hair. Several studies have been based on this approach, some 

simulating a small number of coarse wisps, others using surfaces for wisps, such as (Koh, et al., 2001) 

and (Koh, et al., 2000), or volumes for wisps, such as (Noble, et al., 2004), these wisps can be 

deformable or rigid. 

The model that this project uses is a combination of the two solutions described above. To be able to 

handle both smooth and clumpy hairstyles, I avoid choosing between a continuum and a wisp-based 

representation for hair. Many real hairstyles display an intermediate behaviour with hair strands 

being more evenly spaced near the scalp than near the tips. My solution, based on (Bertails, et al., 

2006) uses a semi-interpolating scheme to generate non-simulated hair strands from the guide 

strands; the framework ranges from full interpolation to generate the extra hair strands near the 

scalp to full extrapolation within a hair wisp near the tips. The separation strongly depends on the 

level of curliness: straight hair requires relatively more interpolation – compared to extrapolation – 

than curly and clumpy hair. 
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Finally, illumination is taken care of by a local illumination model introduced by (Kajiya, et al., 1989), 

and shadows are added by implementing the deep opacity maps developed by (Yuksel, et al., 2008). 

(Kajiya, et al., 1989) has two major advantages over other illumination models. The first advantage is 

that it is the single simplest shading algorithm to understand and to implement. And second, due to 

its simplicity, it requires only few calculations and is thus also a very fast algorithm for hair 

illumination. (Kajiya, et al., 1989) motivates that although the algorithm is not entirely physical 

correct, it can produce images of adequate quality.  

The reason for choosing to implement the shadow technique of (Yuksel, et al., 2008), is that (Yuksel, 

et al., 2008) have proven, through a comparison of several shadow techniques, that their technique 

is superior over others in both the performance of the algorithm and the quality of the shadows 

generated. 

Now that I have give a global overview of my hair simulation & rendering framework, the following 

sections will give a comprehensive description of the techniques implemented by the framework. 

The techniques that will be explained are: the Cosserat Rods, Hair Collision, Energy Calculation, 

Energy Minimization, Hair Interpolation and Hair Illumination. 

4.1.1. Cosserat Rods 

One of the newest methods – based on physics – for simulating the shape of a hair strand, is 

developed by (Bertails, et al., 2005b). This paper uses the Kirchhoff equations for static Cosserat Rods 

to calculate the shape of a hair strand. The method is based upon a mechanically accurate model for 

static elastic rods, which accounts for the natural curliness of hair. 

The model of the Cosserat rod is a mathematical representation of a rod material. In this context, a 

rod material can be explained as a slender object whose dimensions in the two directions of the 

plane of the cross section are negligible compared to the longitudinal dimension. Hair is thus a good 

example of a rod material.  

The Kirchhoff equations describe the deformation of these elastic inextensible rods. These equations, 

although made in the context of Hooke’s linear law of elasticity, are nonlinear and can describe the 

changes in form from the natural configuration of a rod. The Kirchhoff equations take into account all 

modes of deformation observed in real hair (bending, torsion and longitudinal inextensibility). In 

addition, all parameters involved in these equations are related to simple properties such as the hair 

natural curvatures, hair ellipticity and hair bending stiffness. 

Although the model is complex, it yields various typical hair configurations that can also be observed 

in the real world, such as ringlets. The method is able to account for the structural properties of the 

different hair types existing in the world – Asian, African and Caucasian hair – by setting very few 

input parameters. This method is also able to simulate the non-linear instabilities in real hair, which 

are mentioned earlier in section Mechanical Properties, located in chapter Natural Hair Properties. 

The Super-Helix model – developed in (Bertails, et al., 2005b), (Bertails, et al., 2006) and (Bertails, 

2009) – is a discrete implementation of the Cosserat Rod, and is the model that I used in the hair 

simulation & rendering framework to represent the shape of the individual hair strands at rest. The 

Super-Helix model will be explained in the following sub-sections. 
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4.1.1.1. Super-Helices Introduction 

The definition of a Super-Helix starts with the inextensible Cosserat Rod of length  . The value 

        forms the curvilinear abscissa along this rod; a curvilinear abscissa is the distance on the 

curve relative to its starting point. The centreline, represented by     , is the curve passing through 

the centre of mass of every cross section of the rod. This curve in space can describe the shape of the 

rod, but cannot recognize the amount of twist that the rod has around its centreline. In order to keep 

track of this twist, the Cosserat model introduces a material frame, represented by       – where 

        – at every point of the centreline, that ‘flows’ along with the surrounding material upon 

deformation of the centreline. By convention,    is the tangent   to the centreline: 

                 

While    – where       –  are the other two vectors that span the plane of the cross section. 

Figure 15 shows an illustration of the Cosserat Rod. Every point of a rod contains four vectors: first  

    , which represents a position in a three-dimensional space, a vector      , which represents the 

tangent, and two vectors       and       which represent the plane of the  cross section.  

 

Figure 15. Cosserat Rod 

The Kirchhoff model for elastic rods starts from this mathematical description of a Cosserat curve 

and incorporates the physical requirement of inextensibility and unshearability, which can also be 

found in natural hair. In this particular case, the material frame       – where         – is 

orthonormal for all  , and there exists a vector     , which is called the Darboux vector, that defines 

the change of the material frame, such that: 

                  

Inextensibility of the hair strand is established by the fact that the material frame is represented by 

normalized unit vectors, and unshearability is enforced because the vectors of the material frame are 

required to be orthogonal to each other. 

Appropriate boundary conditions are specified: one end of the hair strand,    , is clamped into the 

head while the other end,    , is free. The positions of the clamped end, together with the 

orientation of the initial frame, are imposed by head motion: 
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where subscript ‘ ’ refers to the clamped end of the rod,    .  

The rod’s material curvatures       – where       – with respect to the two directions of the 

cross section and the twist      are defined as the coordinates of the Darboux vector      in the 

local material frame. The vector can be calculated with the following equation:  

                                         

By introducing a redundant notation for the twist,     , one can refer to these parameters 

collectively as       – where         – and the above formula can be reformulated as: 

                   

       

 

The degrees of freedom of a Kirchhoff rod are its material curvatures and twist       – where 

         – along the curvilinear abscissa. Each vector of the material frame is affected by two 

material curvatures. The relationships between material frame and material curvature can be 

calculated from the equations listed above. The relations are: 

                                          

                                          

                                          

From the equations listed above, it becomes clear that every material frame vector    is perturbed in 

perpendicular directions    and   , by an amount specified by    and    respectively – where 

            . This can also be seen intuitively in Figure 15; for example when imagining a 

twist   around the axis of the rod, the vectors    and    will spin with it, while the vector    or   will 

stay unaffected. 

 

Figure 16. Bending and Twisting of Kirchhoff Rod 
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Figure 16 illustrates the effects that different material curvatures and twists can have on the shape of 

the Kirchhoff rod. In situation A) the twist and one of the two bends remains zero, which results in a 

spiral resting in a plane. In situation B) only the twist remains zero, which results in a spiral that 

leaves the plane. And in situation C) the two bends remain zero, resulting in twisted straight rod. 

When all curvatures and twist would remain zero, the result would be an untwisted straight rod. Any 

arbitrary shape can be modelled by varying the curvatures and twist along the curvilinear abscissa. 

The Kirchhoff model is a continuous model and requires that every point, along the curvilinear 

abscissa, of the rod has specified two curvatures and one twist. A numerical model of the Kirchhoff 

equations would be impractical for Computer Graphics to implement, because the numerical model 

would require an almost infinite number of infinite small elements to remain stable; the slightest 

change in value of the material curvatures and twist will have a big impact on the overall shape of 

the rod. The infinite amount of elements would result in a large amount of time being spent on 

calculations. (Bertails, et al., 2005b), (Bertails, et al., 2006) and (Bertails, 2009) introduced another 

approach of discretion that uses symbolic calculations which results in a faster and more stable 

implementation of the Kirchhoff equations. This form of discretization transformed the Kirchhoff 

model, derived by Kirchhoff in 1859, into the Super-Helix model. 

A Super-Helix is composed of   helical elements    indexed by          , each element being 

parameterized by a constant twist      and two constant curvatures    and   . The full Super-

Helix is thus parameterized by the    generalized coordinates        , where          specifies the 

mode of deformation for each element. The vector of size    collecting all the generalized 

coordinates is denoted  , while the three functions        ,         stand for the piecewise 

constant twist and curvature functions along the rod: 

                       

     

            

where       equals   for      and   elsewhere.  

The generalized coordinates   can be used to reconstruct the rod. The equations listed in this section 

can be combined to form a differential equation with respect to  . By integration of this equation, 

one obtains the material frame      .       can then be integrated to obtain the centreline      of 

the Cosserat Rod. Both, material frame       and centreline       are a function of   and  . The 

reconstruction of       and      will be described in the next section. 

(Bertails, et al., 2005b), (Bertails, 2006), (Bertails, et al., 2006), (Bertails, 2009) 

4.1.1.2. Super-Helix Reconstruction 

In the previous section mentioned integration can be carried out analytically; the integration with 

respect to   has a symbolic solution over every element    of the Super-Helix. By patching the 

solutions together, the model deforms as a helix over every element and is   -smooth3 over the rod; 

between adjacent elements, both the centreline and the material frames are continuous. 

                                                           
3 The class   -smooth consists of all the differentiable functions whose     derivative is continuous; 

  -smooth functions are called continuously differentiable. 

http://en.wikipedia.org/wiki/Differentiable_function
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A Super-Helix is divided into   helical elements    indexed by          , where the element 

                . In this definition, the value    represents the curvilinear abscissa at the 

end of element   . This means that      and     . 

Let    be the length of the element   : 

           

For simplicity in the remainder of the section, the value          denotes the curvilinear abscissa 

of an element   . This value can be calculated with the following equation. 

         

To preserve   -smoothness over the rod, both the centreline and the material frames must be 

continuous between adjacent elements. Thus for      the following relationship holds: 

                     

                 

Figure 17 summarizes the main notations used for an element   . 

 

Figure 17. Super-Helix Element 

When considering that each element of the Super-Helix is being parameterized by a constant twist 

     and two constant curvatures    and   , it can be shown that the Darboux vector stays 

constant along the element. This would mean that the change of the Darboux vector along the 

curvilinear abscissa remains zero. 

Starting from the equation that calculates the Darboux vector: 

               

       

 

I take the derivative of the Darboux vector with respect to  : 
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Because                  , the equation becomes: 

                       

       

 

Because a cross-product is distributive over addition, the equation becomes 

                     

       

 

And because                          , the equation becomes: 

                

Now it becomes clear that the first order derivative of the Darboux vector remains zero along the 

entire element, because a cross-product between similar vectors will result in   by definition. Thus 

the derivative of the Darboux vector becomes: 

                     

As the first order derivative of the Darboux vector is  , The Darboux vector will be constant along 

each element. For a given element   , one can therefore use   the norm of the vector   and 

      the unit vector aligned with  . Finally, we write            and         as the 

projection of an arbitrary vector   parallel to and perpendicular to the axis spanned by  , 

respectively. 

Since   is constant, and can be seen as an angular velocity vector, integration of equation        

over an element becomes straightforward. The material frame ‘rotates’ around   with a constant 

rate of rotation   per unit of curvilinear length. Therefore, the material frame at coordinate      

is obtained from the material frame         given on the left-hand side of the interval    , by a 

rotation with angle     and axis parallel to  : 

            
          

                     
               

Because            , the centreline       can be found by the spatial integration of the tangent,  

       : 

                
           

     
        

 
       

     
          

 
 

Where       is the prescribed position of the centreline on the left-hand side of the interval. 

Above equations provide the explicit reconstruction of an element. Its centreline is a helix with axis 

parallel to  . Two degenerate cases are possible and must be considered separately: the curve is an 

arc of circle when     and      or     ; it is a straight line when        , which can be 

twisted (   ) or untwisted (   , implying    ). 

Figure 18 shows an illustration of the reconstruction of an element. In this illustration vectors    and 

   represents     
     and     

    , which are the projection of         parallel to and perpendicular 
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to the axis spanned by  , respectively. The vector    represent       
    , which is the vector 

perpendicular to    and   . 

For the calculation of the three vectors        , the component of         in the direction of    

remains constant over  , while the components of         in the direction of    and    spins around 

the axis of the Darboux vector   with a velocity equal to the norm of the Darboux vector, which is  . 

The rotation can be calculated through the use of trigonometric functions. 

For the calculation of      , the component of         in the direction of    is multiplied with  , 

which results in a position that moves along in the direction of the Darboux vector  ,  while the two 

components of         in the directions    and    orbits around the axis of the Darboux vector   

with a velocity equal to the norm of the Darboux vector, which is  . This rotation is also achieved 

through the use of trigonometric functions. The starting point of the helix element is determined by 

     , and the radius of the helix is determined by dividing the trigonometric functions with the 

norm of the Darboux vector  . 

 

Figure 18. Super Helix Reconstruction 

At this point the constant Darboux vector   of an element can be calculated, when the three         

of that element are known, with:  

                

       

 

This Darboux vector and the three         can then be plugged into         to calculate the Darboux 

frame of the element along the curvilinear abscissa, and when       is known, it becomes possible 

with equation       to calculate the centreline of the element along the curvilinear abscissa. 

As mentioned earlier, because one end of the hair strand,    , is clamped into the head, the 

position and orientation of the initial frame of the clamped end are imposed by head motion:  
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        and       of element    are thus specified and can be used to reconstruct the centreline and 

material frames of the first element. With the smoothness conditions: 

                     

                 

        and       of element    are thus specified and can be used to reconstruct the next element. 

This process can be repeated till one reaches the last element of the Super Helix. By recursively 

patching the helix elements together one can reconstruct the entire Super-Helix, starting from the 

clamped end     and continuing until the free end     is reached. 

A Super-Helix is a realistic, stable and efficient hair simulation model. All integrations are performed 

symbolically offline, leading to a quick and accurate evaluation of the coefficients in the equation. 

The inextensibility constraints, enforced by a unity Darboux frame, are incorporated into the 

reconstruction process. This means that all generalized coordinates in vector   are free of any 

constraints and the stiff constraints of inextensibility have been removed from the equations.  

The method allows for a well-controlled space discretization, leading to stable simulations even for a 

small number of elements  . When     the discretion becomes so small that the original 

Kirchhoff equations are recovered, making the simulation very accurate. By tuning the number of 

elements, one can freely choose the best compromise between accuracy and efficiency, depending 

on the complexity of the hairstyle and the allowed computational time. Typically a value of     

elements is sufficient to model believable human hair. As every element has three degrees of 

freedom, the total hair strand has       degrees of freedom. 

(Bertails, 2006), (Bertails, et al., 2006) 

4.1.1.3. Super-Helix Potential Energy 

As mentioned in earlier chapters, the formation of a hair shaft can be seen as an extrusion from the 

hair follicle, and its shape remains relatively constant along the entire strand. This means that the 

hair strand has an almost uniform cross section, a natural twist and natural curvatures all along the 

shaft. These twist and curvatures are responsible for the shape of the hair and will determine 

whether the hair becomes straight, curly, or fuzzy. 

This intrinsic curliness of the hair can be expressed by natural torsion and curvatures   ,   
  and   

 , 

which describes the state of the rod when the hair is not subject to external forces. Because the 

natural curvatures and torsion are roughly constant along the entire hair strand, the configuration of 

a hair strand in the absence of external forces becomes a plain helix.  

However, when the hair is subject to a gravity field, the shape of the hair strand at rest will be an 

equilibrium between the downward pull of the gravity field and the elastic properties of the hair 

trying to recover the hair strand to a naturally helical shape. The stable equilibrium shape of the hair 

strand can be found by searching for the configuration that minimizes the potential energy stored 

within the hair. The potential energy stored within the hair strand can be formulated as: 
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where    is the internal elastic energy of the rod and    the energy of the rod accounting for gravity.  

Figure 19 contains three screenshots taken from within the hair framework. These three illustrations 

show – from left to right – energy minimization with:  

a) only the internal elastic energy   , resulting in a hair strand deforming like a plain helix with 

natural torsion and curvatures   ,   
  and   

 .   

b) only the potential gravitational energy   , resulting in a hair strand hanging straight down to 

the ground. 

c) both the internal elastic energy     and the potential gravitational energy   , resulting in an 

equilibrium between these two energies. The hair strand forms a ringlet. 

The red and yellow colours in the illustrations represent the different elements of the Super-Helix 

which is used to model the shape of the hair strand.  

   

Figure 19. Energy Minimization 

The equations used for calculating the internal elastic energy     and the potential gravitational 

energy    will be explained in the following sub sections. 
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4.1.1.3.1. Elastic Energy 

Assuming that the hair strand is a rod with an elliptic cross section and obeying Hooke’s law for 

elasticity, (Bertails, et al., 2005a) proposes that   , the internal elastic energy, can be written as: 

     
   
 

         
    

   
 

         
    

  

 
             

 

 

 

where   is the Young’s modulus,   is the shearing modulus,    and    are the momentum of inertia of 

the rod's cross section with    and    respectively, and   is the axial momentum of inertia.  

The Young’s modulus and shearing modulus are both modulus of elasticity. The Young’s modulus is a 

measure of stiffness of an elastic material; it describes the material’s response to linear strain, while 

the shearing modulus is a measure of shear strain; it describes the material’s response to shearing 

strains. The shearing modulus   can be calculated from the Young’s modulus   with:  

  
 

      
 

where   is the Poisson’s ratio of the material. When a piece of material is stretched in one direction 
it tends to get thinner in the other two directions. The Poisson’s ratio is the ratio of transverse 
contraction strain to the longitudinal extension strain in the direction of stretching force. 
 
The momentum of Inertia is a measure of an object's resistance to changes in its rotation rate. It is 

dependent on the shape of the material. Because the cross section of a hair strand has an elliptic 

shape, the equation for the moment of inertia of an ellipse is taken: 

    
     

 
 

    
     

 
 

   
    

 
        

The momentum of Inertia depends on the principal radii of the ellipse, in the equations above   

represents the major axis of the ellipse along   , and   represents the minor axis of the ellipse along 

  . The ellipticity    of the eccentricity is calculated with: 

   
     

  
 

where   and   follow from the average radius   of the hair strand:  

  
   

 
 

The eccentricity of an ellipse ranges from   to  , where a perfect round circle has an eccentricity of  , 

and an increasingly flattened ellipse has an eccentricity going to  . 

http://en.wikipedia.org/wiki/Rotation
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Table 1 contains a list of physical measurements done by (Bertails, et al., 2006). This table contains 

natural quantities for average radius  , eccentricity  , Poisson’s ratio   , and Young’s modulus  . The 

table contains the natural quantities of the three broad categories of hair in the world; Asian, 

Caucasian and African. These values are used as input for the equations above, needed to calculate 

the internal elastic energy    of the hair strand. 

Table 1. Physical Quantities of Natural Hair 1 

 Asian Caucasian Caucasian African 

( )  Radius                          
( )  Eccentricity                  
( )  Poisson’s ratio                     
( )  Young’s modulus                             

 

The natural intrinsic curliness of the hair,   ,   
  and   

 , are roughly constant along the entire hair 

strand, and can be specified by the following equations: 

   
  

     
  

  
  

 

  
 

  
    

In these equations,    and    represent the radius and step size of the helix. These quantities are 

visually represented in Figure 20.    and    specifies the helical shape to which the hair returns when 

elasticity is the only force acting on the hair strand. 

 

Figure 20. Helix Radius and Step Size 
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Table 2. shows some typical values for radius     and step size    used to represent smooth, wavy, 

curly or fuzzy hair. 

Table 2. Physical Quantities of Natural Hair 2 

 Smooth Wavy Curly Fuzzy 

(  )  Helix Radius                             
(  )  Helix Step                             

 

4.1.1.3.2. Gravitational Energy 

(Bertails, et al., 2005a) proposes that   , the potential gravitational energy, can be written as: 

            
 

 

   

where   is the volumic mass of the rod,   the area of its cross section,   the gravity field value and 

     the vertical coordinate of element    at curvilinear abscissa  . 

The area of the cross section is dependent on the shape of the cross section. Because the cross 

section of a hair strand has an elliptic shape, the equation for the area of an ellipse is taken: 

        

Table 3 contains a list of physical quantities. This table contains the natural quantities for hair density 

 , and earth’s gravity field value  . These values are used as input for the equations above, needed 

to calculate the potential gravitational energy    of the hair strand. 

Table 3. Physical Quantities of Natural Hair 3 

 Constants 

( )  Hair Density           
( )  Gravity Field           

 

Although the internal elastic energy    and the potential gravitational energy    of the hair strand 

are known, they cannot yet be directly used in the implementation of the hair simulation & rendering 

framework. The integrals of both equations need to be solved. 

For the elastic energy, the internal elastic energy    can be rewritten as the sum of elastic energy 

stored within every element    of the hair strand:  

      
   
 

      
    

   
 

      
    

  

 
          

  

 

 

   

 

Because the torsion   and two curvatures    and    are constant along the curvilinear abscissa from 

  to    of a single element     , integration becomes straight forward and the result of the 

integration is: 
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which result in an implementable elastic energy equation: 

     
   
 

      
    

   
 

      
    

  

 
           

 

   

 

This equation calculates the difference between the natural and actual torsion and curvature of the 

super-helix. The quadratic difference is multiplied with a stiffness penalty, which depends on the 

stiffness of the hair material and the shape of the hair cross section. The more a hair deviates from 

its natural torsion and curvature, the larger the internal elastic energy of the hair strand becomes. 

When the hair strand has a natural torsion and curvature, the energy will become zero. 

The potential gravitational energy is more difficult to be rewritten to an implementable version. 

Knowing that      is the vertical coordinate of element    at curvilinear abscissa  ,       can be 

replaced with            : 

                    
 

 

   

where       is a constant vector pointing along the vertical axis of the world. As       is constant, it 

can be pulled out of the integral: 

              
 

 

         

and because      is the integral of       : 

                  
 

 

    
 

 

         

The function                is continues and bounded by the triangular domain: 

                      

By Fubini’s Theorem,         can therefore be integrate over domain   by choosing any order of 

integration. By exchanging the order of integrals in the above integral, the equation becomes: 

                  
 

  

 
 

 

          

because    
 

  
      

        : 

                       
 

 

          

Remembering that         , the potential gravitational energy    can be rewritten as the sum 

of gravitational energy stored within every element    of the hair strand:  
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After splitting the integral in two parts, and pulling the constant          out of the integral, the 

equation becomes: 

                               
  

 

               
  

 

 

 

   

       

The integral of         is defined to be      , thus: 

                         
 

  
               

  

 

 

 

   

       

which becomes: 

        

 

 
 

                                      
  

              
 

 

 
 

 

   

       

Working out the integral  : 

        
            

                      
                  

  

 

 

which becomes: 

   
    

  
   

 
     

  
 
                     

          
  

 
                     

    

 

  

 

Which result in an implementable gravitational energy equation: 

                                   

 

   

       

where:  

   
    

     
 

 
     

  
 
                      

          
  

 
                    

     

This equation calculates the vertical area      
 

 
 of the hair – where       . Multiplying this area 

with the hair density and the hair cross section results in finding the vertical centre of mass of the 

hair.  A hair strand located mostly under      would have a negative centre of mass, and a hair 
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strand located mostly above       would have a positive centre of mass. Multiplying the centre of 

mass with the gravity field value results in the potential gravitational energy of the hair. 

(Bertails, et al., 2005b), (Bertails, 2006) 

4.1.1.4. Super-Helix Algorithm 

At this point, the equations for calculating the centreline      and the material frame       of a 

Super-Helix and the equations for calculating the potential energy       stored within the Super-

Helix are known. These equations can be used to calculate the equilibrium shape of an individual hair 

strand subject to gravity and internal elasticity. 

The first step in calculating the shape of a hair strand is by specifying how the hair strand is 

discretized; the rod will be divided into   elements with length      specified for every element  .  , 

the vector of size    collecting the piecewise constant twist and curvatures     ,        , is 

initialized with the intrinsic natural torsion and curvatures   ,   
  and   

  of the hair strand: 

           
  

Under the assumption of the following redundant notation: 

  
     

Natural quantities for the intrinsic torsion and curvature can be found in Table 2. 

The argument for initialize   with the natural torsion and curvature is that these would be the values 

that the vector would have when belonging to a hair strand whit no external forces applied to it. As 

the aim of the algorithm is to find the   that minimizes the potential energy      , and computing 

the corresponding configuration of the rod, starting with the intrinsic torsion and curvatures would 

be an intuitive choice, as this would set the internal elastic energy    to the minimum value. 

For minimization, energy       will be initialised with the maximum value possible and until       

converges to a fixed value, the algorithm iteratively proceeds with the following steps: 

 Compute the elastic energy    using the equation for internal elastic energy. The generalized 

coordinates   act as input for the equations. The constants of the equation for internal 

elastic energy are user specified; natural quantities for the constants can be found in Table 1. 

 Calculate formally the configuration of the rod, by recursively calculating the vectors         

and       for every element   . The generalized coordinates  , and the clamped position 

and orientation    and      act as input for the equations. 

 Compute the gravitational energy    using the equation for potential gravitational energy. 

The generalized coordinates   and the vectors         and       act as input for the 

equations. The constants of the equation for potential gravitational energy are user 

specified; natural quantities for the constants can be found in Table 3. 

 Perform a minimization step for            , using the zero order gradient search 

approach (Rosenbrock, 1960). This search algorithm changes the values in vector   to the 
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new location in parametric space that needs to be sampled for its energy      . The gradient 

search algorithm will be explained later in section Energy Minimization. 

Knowing the vector    that minimizes energy      , and the position and orientation of the clamped 

end of the hair strand, the final shape of the hair strand is recursively calculated. 

4.1.2. Hair Collision 

To create realistic hair, it is necessary to account for both hair-object collision and hair self-collisions. 

Hair-object collisions are needed to prevent that hair strands penetrate objects in the scene, while 

hair self-collision is essential for giving an adequate volume of hair. The hair-object collision and hair 

self-collisions are computed with the help of primitive collision geometry, which act as 

approximations for the objects present in the scene. 

Positions are sampled at fixed intervals    along the curvilinear abscissa of the hair strand. Every 

sampled position    – where               – is then tested against the collision geometry for 

the amount of penetration. The collision response, which the collision geometry    has on position 

  , is computed using an elastic penalty force     , where the elastic penalty force is calculated with 

the following equation: 

     
 

 
                  

 
 

Above equation is derived from Hooke’s spring equation;    is a user defined variable representing 

the stiffness parameter of the collision geometry   , and         represents the amount of 

penetration of position    within collision geometry   . To prevent a penalty force when the amount 

of penetration is negative, the minimum value of penetration is set to zero. 

Summing all elastic penalty forces – for every sampled position    on the curvilinear abscissa, with 

every geometry    present in the scene – together results in the total amount of collision penalty 

that the hair configuration gathers. Because this energy should not be dependent on the amount of 

discretization, the sum is normalized by multiplying the sum with the step size   . The collision 

energy becomes: 

            

 

   

 

 

As the Super-Helix model is based on energy minimization, accounting for collision detection and 

response simply amounts to minimizing the new energy       defined as: 

               

Minimizing the value for       will now result in a shape of the hair strand that tries to avoid 

penetration of collision geometry.   

Note however that a small increase in collision energy could lead to a larger decrease in gravitational 

and elastic energy, resulting in a hair with less potential energy. This increase in collision energy 

indicates that the hair lies slightly beneath the surface of the collision geometry. To avoid that this 
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hair penetrates an object, it is advised to approximate this object with a collision geometry that is 

slightly larger than the object. 

4.1.2.1. Collision Geometry 

The collision geometry is responsible for calculating the penalty force     . The geometry is created by 

setting the centre, the orientation, the dimensions, and the stiffness parameter of the geometry. 

Different geometrical shapes have been implemented, where every geometry contains a function 

that accepts a position in space as parameter and returns the corresponding penalty energy of the 

geometry. 

Three geometric shapes have been implanted. These are the ellipsoid, the sphere and the cuboid. An 

ellipsoid is a good approximation to represent the collision hull of round objects. As an ellipsoid 

resembles the shape of a head, I have used this geometry to account for the hair-head collisions. The 

sphere – a special case of the ellipsoid, where all dimensions are equal – is a perfect approximating 

for the collision between hair and spherical objects. And last, the cuboid is implemented to account 

for collisions between hair and flat or box-like objects.  

Although these three shapes are sufficient to account for most of the collisions in a scene, more 

complex shapes can be implemented and added to the hair simulation & rendering framework to 

approximate models with a higher complexity. The only criterion is that the model must implement 

an abstract collision interface, which specifies the method that calculates the penalty energy from a 

three-dimensional position in space. 

In the following two sections I will describe how the penalty energy is calculated from the ellipsoid 

and cuboid. The sphere is explained together with the ellipsoid, as it is a special case of the ellipsoid 

shape. 

4.1.2.1.1. Ellipsoid 

In geometry, an ellipsoid is a type of shape that is a higher dimensional analogue of an ellipse. The 

equation of a standard axis-aligned ellipsoid body centred in a three-dimensional Cartesian 

coordinate system is: 

  
 

 
 

 

  
 

 
 

 

  
 

 
 

 

   

where   and   are the equatorial radii along the  -and  -axes respectively and   is the polar radius 

along the   -axis, all of which are fixed positive real numbers. 

Figure 21 is an illustration of an ellipse – the two-dimensional analogue of the ellipsoid. This 

illustration will be used as reference to describe how the penetration of an ellipsoid is calculated. In 

the illustration   and   are unit vectors that represent the two axis of the local coordinate system. 

The ellipsoid will have a third unit vector  . Specifying the directions of these vectors will determine 

the orientation of the ellipsoid.   and   specify the dimension of the ellipse. The ellipsoid will have a 

third dimension  .   represents the sampled positions, tested for penetration. 
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Figure 21. Penetration of an Ellipse 

To calculate the amount of penetration that a position has with respect to an ellipsoid, the sampled 

position        is transformed into a vector         which points from centre   of the collision 

geometry in the direction of position       : 

                 

where the distance of the vector becomes: 

               

Projecting      on each of the axis of the local coordinate system:  

             

             

             

and writing        as: 

                  

Sampled position        has effectively been rewritten to a position       , which is located in the 

local coordinate system of the collision geometry. Because this local coordinate system has its axis 

centred and aligned with the ellipsoid body, the equation of an ellipsoid body can be used for the 

positions located within this coordinate system. 

Using the coordinates of        in the equation of an ellipsoid, the result becomes:  
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where       is a value greater or equal to zero representing the relative distance to the centre of the 

ellipsoid.  A ratio of zero represents a position located at the centre of the ellipsoid, while a ratio of 

one represents a position located on the surface. A ratio greater than one indicates a position located 

outside the ellipsoid body. 

When dividing      by       we get the distance of the vector          : 

    

     
             

where   is a positive value that scales         so that the scaled vector becomes a vector pointing at 

the surface of the ellipsoid. Subtracting the      from the magnitude of this vector will result in the 

amount of penetration of position        into the ellipsoid: 

     
    

     
      

Where      represents the distance between         and          . 

Finally, the penalty collision energy can be calculated with the following equation:  

         
 

 
              

 
 

Where   is the stiffness parameter of the collision geometry. 

4.1.2.1.2. Sphere 

In geometry, the sphere is a special case of the ellipsoid where all dimensions are equal. By replacing 

 ,   and   in the equation of the ellipsoid with  , we get the equation of a sphere: 

  
 

 
 

 

  
 

 
 

 

  
 

 
 

 

   

Or, when moving   to the left side of the equation: 

            

where   is the radius of the sphere, which is a fixed positive real number.  

The reason to additionally implement the sphere as a collision geometry, instead of using the more 

generic ellipsoid with equal dimensions      , is that some optimizations can be done with the 

calculations of penetration. These optimizations can result in a considerable decrease in calculation 

time when the number of sampled positions    is large. 

Figure 22 is an illustration of a circle – the two-dimensional analogue of the sphere. This illustration 

will be used as reference to describe how the penetration of a sphere is calculated. In the illustration 

  and   are unit vectors that represent the two axes of the global coordinate system. The sphere will 

have a third unit vector  . The value   specifies the radius of the circle, respectively sphere.   

represents the sampled positions, tested for penetration. 
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Figure 22. Penetration of a Circle 

To calculate the amount of penetration that a position has with respect to a sphere, the sampled 

position        is transformed into a vector         which points from centre   of the collision 

geometry in the direction of position       : 

                 

where the distance of the vector becomes: 

              

At this point, the calculations of the sphere become different from that of an ellipsoid. Because a 

sphere is point symmetric, it does not matter how the collision geometry is orientation of the local 

coordinate system. By assuming that the alignment of the local coordinate system matches that of 

the global coordinate system, we can use the  ,   and   values of         directly into the equation 

of the sphere without the need of projecting them on the axis of the local coordinate system: 

           
 

     
       

where      is a value greater or equal to      representing the distance to the centre of the sphere. 

A ratio of      represents a position located at the centre of the sphere, while a ratio of   represents 

a position located on the surface. A ratio greater than   indicates a position located outside the 

sphere body. 

Subtracting the      from the radius   of the sphere will result in the amount of penetration of 

position        into the sphere: 

            

Where      represents the minimal distance between         and the surface of the sphere. 

Finally, the penalty collision energy can be calculated with the following equation:  
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Where   is the stiffness parameter of the collision geometry. 

4.1.2.1.3. Cuboid 

In geometry, a cuboid is a type of shape that is a higher dimensional analogue of a rectangle. The 

cuboid is a solid figure bounded by six rectangle faces, in which each pair of adjacent faces meets in a 

right angle. The equation of a standard axis-aligned cuboid body centred in a three-dimensional 

Cartesian coordinate system is: 

 
 

 
       

 

 
       

 

 
    

or: 

                      

where   is the distance of the left and right face along the  -axis,   is the distance of the top and 

bottom face along the  -axis, and   is the distance of the front and back face along the   -axis. All of 

the distances are fixed positive real numbers.  

Figure 21 is an illustration of a rectangle – the two-dimensional analogue of the cuboid. This 

illustration will be used as reference to describe how the penetration of the cuboid is calculated. In 

the illustration   and   are unit vectors that represent the two axis of the local coordinate system. 

The cuboid will have a third unit vector  . Specifying the directions of these vectors will determine 

the orientation of the ellipsoid.   and   specify the dimension of the rectangle. The cuboid will have 

a third dimension  .   represents the sampled position, tested for penetration. 

 

Figure 23. Penetration of a Rectangle 
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To calculate the amount of penetration that a position has with respect to a sphere, the sampled 

position        is transformed into a vector         which points from centre   of the collision 

geometry in the direction of position       : 

                 

Projecting      on each of the axis of the local coordinate system:  

             

             

             

and writing        as: 

                  

Sampled position        has effectively been rewritten to a position       , which is located in the 

local coordinate system of the collision geometry. Because this local coordinate system has its axis 

centred and aligned with the ellipsoid body, the equation of an ellipsoid body can be used for the 

positions located within this coordinate system. 

Using the coordinates of        in the equation of an ellipsoid, the result becomes:  

                                     

where      ,      an       are values greater or equal to      representing the distance of        

along the  -,  - and  -axis of the local coordinate system respectively. A value of zero represent a 

position where the offset on the corresponding axis is zero, while a value that equals the value of the 

corresponding dimension represents a position on one of the two corresponding rectangular faces. A 

value greater than the value of the corresponding dimension represents a position located outside 

the cuboid body.  

Because the values      ,      an       are independent of each other – they do not influence each 

other; every value can be treated separately. Subtracting the distances from the dimensions  ,   and 

  respectively will result in three different penetration values:  

              

              

              

each corresponding to the minimum penetration of two opposite faces. 

Finding the minimum value of the three penetrations will result in the amount of penetration of 

position        into the cuboid: 

                              

Where      represents the minimal distance between         and the nearest surface of the cuboid. 
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Finally, the penalty collision energy can be calculated with the following equation:  

         
 

 
              

 
 

Where   is the stiffness parameter of the collision geometry. 

4.1.2.2. Multiple Layered Envelopes 

When minimizing the potential energy of a hair strand, a hair that would otherwise fall through a 

collision geometry, will now be pushed to a location near the surface of the corresponding collision 

geometry. In the case of the collision geometry of the head, the aggregated hair will be pushed to the 

surface of the geometry to form a thin sheath surrounding the head of the model. The hairstyle of 

the model will look surrealistic because it lacks the volume of natural hair. The volume of natural hair 

is caused by hair self-collision and should be approximated in the framework to create believable 

render results. 

The collision detection between hairs is a very expensive operation. (Lee, et al., 2000) has developed 

a technique that adds volume to hair without worrying about the exact collision occurring between 

individual hair strands. The principle is based on the following hypothesis: the hair growing on the 

top of the head should always cover the hair growing below. The idea then is to create a series of 

envelopes around the head, and detecting the collision of each hair with the envelope corresponding 

to the elevation of the hair strand. This method is simply the extension of the algorithm for detecting 

collisions between the hair and the head. Of course, it only works if the head remains static and 

oriented vertically. A similar approach is taken in this project, and will be explained below. 

Figure 24 is an illustration of the technique implemented in this project. This illustration shows an 

approximation of a head, represented by the filled ellipse, and a layered collision hull, represented by 

the area between the two dotted ellipses.   represents the sampled position, tested for penetration. 

 

Figure 24. Layered Collision Envelopes 
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Originally, the collision geometry is created by setting the centre, the orientation, the dimensions, 

and the stiffness parameter of the geometry. Adding an additional value   – the volume – to the 

collision geometry, allows the calculation of a series of envelopes, and detecting the collision of each 

hair with the envelope corresponding to the elevation of the hair strand. 

An envelope can be created by increasing the size of a collision geometry by a fixed amount       in 

all directions. Calculating the amount of penetration that a point makes with an envelope is thus the 

amount of penetration that a point makes with a collision geometry and adding       to the 

calculated amount of penetration:  

                        

The value       is specified by the elevation of the hair follicle. Every hair has one end of the hair 

strand,    , clamped into the head while the other end,    , is free of constrains. The clamped 

position         is the position where the hair follicle is located. By evaluating the position of 

every hair follicle, one can find the follicle with the lowest position and the follicle with the highest 

position on the head. Let      be the vertical elevation of the lowest follicle, let      be the vertical 

elevation of the highest follicle, and let          be the vertical elevation of the follicle corresponding 

to the currently sampled hair. With this information       can be calculated by the following 

equation: 

              

where             is the value of a linear interpolation between      and     . The value of 

      is calculated with the following equation: 

      
             

         
 

In the situation where          equals     ,  the value of       will be zero. When          equals 

    , the value of       will be  . For all other values of         , the value of       will range 

between zero and  . 

The ellipsoid that approximates the head of the model has a positive  . This ensures that the hair 

strand growing on the top of the head should always cover the hair growing below. A negative   can 

be used for collision geometry located on the outer side of the hairstyle.  In this case the hair growing 

below should always cover the hair strand growing on the top of the head. The magnitude of   

determines the spacing between the hair strands, and thus the volume of the hairstyle. 

The penalty collision energy of the envelope can be calculated with the following equation:  

         
 

 
                    

 
 

This equation will replace the collision energy calculations mentioned in the previous section. Note 

that resetting a possible negative amount of penetrations to zero happens after adding       to 

    ; a sampled position which is located outside the collision geometry can cause a penetration 

inside of the envelope. 
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4.1.3. Energy Minimization 

In the paper of (Bertails, et al., 2005b) the energy minimization of the Cosserat Rods is performed by 

the Davidon–Fletcher–Powell method described in (Fletcher, et al., 1963). The Davidon-Fletcher-

Powell optimization algorithm belongs to the family of first order optimization algorithms known as 

gradient descent or steepest-descent, which means that the algorithm finds a local minimum of a 

given function by iteratively traversing the parameter space with the path that has the steepest 

gradient. This process is continued until the gradient converges to zero.  

While the Davidon-Fletcher-Powel algorithm is performing well in (Bertails, et al., 2005b), I have 

taken another approach in this project. I have chosen to use the Rosenbrock method instead. The 

Rosenbrock method, explained in (Rosenbrock, 1960), is a zero order search algorithm, which means 

that it does not require any derivatives or gradients from the basic function that needs to be 

optimized. While only simple evaluations of the basic function are required, it can approximate a 

gradient search; thus combining advantages of zero order and first order strategies. My opinion is 

that this algorithm is particularly well suited for the Cosserat Rod, because the derivatives of the 

energy function of the Cosserat Rod are more complex to calculate than the original energy 

functions; while more evaluations are needed with the Rosenbrock method, it will lead, in the long 

end, to a more stable method due to how the derivative of a function is approximated. 

4.1.3.1. Optimization Introduction 

The simplest way of finding a minimum of a function      would be to change the variables 

             in turn, reducing   as far as possible with each variable and then passing on to the 

next. With two parameters, the method works well if the contour lines of the plotted   are nearly 

circular, but becomes very slow when there exist a correlation between the two dimensions. The 

existence of an interaction corresponds to the presence of a long, narrow ridge when plotting the 

function. If this ridge is not parallel to one of the two axes, progress will only be made by small steps 

in    and    in turn. 

Because of this difficulty, the method of steepest descent is usually recommended. In its general 

form, this approach consists in finding the direction of steepest descent from: 

   
  

   
   

  

   
 

  

   

  

Where    are the components of a unit vector    in the required direction. The value of   is then 

calculated at new points along a line from the first point parallel to    until the least value is 

attained. Starting from this lowest point, the process is repeated; the values for    are evaluated 

again and progress is made along a line parallel to the new vector   . 

At first sight this method seems very effective, but it has a big disadvantage. The vector    will be 

perpendicular to the contour at the initialisation point and progress will be made until the local 

contour is parallel to   . At this point    will be found, and it is perpendicular to the local contour, 

and therefore to   . Similarly    will be perpendicular to     and hence parallel to   . Thus with two 

variables the method of steepest descent is equivalent to the method of changing one parameter at 

a time.  
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The two directions which will be used are fixed once for all by the choice of the initialisation point, 

and need have no relation to the direction of any ridges that may be present. If the contours are 

nearly circular, the method of steepest descent will have a small advantage, but this situation has 

often no practical importance. 

Figure 25 is an illustration that shows the behaviour of steepest-descent on the Rosenbrock function. 

The Rosenbrock function is a non-convex function often used as a performance test problem for 

optimization algorithms. The Rosenbrock function is also known as Rosenbrock’s valley or 

Rosenbrock’s banana function, as the global minimum is inside a long, narrow, parabolic shaped flat 

valley. In the illustration it becomes clear that steepest-decent has no problem with finding the 

valley, but needs many small perpendicular steps to converge to the global minimum. 

The Rosenbrock function is defined by: 

                          
    

And has its global minimum at         . 

 

Figure 25. Rosenbrock Function 

When there are more than two variables, the two methods are no longer equivalent: each vector   in 

the method of steepest descent is normal to the preceding vector, but   successive vectors do not 

necessarily form a mutually orthogonal set. However, (Rosenbrock, 1960) believes that the method 

of steepest descent will have no advantage compared to the method of changing one parameter at a 

time; certainly not if the main difficulty in a problem arises from the interaction of only two variables. 
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To overcome this disadvantage, (Booth, 1955) has proposed a modification to the method of 

steepest descent. The direction    is found as before, and progress is made parallel to it until the 

least value is attained. The distance from the starting point is then multiplied by     and is evaluated 

at the point so found. After a fixed number of repetitions of this procedure one step of full length is 

taken. By only traversing a given direction partially, we break the condition that every new direction 

     will be perpendicular to the current direction    being traversed. A step of full length at every 

fixed number of repetitions is needed to guarantee that the local minimum will eventually be 

reached. 

The modification proposed by (Booth, 1955) would solve the problem, but there is a further difficulty 

with steepest descent. The partial derivatives of   must be obtained numerically at the beginning of 

each step. This can be done by evaluating   at two neighbouring points and using for example: 

  

   
 

                               

 
 

when approximating the partial derivative of   . The value of   in above equation must be small 

enough so that the second term of the tailor polynomial: 

  

 

   

   
 

 

can be neglected. However when   is as small as this, the method will fail to detect small values of 

       due to a lack of precision in the data format used for calculation. This can lead to problems 

at plateaus of a function  , where the optimization method fails to detect the correct direction   of 

the next step. Other optimization problems that numerically calculate their gradient exhibit the same 

problem, including Davidon–Fletcher–Powell minimization method used in (Bertails, et al., 2005b). 

To tackle above problems, (Rosenbrock, 1960) developed a new method that is better suited for 

numerical calculating the optimum of a function. This method, called the Rosenbrock method, will be 

explained in the next section. 

4.1.3.2. Rosenbrock Method 

(Rosenbrock, 1960) identifies three main problems which have to be met in developing a practical 

optimization method. These three problems are: 

 Determining the length of a step 

 Determining the direction of a step 

 Inserting the limits and constraints of the function   

Because the generalized coordinates   – which contain the curvature and torsion values of the 

Super-Helix – are free of any constraints, the problem of inserting the limits and constraints of a 

function can be discarded from this project. The solution of (Rosenbrock, 1960) to the other two 

problems will be described below. 

The first problem is to decide the length of a step to be taken in the desired direction, assuming this 

direction is known. The approach taken by (Rosenbrock, 1960) is to try a step of arbitrary length  . If 
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this step succeeds,   is increased by multiplying it with   – where    . If it fails,   turns sign and 

decreases by multiplying it with –  , where      . An attempt is Successful if the new found 

value of   is less than or equal to the previous value. Thus if   is initially so small that it makes no 

change in the function  , it will be increased on the next attempt. Each such attempt is called a trial. 

The second problem is to decide when and how to change the directions   in which the steps of 

length   are taken. The approach taken by (Rosenbrock, 1960) is to work throughout   orthogonal 

directions    – where       – rather than choosing a single direction in which to progress at each 

stage. The reason to do this is that it is necessary anyway to examine the neighbouring points in each 

of   directions, in order to determine the best direction of advance. If one of the points examined in 

this way makes   less than the previous value, it could as well be accepted as a new starting point. 

Trials are performed in each of the   orthogonal directions in turn, and this process continues until at 

least one trial has been successful in each direction, and one has failed thereafter. A trial in a given 

direction will eventually succeed because, after repeated failures,   becomes so small that it causes 

no change in the function  . The set of trials made with one set of orthogonal directions, and the 

subsequent change of these directions are called a stage.  

After the completion of a stage a new set of orthogonal direction    will be calculated, such that   
  

lies along the direction of greatest advance for the previous stage, i.e. along the line joining the first 

and last points of that stage in  -dimensional space. For this purpose, (Rosenbrock, 1960) proposes 

the following calculating sequence: 

         
  

 

   

 

              
    

  

   

   

 

  
          

Where    contains the directions of the previous trial,    contains the sum of all successful steps    in 

the direction of   
 , and    contains the calculated directions for the next trial. 

   are obtained by starting with the “greatest advance” vector   , as defined above, and removing 

from it the successive orthogonal advance vector components      
 . The    are derived from the 

corresponding    by removing the components of    parallel to all the previously determined   
 , so 

that the    are mutually orthogonal. Then by dividing each    by its magnitude, the corresponding 

unit vector   
  is obtained. Above calculating sequence is known as the Gram-Schmidt process, or 

Gram-Schmidt Orthonormalization, and is often used in situations where one needs to calculate the 

orthonormal vectors of a vector. 

Figure 26 is an illustration showing an example of the Rosenbrock method performed on a two-

dimensional function. In the first iteration, the Rosenbrock method is a simple search in the 

directions of the base vectors of the  -dimensional coordinate system. In the case of a success, 

which is an attempt yielding a new minimum value of the target function, the step width is increased, 

while in the case of a failure it is decreased and the opposite direction will be tried.  
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Figure 26. Rosenbrock Method 

In the illustration, the Rosenbrock method is initialized at the location specified by  . The value of the 

function   at this position is remembered and distances    and    are initialized to the  -axis and  -

axis respectively.  

A trial is performed along positive    at a distance   , resulting in location  . Because the value of   

at position   is less than or equal to the previously remembered value, the trial is considered a 

success and the value at this position replaces the previous value. Because the trial is a success,    is 

increased by multiplying it with  . The next trial is performed in the orthogonal direction along 

positive    at distance   , resulting in location  . Because the value of   at position   is more than 

the remembered value, the trial is considered a failure and the algorithm returns to location  . 

Because the trial is a failure,    decreases and changes sign by multiplying it with –  . This position 

continues until position    is reached. At this point both directions,    and   , have met the 

condition of having at least one situation where a failed trial follows a number of successful trials; a 

stage has ended.  

Once a success has been found and exploited in each direction, the coordinate system is rotated in 

order to make direction    point into the direction of the gradient;    becomes the unit vector that 

points from position   to position    , and    becomes the vector perpendicular to   . This rotation 

is achieved by the Gram-Schmidt process. Position   ,    and    are now defining the new 
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directions. Distances    and    are reset and the process of a stage is repeated using the rotated 

coordinate system. 

The process of trials and stages are repeated until the function   stops decreasing, or until the 

maximum specified number of iterations is reached. The optimum parameters of a function are 

found by the Rosenbrock method by returning the vector   for which      is minimal.  

Due to its simplicity, the Rosenbrock method is more stable than many sophisticated algorithms and 

it requires much less calculations of the target function than higher order strategies. The Rosenbrock 

method is easy to implement and is guaranteed to find a local minima of   if it finishes correctly and 

a minima is present. 

4.1.3.3. Palmer Improvement 

As mentioned in the previous section, the original Rosenbrock method of (Rosenbrock, 1960) 

calculates the new set of orthogonal directions   by using the Gram-Schmidt process. However, this 

procedure becomes numerically instable when any of the distances    becomes zero or when more 

of the distances   are so small that they are lost in the summations when calculating the vectors   .  

In the case that distance     – where       – becomes zero: 

        

(Palmer, 1969)  proofs that: 

       

so that  

    
              

is undetermined. 

This instability can lead to a premature ending of the optimization algorithm, resulting into a failure 

of finding the minimum of a function. The Gram-Shmidt orthogonalization procedure can also 

become very time consuming when the dimension   of the search space increases, because the 

complexity of the procedure is   . 

(Palmer, 1969) developed an improved procedure for generating the orthonormal directions   of the 

Rosenbrock method that should replace the Gram-Schmidt process. The new procedure has 

considerable savings in time and in storage requirements, and is stable with the cases in which the 

original method would fail.  

(Palmer, 1969) identifies that if      and its magnitude        are evaluated that they prove to be 

proportional to distance   , so that in evaluating      
  the quantity    would cancel, leaving 

    
  determinate even if     . 

Working out    and      in terms of distances    and directions   
  showed that the vector   

  can be 

calculated by a recursive relation between    and     . The new equation for calculating direction 

  
  becomes: 
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The full mathematic proof of   
  can be found in (Palmer, 1969). 

4.1.4. Hair Layout & Growth 

Although the minimization of the hairs potential energy – determining the shape of a single hair 

strand – can be performed within a fraction of a second, the time begins to add up when one wants 

to calculate an entire hair coupe of a person with around 100 000 to 150 000 hair strands.  

One solution, proposed by (Daldegan, et al., 1993), considering that the hair has an overall coherence 

in its appearance during the movement, one can simply animate only a few guide hairs, then expand 

this movement to the rest of the hair by interpolation. The disadvantage is that it only applies to very 

smooth hair, and, also, shows no discontinuity in the movement. In addition, this method poses the 

problem of collisions between the hair and body, since only a few hairs are able to detect 

interpenetration. 

Another solution is to consider that hair has not an overall continuity, but rather has local internal 

cohesion. The hair is then modelled as a set of geometric primitives called wisps, which are animated 

separately. Obviously, this model also reduces the number of individual elements to animate, while 

keeping some complexity to the hair. Several studies have been based on this approach, some 

simulating a small number of coarse wisps, others using surfaces for wisps, such as (Koh, et al., 2001) 

and (Koh, et al., 2000), or volumes for wisps, such as (Noble, et al., 2004), these wisps can be 

deformable or rigid. 

The model used in this project is a combination of the two solutions described above. To be able to 

handle both smooth and clumpy hairstyles, I avoid choosing between a continuum and a wisp-based 

representation for hair. Many real hairstyles display an intermediate behaviour with hair strands 

being more evenly spaced near the scalp than near the tips. My solution, based on (Bertails, et al., 

2006) uses a semi-interpolating scheme to generate non-simulated hair strands from the guide 

strands; the framework ranges from full interpolation to generate the extra hair strands near the 

scalp to full extrapolation within a hair wisp near the tips. The separation strongly depends on the 

level of curliness: straight hair requires relatively more interpolation – compared to extrapolation – 

than curly and clumpy hair. 

4.1.4.1. Wick and Follicles 

Given the large number of hair strands composing human hair, it is unimaginable to manually specify 

the location of every single hair on a virtual character. To make the task of determining the hair 

layout feasible in a reasonable time, a virtual wick is imported into the framework which specifies the 

position and orientation of the hair follicles. These hair follicles will be used to grow the guide hairs, 

which will determine the overall shape of the hair coupe. 

The wick is dedicated mesh geometry, invisible in the rendered image, which approximates the scalp 

of the virtual character. Every vertex element in this mesh geometry specifies the location of a single 

hair follicle aligned along the normal vector of that vertex. The advantage of having a dedicated 

mesh for determining the positions and alignments of the hair follicles is that the level of detail of the 

follicle mapping can be changed without affecting the visual character model.  
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Figure 19 contains two screenshots taken from within the hair framework. The left image shows a 

geometry mesh representing the virtual characters head, and the right image shows a wireframe 

mesh representing the wick of the virtual character; this wick will be invisible during rendering. The 

virtual character head model and the wick model are both modelled with the use of a commercial 

three-dimensional modelling tool.  

  

Figure 27. Head and Wick Model 

To allow hair strands to grow from the head, appropriate boundary conditions need to be specified. 

As mentioned before in section Cosserat Rods: one end of a hair strand is clamped into the head 

while the other end is free. The position of the clamped end   , together with the orientation of the 

initial frame     , are used as input in the equations needed for the potential energy minimization 

and the Super-Helix reconstruction process required to determine the shape of every guide strand. 

The clamped position    and the tangent component      of the material frame are already specified 

by the position and alignment of the hair follicles. The other two orthonormal vectors      – where 

      – spanning the plane of the follicles cross section need to be calculated. 

     can be obtained with the following equation: 
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where           is the vector pointing down along the vertical axis of the world. The cross product 

in above equation take the vectors      and   as input and results in a horizontal vector 

perpendicular to      . Dividing this cross product by its magnitude ensures that the vector will be of 

unit length. In the two special cases,        and        , the cross product will result in a zero 

vector   and      will be undetermined. In this situation, the vector      will be replaced with vector 

       . 

     can be obtained with the following equation: 

               

Because both vectors in this cross product are of unit length, the resulting vector will be of unit 

length perpendicular to both      and     . 

4.1.4.2. Guide Hairs 

The shape of the guide hairs are determined by using the clamped position and orientation of the 

corresponding hair follicles as input in the Super-Helix algorithm described in section 4.1.1.4. The 

Super-Helix algorithm determines for every hair strand    the vector   containing the torsions and 

curvatures of the Super-Helix for which the energy       is minimal. Remember that at this point the 

original hair energy calculation is replaced with an equation that includes the term representing the 

collision penalty with the corresponding collision envelope: 

               

When the minimum energy of a hair is found, the vector  , outputted by the minimization algorithm, 

can be used to reconstruct the functions      and      , which respectively describe the centreline 

and the tangent along the curvilinear abscissa of the hair strand. 

By sampling the functions      and       of a guide hair    – at fixed intervals    along the 

curvilinear abscissa – positions      and tangents      can be evaluated. The positions and tangents 

sampled in this way, are stored as vertex elements      – where                   – and form the 

discrete representation of the guide hair   . 

4.1.4.3. Interpolated Hair 

Once the shape of every guide hair    is discretized into a list of vertex elements     , the framework 

can start filling up the areas between the guide hairs with additional interpolated hairs. In this 

project is chosen for an evenly spaced distribution of the interpolated hairs near the roots and a 

clumping of the interpolated hairs, to the closest guide hair, near the tips. This behaviour 

corresponds fairly well to the distribution of natural human hair. 

To fill up the area between guide hairs, a triangular face of the dedicated wick mesh is considered. 

Each triangular surface has three follicles growing guide hairs – one guide hair is grown at every 

vertex corner of the surface. To fill up the inside of the triangular surface with hairs, the framework 

will interpolate the sampled positions      and tangents      stored in the vertex elements of the three 

guide hairs to create the vertex elements of the newly interpolated hair. The interpolated hairs will 

have the same number of vertex elements as the three guide hairs. 
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Figure 28 is an illustration showing a triangular face with the corners specified by vertices  ,   and  .  

Three guide hairs   ,    and    are grown from the follicles located in the corners of the triangle. 

The inside area of the triangle surface is filled with additional hairs by interpolating the attributes of 

the sampled vertex elements     ,      and      of the three guide hairs   ,    and   .  

 

Figure 28. Hair Filling Process 

To calculate the number of interpolated hairs   needed to fill up a triangular surface, the framework 

multiplies the triangular area with a user specified hair density. The density of natural hair will 

typically range between the 200 to 300 hair strands per square centimetre, but this value can be 

lowered by the user to increase the frame rate or decrease the memory requirements on lower end 

GPUs. The equation, for calculating the number of hair strands needed per triangle, becomes: 

               

where         is a user specified hair density, and      specifies the surface area of the 

corresponding triangle. The value of      can be calculated easily due to the fact that the magnitude 

of a cross product can be interpreted as the positive area of the parallelogram having the two vectors 

of the cross product pointed along the sides of the parallelogram. This magnitude need to be divided 

by two, because the parallelogram has twice the surface area of the triangle. The equation for 

calculating      thus becomes: 

     
                         

 
 

where     ,      and      are the positions of vertices  ,   and   respectively. 

Once the value of   is evaluated, the triangular surface area can be filled with   interpolated hairs. 

The vertex elements of an interpolated hair strand are determined by randomly generating 
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barycentric coordinates for that hair. The generated barycentric coordinates are used as weights for 

the vertex elements of the three guide hairs   ,    and    in the interpolation process. This 

approach is partly based on NVidia’s solution for the hair interpolation of the mermaid Nalu, which 

can be found in (Matt, 2005).  

When specifying barycentric coordinates, the proportions of the three barycentric coordinates   ,    

and    must sum to some constant  . Usually, when the barycentric coordinates need to represent 

weights or proportions, this constant is specified as     or     . Because            for all 

coordinates, any one variable is not independent from the other two, so only two variables need to 

be specified to find the remaining intersecting coordinate point in the triangular region. The 

following constraints must hold for the selection of the barycentric coordinates: 

             

             

             

Figure 29 is an illustration showing a ternary plot which has  ,   and   as its variables. The 

coordinates of this particular plot sum to constant     . The ternary plot is drawn as a triangle, 

where each base, or side, of the triangle represents a weight of   or    , with the point of the 

triangle opposite that base representing a weight of   or      . As a weight increases in any one 

sample, the point representing that sample moves from the base to the opposite point of the 

triangle. Typical coordinate positions are listed in the illustration.   

 

Figure 29. Barycentric Coordinates 

The vertex elements of an interpolated hair    can be determined by interpolating the vertex 

elements of the guide hairs   ,    and   , where the barycentric coordinates act as weights for the 

corresponding vertex elements. The equation used in this project for calculating the vertex elements 

of the interpolated hair is as follows: 
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In above equation      is the  th vertex element of interpolated hair   , and     ,      and      are the 

barycentric weights used for the interpolation of the  th vertex element. 

To generate the barycentric coordinates                  needed for the interpolation of the  th vertex 

element, the framework randomly generating two pairs of barycentric coordinates; one pair of 

coordinates                          , determines the weights used in the interpolation of the first 

vertex elements, located at the root of the hair strand, and one pair of coordinates 

                      , determines the weight used in the interpolation of the last vertex elements, 

located at the tip of the hair strand. The intermediate weights are then linearly interpolated with the 

following equations: 

             
                  

 
 

             
                  

 
 

             
                  

 
 

where   represents the total number of vertex elements. 

As mentioned earlier in this section, the interpolated hairs are evenly spaced near their roots and 

clump, to the closest guide hair, near their tips. To get an even spacing of the interpolated hairs near 

the roots, all valid barycentric coordinates in the triangular surface should have an equal chance of 

being generated. The algorithm used in the framework is listed below: 

 Generate two random values    and    in the range of        : 

               

               

 If        , set the largest of the two values to   minus the value: 

                       

                       

 Set a third value    to   minus the other two values: 

             

 Assign the three values to the corresponding barycentric variable: 
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This algorithm results in randomly generated barycentric coordinates which sum up to the value 

   . The barycentric coordinates stored    and    are randomly chosen in the interval      . 

Because           , the following criteria must hold:        . This criterion is met by 

resetting the larger of the two values to   minus that value, when        . When two 

barycentric coordinates are known, the last is constrained by          , thus the last value 

becomes              

To get a clumping behaviour of the tip of the interpolated hairs with the closest guide hair, all the 

generated barycentric coordinates should be located within a specified distance of the guide hair 

closest to the interpolated hair. The closest guide hair is specified as the guide hair which has its root 

located closest to the root of the interpolated hair. Because the roots of the guide hairs are located 

at the corner points of the triangular surface, this guide hair can be identified as the guide hair 

belonging to largest generated barycentric variable in the root coordinates. The algorithm used in the 

framework is listed below: 

 Generate two random values    and    in the range of            : 

                   

                   

 If        , set the largest of the two values to   minus the value: 

                                        

 Set a third valued    to   minus the other two values: 

             

 Assign the three values to the corresponding barycentric variable: 

                                                            

                                                            

                                                            

This algorithm results in the generation of barycentric coordinates which will clump to the guide hair 

that has its root located closest to the root of the interpolated hair. The variable       – where 

          – restricts the barycentric coordinates, stored in    and   , from lying too close to 

the guide hairs which distance between their roots and the root of the interpolated hair is not 

minimal. The barycentric coordinate, stored in   , will always be assigned to the guide hair which has 

its root closest to the root of the interpolated hair strand. The other two barycentric coordinate 

stored in    and    respectively, should be assigned to the other two guide hairs. Low values for the 

variable       result in tighter clumping behaviour of the interpolated hair, while higher values for 

the variable       will result in a looser clumping behaviour of the interpolated hair. In this project 

      is set to           , which will results in a believable hair distribution. 
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Figure 30 contains two screenshots taken from within the hair framework. The left image shows the 

virtual characters head with guide hairs growing from the follicles of the dedicated wick, and the 

right image shows the same virtual characters head after the interpolation process; the interpolated 

hairs form a complete hair coupe.   

 

Figure 30. Hair Interpolation 

4.1.4.4. Stray Hairs 

An unexpected behaviour was discovered during one of the revisions of the interpolation algorithms 

described in previous sub-section. The intention of the algorithm, that generates the barycentric 

coordinates for the tip of the interpolated hair strand, was to generate two restricted values,    and 

  , in the range of          , and determine the third value   , such that           . The 

“unrestricted“ value    need to be assigned to the barycentric variable belonging to the guide hair 

that has its root located closest to the root of the interpolated hair, and the other two values need to 

be assigned to the other two barycentric variables. 

Value    is, as expected, always assigned to the correct barycentric variable, but there exist 

situations where the value of    is assigned to both remaining barycentric variables while the value 

of    stays unused. There are six possible cases for the algorithm, which are listed in Table 1. From 

this table it becomes clear that in     of the cases    is assigned to two barycentric variables, while 

   stays unused.  
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Table 4. Barycentric Coordinate Assignment 

Case Assigned to        Assigned to        Assigned to        

                                 
                                 
                                 
                                 
                                 
                                 

 

Work has been done to remove this unintentional behaviour from the algorithm by rewriting the 

conditional assignments so that – in all cases – both    and    are assigned to the barycentric 

variables. However, against expectations, this correction of the algorithm reduces the quality and 

believability of the rendered images. Decided is to revert the algorithm to its previous behaviour. In 

the remainder of the section I will explain the effect of this decision. 

Figure 31 contains a screenshot taken from within the hair framework. The image shows the virtual 

characters head with the hair interpolated after the correction is applied. Interpolation artefacts are 

seen near the edges of the guide hairs. Also, the hair appears unrealistic sharp and flat – lacking the 

presence of stray hairs seen in the hair interpolation before the correction of the algorithm. 

 

Figure 31. Revised Hair Interpolation 
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When the value of    is assigned to two barycentric variables, the sum of the barycentric coordinates 

will not be     anymore. Because in the case       the following inequality holds: 

                  

Whether the sum   of the barycentric coordinates is larger or smaller than   depends entirely on the 

relation between    and   . In the case      , the sum will be larger than  , and in the case, 

     , the sum will be smaller than  . Because the values    and    are chosen at random in a 

domain of            both cases have a     change of happening, and as the maximum difference 

between    and    is      ,   will have a value in the range of                   .   

If    , the positions of the tip interpolated vertex element will no longer be located inside the 

triangular area formed by the tip vertex elements of the guide hairs. When    , the position of the 

vertex element will be smaller and will be located closer to the origin of the coordinate system, and 

when    , the position of the vertex element will be larger and will be located further away from 

the origin of the coordinate system. The size of the tangent vector of the vertex element is also 

affected when    , but will be normalized during the rendering stage. The origin of the coordinate 

system is located at the centre of the virtual character head. 

By leaving the unintentional behaviour in the algorithm, the interpolation algorithm will produce the 

following results: 

 In     of the cases the barycentric coordinates sum up to a value     , and the tip of the 

interpolated hair will be positioned inside the triangular area formed by the tips of the three 

corresponding guide hairs. 

 In      of the cases the barycentric coordinates sum up to a value    , and the tip of the 

interpolated hair will have a position closer to the head than the triangular area formed by 

the tips of the three corresponding guide hairs. 

 In      of the cases the barycentric coordinates sum up to a value    , and the tip of the 

interpolated hair will have a position further away from the head than the triangular area 

formed by the tips of the three corresponding guide hairs. 

Above described behaviour of the algorithm creates the stray hears visible in Figure 30. This 

behaviour effectively hides the interpolation artefacts and removes the unrealistic sharp and flat 

appearance of the hair coupe seen in Figure 31. 

Once the entire hair coupe is interpolated, the position and tangent attributes of all the vertex 

elements – that make up the individual hair strands in the generated hair coupe – are stored into one 

single large Vertex Buffer Object (VBO). The framework places the VBO in the graphical memory and 

hints the GPU that the VBO is intend to only contain static data. This setup enables the GPU to 

efficiently retrieve the vertex information from cache, instead of requiring that the framework needs 

to re-send the entire vertex information for every single frame rendered. 

The vertex elements in the VBOs will form line segments used by the hair vertex and fragment 

shaders to render the graphical representation of the individual hair strands. 
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4.1.5. Hair Illumination 

The illumination of the hair is taken care of by the local illumination model introduced by (Kajiya, et 

al., 1989). The model of (Kajiya, et al., 1989) has two major advantages over other illumination 

models. The first advantage is that it is the single simplest shading algorithm to understand and to 

implement. And second, due its simplicity, it requires only few calculations and is thus also a very fast 

algorithm for the hair illumination. (Kajiya, et al., 1989) motivates that although the algorithm is not 

entirely physical correct, it can produce images of adequate quality. 

4.1.5.1. Kajiya & Kay 

As mentioned earlier in section Illumination, located in chapter Related Work, the illumination 

model of (Kajiya, et al., 1989) follows directly from the underlying cylindrical nature of a human hair 

strand. Figure 32Figure 11 shows an element of hair and the important vector quantities used in the 

model. The unit tangent vector ( ), represents the direction of the hair axis. The light vector ( ) points 

in the direction of the light source. The reflection vector ( ) points in the direction of reflected light 

and is the direction of maximum specular reflection. The eye vector ( ) points in the direction of the 

observer. The angles   and   are the angles from the tangent vector to the light vector and from the 

tangent vector to the eye vectors respectively.  

 

Figure 32. Kajiya & Kay Illumination Model 

The diffuse component of the hair illumination model can be obtained by integrating the Lambert 

illumination model along the illuminated half of the hair cylinder; the back of the surface does not 

contribute to the calculation. The Lambert model calculates the intensity of reflected light by taking 

the dot product between the light vector and the normal vector and multiplying the results with the 

diffuse reflection coefficient, and is specified by the following equation: 

                  

where    is the coefficient of diffuse reflectance. With the Lambert model, the intensity becomes 

one when the normal   and light vector    point in the same direction and the intensity becomes zero 
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when the normal   and light vector   are perpendicular to each other. This behaviour can also been 

seen in real life, where a surface appears to have a higher reflective intensity when the angle of 

incoming light strikes the surface at a larger angle. 

To integrating the Lambert model along the illuminated half of the hair cylinder, a orthonormal base 

is formed by three vectors  ,    and  , where: vector   is the tangent along the cylinder, vector    is 

the projection of the light vector   onto plane   containing all the normal vectors to the cylinder, and  

vector   is the orthonormal vector to both   and   . Vector    can be calculated with the following 

equation: 

   
        

          
 

and vector   , orthogonal to   and   , and can be calculated with a cross product: 

       

Once the orthonormal base is specified, all the normals, located at the illuminated side of the hair 

cylinder, are calculated with the use of trigonometric functions. The normals are calculated with the 

following equation: 

                  

where          specifies the location in radians along the illuminated semicircle; The location   is 

bound by the two shadow edges located at     and    . Thus to find the total amount of light 

per unit length, the integral of the Lambert cosine law must be taken, along the circumference of the 

illuminated half cylinder. The equation becomes:  

                     
 

 

   

When expanding     , the equation becomes: 

                               
 

 

   

because        
 

 
   : 

                       
 

 

   

and because        
 

 
   : 

                    

When expanding   , the equation becomes: 

              
        

          
  

which in its turn becomes: 
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which in its turn becomes: 

                    

which yield a simple function depended only on the angle  . The diffuse term can be calculated with 

the following equation: 

                 

The diffuse component becomes proportional to the sine between the light and tangent vectors. 

Thus if the tangent of the hair is pointing straight at the light, the hair is dark. This can also be 

observed in real hair. The function does not take into account self-shadowing, that is, the fact that 

half of the hair strand is in shadow. Therefore, when the hair would be an opaque cylinder, the 

diffuse component would vary with what visible fraction is in shadow, which is dependent on the 

direction of the eye vector  . However, human hairs are actually quite translucent so that the area in 

shadow transmits diffusely an amount of light comparable to the amount reflected diffusely on the 

non-shadow side of the hair. As a result, this simple formula makes an approximation that works very 

well in practice. 

The specular component of the hair illumination model can be obtained by calculating the highlights 

on the hair. Any light striking the hair is specularly reflected at a mirror angle along the tangent. At 

any section along the length of the hair, there are surface normals pointing in all directions 

perpendicular to the tangent vector  . Therefore, the 180 degree semicircular surface of the hair, 

which is not in shadow, will directly reflect light in a cone-shaped 360 degree radial pattern formed 

by rotating the reflection vector   around the hair axis. Since the normals on the cylinders point in all 

directions perpendicular to the tangent, the reflected light should be independent of the component 

of the eye vector which is parallel to plane  . Thus the reflected light forms the cone whose angle at 

the apex is equal to the angle of incidence. The actual highlight intensity is given as: 

                       

where    is the coefficient of specular reflectance, vector   is the vector pointing to the eye, vector   

is the specular reflection vector contained in the cone closest to the eye vector, and scalar   is the 

exponent specifying the sharpness of the highlight. The highlight is thus a maximum when the eye 

vector is contained in the reflected cone and falls off with an exponential dependence when the 

vectors diverge. 

To calculate this model the only quantities entering into the calculation are angle   , representing the 

angle between the tangent vector   and the reflection vector  , and angle  , representing the angle 

between the tangent vector    and the eye vector  . The intensity is given by: 

                        

Because the angle between the tangent vector and reflection vector is similar to the angle between 

the tangent vector and the light vector: 
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The diffuse equation can be rewritten as: 

                       

which yield a simple function depended only on the angle between the tangent and light vector and 

on the angle between the tangent and eye vector. The specular term can be calculated with the 

following equation: 

                                 

Once the diffuse and specular components are calculated, they can be combined together with the 

ambient component to form the final hair illumination equation: 

                                                    

      

 

Where     is the light intensity,    is the ambient reflectance coefficient, and    is the ambient light 

intensity which is present in the environment. 

The hair vertex and fragment shaders, used for the illumination calculations of the hair coupe, can be 

found in section Hair Shader, located in Appendix A. In the section below: the Red coloured numbers 

are used to point to the line numbers of the hair vertex shader program, while the Green coloured 

numbers are used to point to the line numbers of the hair fragment shader program. 

The vectors  ,    and   are calculated in the hair vertex shader. Tangent vector   and position   are 

retrieved at line    and    by transforming them from world space coordinates to camera space 

coordinates.  The light vector   – pointing from position   to the light source – is retrieved at line    

by transforming the light position from world space coordinates to camera space coordinates and 

then subtracting the position  .  

Because in eye space the camera is placed at the centre of the coordinate system, eye vector   – 

pointing from position   to the camera – is retrieved at line    by mirroring the value of  . After the 

vectors  ,    and   are retrieved, they will be passed on to the fragment shader, where they will be 

used in the illumination calculations. 

The hair illumination equation of (Kajiya, et al., 1989) is evaluated in the hair fragment shader. 

Tangent vector  , light vector   and eye vector   are normalized at line   ,    and    to ensure that 

the vectors are of unit length.     ,     ,       and      are calculated at line   ,   ,     and   ; 

these values can be used in the calculation of the diffuse and specular component. The ambient 

reflective intensity is set to a constant value at line   , and the diffuse and specular reflective 

intensities are calculated at line    and   .   

Once all the intensities are evaluated, The final hair colour can be calculated by multiplying the 

ambient, diffuse and specular intensities with the corresponding colours and summing the results 

together. The colour is calculated at line   ,   ,     and    of the fragment shader. The calculation 

of the shadow terms, which lower the intensity of the diffuse and specular terms, will be explained 

later in section Hair Shadowing. 
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Figure 33 contains three screenshots taken from within the hair framework. The left image shows a 

hair coupe illuminated only by the diffuse intensity, the middle image shows a hair coupe illuminated 

only be the specular intensity, and the right image shows a hair coupe illuminated by the diffuse 

intensity and the specular intensities combined.  

   

Figure 33. Diffuse and Specular Terms 

The hair coupe is not the only object in the scene that needs to be illuminated during the rendering. 

The head vertex and fragment shaders, used for the illumination calculations of the virtual character 

head, can be found in section Head Shader, located in Appendix A. In the section below: the Orange 

coloured numbers are used to point to the line numbers of the head vertex shader program, while 

the Purple coloured numbers are used to point to the line numbers of the head fragment shader 

program. 

The vertex and fragment shaders for the head are very similar in design as the vertex and fragment 

shaders for the hair, and should require little explanation. The only difference in the head vertex 

shader is that a normal vector   is calculated instead of the tangent vector  . The normal vector   is 

retrieved at line    by transforming it from world space coordinates to camera space coordinates.  

In the head fragment shader, the Lambert model does not have to be integrated around a semicircle, 

but can instead use the normalized normal vector from line    directly for calculating the diffuse 

intensity at line   . The intensity is calculated with the following equation: 

                  

Once the intensity is evaluated, the final hair colour can be calculated by multiplying the ambient and 

diffuse intensities with the corresponding colours and summing the results together. The colour is 

calculated at line   ,    and    of the fragment shader. The calculation of the shadow terms, which 

lowers the intensity of the diffuse term, will be explained later in section Hair Shadowing. 
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The left screenshot in Figure 27 already showed the results which can be acquired when rendering 

with the head shaders. Surfaces oriented perpendicular to the incoming light rays have a higher 

reflective intensity than the surfaces oriented parallel to the incoming light rays. 

4.1.6. Hair Shadowing 

Shadows are added to the hair by implementing the deep opacity maps developed by (Yuksel, et al., 

2008). The reason for choosing to implement the shadow technique of (Yuksel, et al., 2008), is that 

(Yuksel, et al., 2008) have proven, through a comparison of several shadow techniques, that their 

technique is superior over others in both the performance of the algorithm and the quality of the 

shadows generated.  

4.1.6.1. Deep Opacity Maps 

As mentioned earlier in section Illumination, located in chapter Related Work, deep opacity maps 

use an algorithm that needs two passes to prepare the shadow information, and needs an additional 

pass to render the final images with shadows. 

The first step prepares the separation between the opacity layers. A depth map (shadow map) is 

rendered as seen from the light source, which gives a per pixel depth value    at which the hair 

geometry begins. Starting from this depth value, the hair volume is divided into   layers such that 

each layer lies further from the light source than the previous layer. Because the algorithm uses a 

shadow map to determine where the   layers are positioned, the layers will take the shape of the 

hair structure. 

The second step renders the opacity map using the depth map computed in the previous step.  This 

requires that the hair needs to be rendered only once. As each hair is rendered, the    value from 

the depth map is read to find the depth values of each layer on the fly. The opacity contribution of a 

hair fragment is added to the corresponding layer in which the hair fragment falls and all layers 

behind it. The total opacity of a layer at a pixel is the sum of all the contributing fragments. 

The opacity map can be represented by associating each colour channel with a different layer, and 

accumulate the opacities by using additive blending on the graphics hardware. Thus, by using a single 

colour value with four channels, four opacity layers can be stored. Multiple texture lookups can be 

used when one wants to use more opacity layers during the final rendering. 

One disadvantage of using a small number of layers with deep opacity maps is that it can be more 

difficult to ensure that all points in the hair volume are assigned to a layer. In particular, points 

beyond the end of the last layer do not correspond to any layer. Mapping these points onto the last 

layer, will usually give good results. Unlike opacity shadow maps, deep opacity maps hide the 

interpolation of the opacity values within the hair volume, thus hiding possible layering artefacts.  

Figure 34 shows an illustration of the deep opacity shadow map. The hair volume is sliced into 

different layers by using a previous calculated shadow map and the densities are stored together 

with the shadow map into the different colour channels of the deep opacity map. The deep opacity 

map is used during the final rendering to calculate how much light penetrates to the corresponding 

layer and thus how much of the hair is in shadow. 
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Figure 34. Deep Opacity Maps 

The opacity vertex and fragment shaders, used for creating the opacity map, can be found in section 

Opacity Shader, located in Appendix A. In the section below: the Red coloured numbers are used to 

point to the line numbers of the opacity vertex shader program, the Green coloured numbers are 

used to point to the line numbers of the opacity fragment shader program.  

After the depth map is rendered as seen from the position of the light source, the depth values 

stored in the depth texture need to be projected onto the object geometry. In the opacity vertex 

shader, the texture coordinates for the projection are generated at line    by multiplying the vertex 

position with a texture matrix. This texture matrix contains the projectors projection matrix which 

will transform the vertex position into the clip space of the projector. The projector is located at the 

position of the light source and is pointing to the centre of the head. The creation of the texture 

matrix will be explained later in section Texture Coordinates. 

In the opacity fragment shader the opacity values are calculated. The shadow depth    is retrieved at 

line    by doing a projective texture lookup on the shadow map with the texture coordinates 

calculated in the opacity vertex shader.  

The next step is to transform the user specified layer sizes and the generated texture coordinates 

into homogeneous coordinates by dividing these vectors at line    and    by the   component of 

the texture coordinate. Once the layer sizes are homogeneous they can be used in line    to line    

to create the separations between the opacity layers; starting from the depth value   , the hair 

volume is divided into   layers, such that each layer    lies further from the light source than the 

previous layer.  

In line    to line   , as each hair is rendered, the depth values    are tested against the depth 

component of the homogenous texture coordinate and the opacity contribution is added to the 
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corresponding layer in which the hair fragment falls and all layers behind it. Points beyond the end of 

the last layer do not correspond to any layer, but will be added to the last layer instead.  

The opacity map is represented by associating each colour channel with a different layer, and 

opacities are accumulated by using additive blending on the graphics hardware. The opacity maps 

can then be used in the hair shaders to calculate the shadow term of a fragment.  

The hair vertex and fragment shaders – that retrieve the shadow term of the hair coupe from the 

opacity map, and use it in the equations of the final hair colour – can be found in section Hair 

Shader, located in Appendix A. In the section below: the Orange coloured numbers are used to point 

to the line numbers of the hair vertex shader program, and the Purple coloured numbers are used to 

point to the line numbers of the hair fragment shader program. 

In the hair vertex shader, the texture coordinates for the projection are generated at line    by 

multiplying the vertex position with a texture matrix. This texture matrix contains the projectors 

projection matrix which will transform the vertex position into the clip space of the projector. The 

projector is located at the position of the light source and is pointing to the centre of the head. The 

creation of the texture matrix will be explained later in section Texture Coordinates. 

In the hair fragment shader the shadow term needs to be calculated. Similar in process as the opacity 

fragment shader, the shadow depth    is retrieved at line    by doing a projective texture lookup on 

the shadow map with the texture coordinates calculated in the hair vertex shader. The opacity values 

are retrieved at line    by doing a projective texture lookup on the opacity map.  

The next step is to transform the user specified layer sizes and the generated texture coordinates 

into homogeneous coordinates by dividing these vectors at line    and    by the   component of 

the texture coordinate. Once the layer sizes are homogeneous they can be used in line    to line    

to create the separations between the opacity layers; starting from the depth value   , the hair 

volume is divided into   layers, such that each layer    lies further from the light source than the 

previous layer.  

In line    to line   , the depth values    are tested against the depth component of the 

homogenous texture coordinate, and the shadow value is found by interpolating between the two 

corresponding opacity values of the layer in which the hair fragment falls. Points beyond the end of 

the last layer will use the opacity value of the last layer as value.  

Because a high opacity should result in a large decrease of intensity, the shadow is scaled and biased 

in line    by mapping the initial shadow in the range       to the range         . At this point, 

the shadow term can be used to lower the intensities of the diffuse and specular term by 

multiplication. 

As mentioned earlier, the vertex and fragment shaders for the head – found in section Head Shader, 

located in Appendix A – are very similar in design as the vertex and fragment shaders for the hair. 

This applies also to the shadow calculations. The calculations needed for the shadow term are 

identical for both the hair shader and the head shader, apart from the differences in line numbers 

where the equations are located. 
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Figure 35 contains two screenshots taken from within the hair framework. The left image shows a 

hair coupe illuminated without the use of a shadow term, and the right image shows a hair coupe 

illuminated with the use of a shadow term. The hair coupe rendered with proper shadows appears to 

have more depth and looks much more realistic. 

  

Figure 35. Hair Self-Shadowing 

4.1.6.2. Texture Coordinates 

For projective texturing the shadow and deep opacity maps, per-vertex texture coordinates cannot 

be explicitly specified by the application; the texture coordinates need to be calculated in the vertex 

program from the object-space per-vertex positions automatically. 

Figure 36 shows the sequence of transformations that need to be implemented in the vertex 

program to be able to perform projective texturing. This sequence of transformations is the same 

sequence that would be used when the camera would be located at the light source position, but 

with one extra matrix concatenated. This last matrix scales and biases the resulting coordinates into 

the range of        which is needed to access textures. For efficiency, it is best to concatenate the 

matrices into a single matrix. This concatenated matrix is called the texture matrix. 
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Figure 36. Projective Texturing 

When vertex positions are multiplied with the texture matrix, they will undergo several matrix 

transformations. The vertex coordinates           start in object space and transform into 

projective texture coordinates            by undergoing the following matrix multiplications: 

 Multiplying by the Modelling Matrix. This transforms the object space vertex coordinates to 

world space vertex coordinates. This modelling matrix needs to be applied regardless of 

whether or not one is using projective texturing.  

 Multiplying by the Light’s View Matrix. This rotates and translates the world space vertex 

coordinates so that they are in the light’s frame of reference. 

 Multiplying by the Light’s Projection Matrix. This defines the light’s frustum, including its 

field of view and aspect ratio.  

 Scaling and Biasing the Results. Following previous steps, the transformed vertex values 

range from    to   . However, textures are indexed from   to  , so the results have to be 

scaled and biased to this range. This is done by multiplying the  ,  , and   components of the 

results by the value 
 

 
 and then adding the value 

 

 
. 

The matrices can be acquired easily. The modelling matrix is already known, the light’s viewing and 

projection matrices are the matrices used when rendering the scene from the light’s point of view, 

and the scale and bias matrix is simply a collection of constants. 

4.2. Results 
By combining above techniques, the project has resulted in a working hair simulation & rendering 

framework which is able to display physical and visual believable human hair. A user of the 

framework is able to specify the hair and environment properties, and the framework will compute 

and generate the visual representation of the hair coupe. 

In the sections below I will cover the user specified input for the framework, the workflow within the 

framework, and the output of the framework. 

4.2.1. Input  

A user of the framework should be able to specify the hair and environment properties which will 

influence the shape and appearance of the hair coupe rendered. These values can be specified by 

setting the parameters located in a set of four text documents. These four text documents are 

divided into two categories: one document contains the setup of the framework, and the other three 

documents contain information used in the framework. 
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The main text document – called Setup – is the setup document and should carry the filename 

setup.txt, and should be located in the root directory of the framework. This ensures that the 

framework can find the text document and read its content. The only purpose of the       

document is to specify the file paths where the remaining input elements of the framework can be 

found; this enables the framework to load these elements. 

The other three text documents are information documents containing the parameters needed for 

the equations used for hair mechanics, hair collision detection, and hair visualization; these 

documents are called Hairstyle Info, Collision Info, and Visuality Info respectively. 

First, the Setup file will be described. An example of this file can be found in section Input Files, 

located in Appendix B. The list below contains all the property fields present in Setup and gives a 

description of the input parameters.  

Setup: 

 Load. Boolean value indicates whether the hair mesh should be loaded or generated. When 

load contains the value true, the hair mesh is loaded from a serialized hair object, otherwise 

the hair mesh is generated by the framework. 

 Save. Boolean value indicates whether the hair mesh should be saved. When save contains 

the value true, the hair mesh will be saved into a serialized hair object. 

 LoadPath. String specifying a path to the location where the serialized hair object can be 

loaded. This parameter will be ignored when Load contains the value false. The string should 

be enclosed by double quotation marks when the path contains spaces. 

 SavePath. String specifying a path to the location where the serialized hair object should be 

saved. This parameter will be ignored when Save contains the value false. The string should 

be enclosed by double quotation marks when the path contains spaces. 

 HairstyleInfo. String specifying a path to the location where the Hairstyle Info file can be 

found. This parameter will be ignored when Load contains the value true. The string should 

be enclosed by double quotation marks when the path contains spaces. 

 CollisionInfo. String specifying a path to the location where the Collision Info file can be 

found. This parameter will be ignored when Load contains the value true. The string should 

be enclosed by double quotation marks when the path contains spaces. 

 VisualityInfo. String specifying a path to the location where the Visuality Info file can be 

found. This parameter is also required when Load contains the value true. The string should 

be enclosed by double quotation marks when the path contains spaces. 

 WickModel. String specifying a path to the location where the head object file can be found. 

This parameter will be ignored when Load contains the value true. The string should be 

enclosed by double quotation marks when the path contains spaces. The path should point 

to an OBJ-file. 
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 HeadVert. String specifying a path to the location where the head vertex shader can be 

found. The string should be enclosed by double quotation marks when the path contains 

spaces. The path should point to a GLSL-file. 

 HeadFrag. String specifying a path to the location where the head fragment shader can be 

found. The string should be enclosed by double quotation marks when the path contains 

spaces. The path should point to a GLSL-file. 

 HairModel. String specifying a path to the location where the wick object file can be found. 

The string should be enclosed by double quotation marks when the path contains spaces. 

The path should point to an OBJ-file. 

 HairVert. String specifying a path to the location where the hair vertex shader can be found. 

The string should be enclosed by double quotation marks when the path contains spaces. 

The path should point to a GLSL-file. 

 HairFrag. String specifying a path to the location where the hair fragment shader can be 

found. The string should be enclosed by double quotation marks when the path contains 

spaces. The path should point to a GLSL-file. 

The Setup file specifies the path where the Hairstyle Info file can be found. The Hairstyle Info file 

specifies the mechanical parameters of the hair strand. An example of this file can be found in 

section Input Files, located in Appendix B. The list below contains all the parameter fields present in 

Hairstyle Info, gives a description of its behaviour, and indicates where the value is used. 

Hairstyle Info: 

 VisualityStep. Float value specifying the distance    – along the curvilinear abscissa of the 

Super-Helix – between two adjacent vertex elements. A small value will result in a smooth 

hair strand, but will also increase memory usage on the GPU. The explanation of this value 

can be found in section Hair Layout & Growth, located in Design. 

 CollisionStep. Float value specifying the distance    – along the curvilinear abscissa of the 

Super-Helix – between two adjacent collision samples. A small value will result in precise 

collision detection, but will also increase computation time. The explanation of this value can 

be found in section Hair Collision, located in Design. 

 MaxIter. Integer value specifying the maximum number of iterations followed before the 

Rosenbrock method finishes. A high value will result in precise energy minimization, but will 

also increase computation time. The Rosenbrock method can be found in section Energy 

Minimization, located in Design.  

 Epsilon. Float value specifying the minimum amount of convergence needed before the 

Rosenbrock Method finishes. A small value will result in precise energy minimization, but will 

also increase computation time. The Rosenbrock method can be found in section Energy 

Minimization, located in Design. 
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 HairLength. Float vector specifying the lengths    of the Super-Helix elements. The number 

of values in the vector is implicitly specifying the number of elements of the Super-Helix. The 

Super-Helix model can be found in section Cosserat Rods, located in Design. 

 HairDensity. Float vector specifying the hair density of the hair coupe, used during the hair 

interpolation process. A high value will result in a full hair coup, but will also increase 

memory usage on the GPU. The hair interpolation process can be found in section Hair 

Layout & Growth, located in Design. 

 HairRadius1. Float value specifying the major axis   of the elliptic cross section of the hair 

strand, required to compute the equation for the moment of inertia of an ellipse, used in the 

internal elastic energy calculations. The energy calculations can be found in section Cosserat 

Rods, located in Design. 

 HairRadius2. Float value specifying the minor axis   of the elliptic cross section of the hair 

strand, required to compute the equation for the moment of inertia of an ellipse, used in the 

internal elastic energy calculations. The energy calculations can be found in section Cosserat 

Rods, located in Design. 

 HelixRadius. Float specifying the helix radius   , required for the calculation of the intrinsic 

torsion and curvatures of the Super-Helix. The natural torsion and curvature computations 

can be found in section Cosserat Rods, located in Design.  

 HelixStep. Float specifying the helix step size   , required for the calculation of the intrinsic 

torsion and curvatures of the Super-Helix. The natural torsion and curvature computations 

can be found in section Cosserat Rods, located in Design. 

 Poisson. Float specifying the Poisson’s ratio  , required for the calculation of the internal 

elastic energy. The energy calculations can be found in section Cosserat Rods, located in 

Design. 

 Young. Float specifying the Young’s modulus  , required for the calculation of the internal 

elastic energy. The energy calculations can be found in section Cosserat Rods, located in 

Design. 

 Density. Float specifying the hair density  , required for the calculation of the potential 

gravitational energy. The energy calculations can be found in section Cosserat Rods, located 

in Design. 

 Gravity. Float specifying the gravity field  , required for the calculation of the potential 

gravitational energy. The energy calculations can be found in section Cosserat Rods, located 

in Design. 

The Setup file specifies the path where the Collision Info file can be found. The CollisionInfo file 

specifies the collision geometry in the rendered scene. An example of this file can be found in section 

Input Files, located in Appendix B. The list below contains all the parameter fields present in Collision 

Info, gives a description of its behaviour, and indicates where the value is used. 
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Collision Info: 

 (Zero or more) Sphere. Six Floats specifying the attributes of the corresponding collision 

sphere; the first Float specifies the volume, the next Float specifies the penalty, the next 

three Floats specify the centre of the geometry, and the last Float specifies the radius of the 

geometry. A description of the sphere collision geometry, and its attributes, can be found in 

section Hair Collision, located in Design. 

 (Zero or more) Ellipsoid. Seventeen Floats specifying the attributes of the corresponding 

collision ellipsoid; the first Float specifies the volume, the next Float specifies the penalty, the 

next three Floats specify the centre of the geometry, the next three floats specify the 

Dimension of the geometry, and the last nine Floats specify the three vectors aligned to the 

main axis of the collision geometry. A description of the ellipsoid collision geometry, and its 

attributes, can be found in section Hair Collision, located in Design. 

 (Zero or more) Cuboid. Seventeen Floats specifying the attributes of the corresponding 

collision cuboid; the first Float specifies the volume, the next Float specifies the penalty, the 

next three Floats specify the centre of the geometry, the next three floats specify the 

Dimension of the geometry, and the last nine Floats specify the three vectors aligned to the 

main axis of the collision geometry. A description of the cuboid collision geometry, and its 

attributes, can be found in section Hair Collision, located in Design. 

The Setup file specifies the path where the Visuality Info file can be found. The Visuality Info file 

specifies the colours of the ambient, diffuse and specular illumination components of the hair 

shader. An example of this file can be found in section Input Files, located in Appendix B. The list 

below contains all the parameter fields present in Visuality Info, gives a description of its behaviour, 

and indicates where the value is used. 

Visuality Info: 

 AmbientColor. Three Floats specifying the red, green, and blue colour channels of the 

ambient reflectance coefficient    used in the Kajiya & Kay illumination model. The hair 

shader implementation can be found section Hair Illumination, located in Design. 

 DiffuseColor. Three Floats specifying the red, green, and blue colour channels of the diffuse 

reflectance coefficient    used in the Kajiya & Kay illumination model. The hair shader 

implementation can be found section Hair Illumination, located in Design. 

 SpecularColor. Three Floats specifying the red, green and blue colour channels of the 

specular reflectance coefficient    used in the Kajiya & Kay illumination model. The hair 

shader implementation can be found section Hair Illumination, located in Design. 

 Glossiness. Integer value specifying the power   of the specular equation, used in the Kajiya 

& Kay illumination model. The hair shader implementation can be found section Hair 

Illumination, located in Design. 

Specifying above properties allows a wide variety of hair shapes and hair appearances to be 

simulated and rendered by the framework.  
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4.2.2. Work Flow 

Once a user of the framework has specified all the required parameters and has provided the 

elements which are referenced from within the Setup document, the framework will use the 

specified parameters and elements to simulate and render the virtual hair coupe. The framework will 

go through several processing steps to generate the final rendered image. 

Figure 37 shows an illustration of the workflow within the hair simulation & rendering framework. In 

this illustration the cylinders represent information loaded from data files, and the boxes represents 

the states present within the framework. A comprehensive description of the processing steps and 

the data flow within the framework will be given below. 

 

Figure 37. Workflow within Framework 

The first step in the framework is to load the wick model. Every vertex element within the triangular 

wick mesh represents a hair follicle. The position and normal vector stored at every vertex element 

determines the location and the orthogonal base from which a guide hair should be grown. To allow 

the growth of the guide hairs, the mechanical parameters of the Super-Helix energy equation and the 

Super-Helix reconstruction equations need to be specified. This will be done by reading the 

mechanical parameters from the Hairstyle Info document and filling them into the equations.  
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Once the Super-Helix energy equations and the position and orthogonal base of the hair follicles are 

known, a minimization algorithm is used to find the unique configuration for which the Super-Helix 

internal energy becomes minimal; the collision penalties caused by the collision geometry listed in 

the Collision Info document are also considered in this energy minimization process. The unique 

configuration – for which the internal energy of the Super-Helix becomes minimal – will be used in 

the Super-Helix reconstruction process to construct the vertex representation of the corresponding 

guide hairs; the vertex elements of the guide hair will contain the position and tangent information 

of the guide hair taken at fixed intervals along the curvilinear abscissa of the hair strand. 

The guide hairs alone will form a very sparse hair coupe. Additional hair strands need to be 

interpolated to fill up the remaining surface areas of the wick mesh. For every triangular face in the 

wick mesh, the three guide hairs growing form the corner vertices of the triangular face are 

interpolated across the surface. The interpolation is done with the help of randomly generated 

barycentric coordinates which act as weights in the interpolation calculations. The vertex attributes 

of the three guide hairs are interpolated, resulting in the creation of the vertex attributes of the 

newly interpolated hair. The interpolated hair will contain the same amount of vertices as the 

corresponding guide hairs. At this point, the vertex elements of the interpolated hair are stored into 

a vertex buffer object and will form the hair mesh. The number of interpolated hair strands that a 

surface will contain depends on the surface area and the hair density. 

A user can specify whether he wants to save the generated hair mesh to disk, allowing him to load 

the hair mesh quickly at a later point in time, skipping the process of having to regenerate the same 

hair mesh over again.  

Once the hair mesh is generated or loaded from disk, the framework will load the head model. The 

hair mesh and head mesh will form the objects that need to be rendered during the rendering stage 

of the framework:  

 The first pass in the rendering stage uses no shaders, and renders the depth buffer to 

texture. This results in a depth texture containing the depth values of the head and wick 

mesh as seen from the light source position. This depth map will be used during the second 

and third pass. 

 The second pass in the rendering stage uses the opacity shader, and renders the colour 

output to texture. It uses the depth values stored in the depth texture to divide the hair and 

head volumes into layers such that each layer lies further from the light source than the 

previous layer. By using additive blending on the graphics hardware, the accumulated opacity 

in each layer can be calculated. The opacity of each layer will be stored in the corresponding 

colour channel of the opacity map. This opacity map will be used during the third pass. 

 The third, and final, pass in the rendering stage uses the Lambert model for rendering the 

head mesh, and uses the Kajiya & Kay model for rendering the hair mesh; the Visuality Info 

documents specifies the colouring of the hair coupe. The depth and opacity maps are used to 

retrieve the opacity value needed to determine the amount of shadow a fragment receives.  

The colours calculated in the third pass will be written to the frame buffer, and the generated hair 

coupe will be displayed on the display. 
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4.2.3. Output 

Once the hair coupe is generated, the framework will output the generated hair coupes to a display. 

Some example hairstyles generated by the framework, can be found in the sections Hair Coupe 1, 

Hair Coupe 2, Hair Coupe 3, and Hair Coupe 4, which are all located in Appendix C. Every section 

contains a screen shot of the rendered image, and contains three tables listing the mechanical and 

visual properties of the hair coupe, and the collision geometry present in the scene. 

 Hair Coupe 1 contains a short black coloured hair coupe. The Super-Helix which determines 

the shape of the hair strand consists of one element of one centimetre long. Because the hair 

strand is very short, the internal elastic energy is dominating the potential gravitational 

energy resulting in a straight spiky hair. 

 Hair Coupe 2 contains a half long brown coloured hair coupe. The Super-Helix which 

determines the shape of the hair strand consists of four element of each two centimetre 

long. Because the hair strand is long, the potential gravitational energy is dominating the 

internal elastic energy resulting in hanging hair. The large helix step results into a straight 

hair style. 

 Hair Coupe 3 contains a long brown coloured hair coupe. The Super-Helix which determines 

the shape of the hair strand consists of four element of each four centimetre long. Because 

the hair strand is long, the potential gravitational energy is dominating the internal elastic 

energy resulting in hanging hair. The small helix step and small helix radius results in small 

waves in the hair style. To prevent hair from hanging before the eyes, a collision sphere is 

placed in front of the head. 

 Hair Coupe 4 contains a long blond coloured hair coupe. The Super-Helix which determines 

the shape of the hair strand consists of four element of each four centimetre long. Because 

the hair strand is long, the potential gravitational energy is dominates the internal elastic 

energy resulting in hanging hair. The small helix step and large helix radius results in large 

waves in the hair style. To prevent hair from hanging before the eyes, a collision sphere is 

placed in front of the head. 

The quality of the rendered hair coupe depends largely on the resolution of the display device and 

the amount of hairs rendered. Rendering an image with a high hair density will increase the quality 

and realism of the image, but it will also increase the amount of time and memory consumed within 

the hair generation process. 
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5. Conclusions 
During the research project a framework has been developed that allows the simulation and 

rendering of physical and visual believable human hair. This framework has been created by finding 

the solutions to the different sub problems found in the hair rendering and hair simulation, and 

combining these solutions into a single application. 

A Super-Helix model – presented in (Bertails, et al., 2005b) – combined with Rosenbrock optimization 

method – presented in (Rosenbrock, 1960) – results in a physical correct model which can simulate 

the overall shape of a hair coupe when at rest. This model takes into account, both, the non-linear 

elastic properties of an individual hair strand and the gravitation field pulling at the hair strand. 

Once the hair coupe mesh is generated it will be rendered by Kajiya & Kay’s illumination model – 

presented in (Kajiya, et al., 1989); Kajiya & Kay’s illumination model is a simple and effective hair 

illumination model. Shadows are added by using Deep Opacity Maps – presented in (Yuksel, et al., 

2008); Deep Opacity Maps are superior in quality over other shadow mapping techniques when it 

comes to shadowing volumetric objects. The rendering is done in three passes and will result in the 

hair coupe being rendered to display. 

A user of the framework will be able to specify the hair and environment properties which will 

influence the final shape and appearance of the hair coupe rendered. He has control over the 

following functionalities: 

 Hair creation  (selection of hair type and hairstyle)  

 Hair physics  (influence of gravity, elasticity and collision)  

 Hair shading  (presence of lighting, shadowing and colouring) 

Specifying above properties allows a wide variety of hair shapes and hair appearances to be 

simulated and rendered by the framework. The quality of the rendered images depends largely on 

the resolution of the display device and the amount of hairs rendered. 

To end the research project, the list below contains possible improvements and recommendations 

for the framework: 

 Implementing Interactive Tools. Implementing interactive hairdresser tools, such as cutting, 

brushing and hair cosmetic, allows the user of the framework to add further details to the 

generated hair coupe. 

 Implementing Linear Super-Helices Model. Implementing the Linear Super-Helix model, 

described in (Bertails, 2009) , allows the simulation of dynamic hair behaviour. 

 Implementing Marschner Illumination Model. Implementing the Marschner Illumination 

model, described in (Marschner, et al., 2003) results in optical correct hair illumination, at 

the cost of a lower frame rate.  

 Exploiting the parallel power of GPUs. Some equations in the hair framework can be 

accelerated by exploiting the computation power of the GPU. By performing General-

purpose computing on GPU (GPGPU), the framework can use shader programs to perform 

parallel computation power of modern-day GPUs.  
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Appendices 

Appendix A 

Hair Shader 

Vertex 

 
1.  
2. uniform vec4 LightPosition; 
3. varying vec4 TexCoord; 
4.  
5. varying vec3 tangent; 
6. varying vec3 light; 
7. varying vec3 eye; 
8.  
9. void main() 
10. { 
11.     vec3 vertex; 
12.  
13.     // Projective Texturing 
14.     TexCoord = gl_TextureMatrix[0] * gl_Vertex; 
15.  
16.     // Tangent, Vertex, Light & Eye Passing 
17.     tangent = vec3(gl_NormalMatrix    * gl_Normal); 
18.     vertex  = vec3(gl_ModelViewMatrix * gl_Vertex); 
19.     light   = vec3(gl_ModelViewMatrix * LightPosition) - vertex; 
20.  
21.     eye     = -vertex; 
22.  
23.     // Vertex transformation  
24.     gl_Position = ftransform(); 
25. } 
26.  

 

Fragment 

 
1.  
2. uniform sampler2D ShadowMap; 
3. uniform sampler2D OpacityMap; 
4.  
5. uniform vec4  LayerSize; 
6.  
7. varying vec4 TexCoord; 
8.  
9. uniform vec3 AColor; 
10. uniform vec3 DColor; 
11. uniform vec3 SColor; 
12.  
13. uniform float Glossiness; 
14.  
15. varying vec3 tangent; 
16. varying vec3 light; 
17. varying vec3 eye; 
18.  
19. void main() 
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20. { 
21.     // Texture Fetch 
22.     vec4 ShadowValue  = texture2DProj(ShadowMap, TexCoord); 
23.     vec4 OpacityValue = texture2DProj(OpacityMap,TexCoord); 
24.  
25.     // Normalize Vectors 
26.     vec3 T = normalize(tangent); 
27.     vec3 L = normalize(light); 
28.     vec3 E = normalize(eye); 
29.  
30.     // Calculate Angles 
31.     float cosTL = abs(dot(T,L)); 
32.     float cosTE = abs(dot(T,E)); 
33.  
34.     float sinTL = sin(acos(cosTL)); 
35.     float sinTE = sin(acos(cosTE)); 
36.  
37.     // Calculate Intensities 
38.     float ALight = 0.2; 
39.     float DLight = sinTL; 
40.     float SLight = pow(cosTL*cosTE + sinTL*sinTE, Glossiness); 
41.  
42.     // Calculate Shadows 
43.     LayerSize /= (TexCoord.q*TexCoord.q); 
44.     TexCoord  /= (TexCoord.q); 
45.  
46.     vec4 zi; 
47.     zi.x = ShadowValue.x + LayerSize.x; 
48.     zi.y = zi.x          + LayerSize.y; 
49.     zi.z = zi.y          + LayerSize.z; 
50.     zi.w = zi.z          + LayerSize.w; 
51.  
52.     float Shadow = 0.0; 
53.  
54.     vec4 mixer = 1.0 - (zi-TexCoord.p)/LayerSize; 
55.  
56.     if      (TexCoord.p < zi.x) 
57.         Shadow = mix(0.0,            OpacityValue.r, mixer.x); 
58.     else if (TexCoord.p < zi.y) 
59.         Shadow = mix(OpacityValue.r, OpacityValue.g, mixer.y); 
60.     else if (TexCoord.p < zi.z) 
61.         Shadow = mix(OpacityValue.g, OpacityValue.b, mixer.z); 
62.     else if (TexCoord.p < zi.z) 
63.         Shadow = mix(OpacityValue.b, OpacityValue.a, mixer.w); 
64.     else 
65.         Shadow = OpacityValue.a; 
66.  
67.  
68.     Shadow = 1.0 - (Shadow * 0.75); 
69.  
70.     // Calculate Final Colour 
71.     vec3 Color =  
72.         ALight * AColor + 
73.         DLight * DColor * Shadow + 
74.         SLight * SColor * Shadow * Shadow; 
75.  
76.     gl_FragColor = vec4(Color, 1.0); 
77. } 
78.  
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Head Shader 

Vertex 

 
1.  
2. uniform vec4 LightPosition; 
3. varying vec4 TexCoord; 
4.  
5. varying vec3 normal; 
6. varying vec3 light; 
7. varying vec3 eye; 
8.  
9. void main() 
10. { 
11.     vec3 vertex; 
12.  
13.     // Projective Texturing 
14.     TexCoord = gl_TextureMatrix[0] * gl_Vertex; 
15.  
16.     // Normal, Vertex, Light & Eye Passing 
17.     normal = vec3(gl_NormalMatrix    * gl_Normal); 
18.     vertex = vec3(gl_ModelViewMatrix * gl_Vertex); 
19.     light  = vec3(gl_ModelViewMatrix * LightPosition) - vertex; 
20.  
21.     eye    = -vertex; 
22.  
23.     // Vertex transformation  
24.     gl_Position = ftransform(); 

25. } 
26.  

 

Fragment 

 
1.  
2. uniform sampler2D ShadowMap; 
3. uniform sampler2D OpacityMap; 
4.  
5. uniform vec4 LayerSize; 
6.  
7. varying vec4 TexCoord; 
8.  
9. uniform vec3 AColor; 
10. uniform vec3 DColor; 
11.  
12. varying vec3 normal; 
13. varying vec3 light; 
14. varying vec3 eye; 
15.  
16. void main() 
17. { 
18.     // Texture Fetch 
19.     vec4 ShadowValue  = texture2DProj(ShadowMap, TexCoord); 
20.     vec4 OpacityValue = texture2DProj(OpacityMap,TexCoord); 
21.  
22.     // Normalize Vectors 
23.     vec3 N = normalize(normal); 
24.     vec3 L = normalize(light); 
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25.     vec3 E = normalize(eye); 
26.  
27.     // Calculate Intensities 
28.     float ALight  = 0.2; 
29.     float DLight  = max(dot(N,L), 0.0); 
30.  
31.     // Calculate Shadows 
32.     LayerSize /= (TexCoord.q*TexCoord.q); 
33.     TexCoord  /= (TexCoord.q); 
34.  
35.     vec4 zi; 
36.     zi.x = shadowValue.x + LayerSize.x; 
37.     zi.y = zi.x          + LayerSize.y; 
38.     zi.z = zi.y          + LayerSize.z; 
39.     zi.w = zi.z          + LayerSize.w; 
40.  
41.     vec4 mixer = (1.0 - (zi-TexCoord.p)/LayerSize); 
42.     float Shadow = 0.0; 
43.  
44.     if      (TexCoord.p < zi.x) 
45.         Shadow = mix(0.0,            OpacityValue.r, mixer.x); 
46.     else if (TexCoord.p < zi.y) 
47.         Shadow = mix(OpacityValue.r, OpacityValue.g, mixer.y); 
48.     else if (TexCoord.p < zi.z) 
49.         Shadow = mix(OpacityValue.g, OpacityValue.b, mixer.z); 
50.     else if (TexCoord.p < zi.w) 
51.         Shadow = mix(OpacityValue.b, OpacityValue.a, mixer.w); 
52.     else 
53.         Shadow = OpacityValue.a; 
54.  
55.     Shadow = 1.0 - (Shadow * 0.75); 
56.  
57.     // Calculate Final Colour 
58.     vec3 Color = 
59.         ALight * AColor + 
60.         DLight * DColor * Shadow; 
61.  
62.     gl_FragColor = vec4(Color, 1.0); 
63. } 
64.  

 

Opacity Shader 

Vertex 

 
1.  
2. varying vec4 TexCoord; 
3.  
4. void main() 
5. { 
6.     // Projective Texturing 
7.     TexCoord = gl_TextureMatrix[0] * gl_Vertex; 
8.  
9.     // Vertex transformation 
10.     gl_Position = ftransform(); 
11. } 
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Fragment 
 
1.  
2. uniform sampler2D ShadowMap; 
3.  
4. varying vec4 TexCoord; 
5.  
6. uniform float Opacity; 
7. uniform vec4  LayerSize; 
8.  
9. void main() 
10. { 
11.     vec4 Color; 
12.  
13.     // Texture Fetch 
14.     vec4 ShadowValue = texture2DProj(ShadowMap, TexCoord); 
15.      
16.     // Calculate Opacity 
17.     LayerSize /= (TexCoord.q*TexCoord.q); 
18.     TexCoord  /= (TexCoord.q); 
19.      
20.     vec4 zi; 
21.     zi.x = shadowValue.x + LayerSize.x; 
22.     zi.y = zi.x          + LayerSize.y; 
23.     zi.z = zi.y          + LayerSize.z; 
24.     zi.w = zi.z          + LayerSize.w; 
25.  
26.     if (TexCoord.p < zi.x)  
27.     { 
28.         Color.r = Opacity; 
29.     Color.g = Opacity; 
30.     Color.b = Opacity; 
31.         Color.a = Opacity; 
32.     } 
33.     else if (TexCoord.p < zi.y) 
34.     { 
35.         Color.g = Opacity; 
36.     Color.b = Opacity; 
37.         Color.a = Opacity; 
38.     } 
39.     else if (TexCoord.p < zi.z) 
40.     { 
41.         Color.b = Opacity; 
42.         Color.a = Opacity; 
43.     } 
44.     else 
45.     {    
46.         Color.a = Opacity;  
47.     } 
48.  
49.     gl_FragColor = Color; 
50. } 
51.  
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Appendix B 

Input Files 

Setup 

 
1.  
2. ######################################## 
3. ## Setup File                         ## 
4. ######################################## 
5.  
6. # Load & Save 
7.  
8. Load            true 
9. Save            false 
10. LoadFile        Hair/Hair1.hair 
11. SaveFile        Hair/Hair1.hair 
12.  
13. # Atributes 
14.  
15. HairstyleInfo   Properties/Hairstyle/Hairstyle1.txt 
16. CollisionInfo   Properties/Collision/Collision1.txt 
17. VisualityInfo   Properties/Visuality/Visuality1.txt 
18.  
19. # Head 
20.  
21. HeadModel       Assets/Objects/Head.obj 
22. HeadVert        Assets/Shaders/Phong_Shadow.vert 
23. HeadFrag        Assets/Shaders/Phong_Shadow.frag 
24.  
25. # Hair 
26.  
27. WickModel       Assets/Objects/Wick.obj 
28. HairVert        Assets/Shaders/KajiyaKay_Shadow.vert 
29. HairFrag        Assets/Shaders/KajiyaKay_Shadow.frag 
30.  

 

Hairstyle Info 

 
1.  
2. ######################################## 
3. ## Hairstyle File: Medium Straight    ## 
4. ######################################## 
5.  
6. # Precision 
7.  
8. VisualityStep       0.0025 
9. CollisionStep       0.0050 
10.  
11. # Minimization 
12.  
13. Maxiter             5 
14. Epsilon             0.0001 
15.  
16. # Hair Shape 
17.  
18. HairLengths         0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
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19. HairDensity         80 
20.  
21. # Elasticity 
22.  
23. HairRadius1         0.000035 
24. HairRadius2         0.000050 
25.  
26. HelixRadius         0.050 
27. HelixStep           0.050 
28.  
29. Poisson             0.48 
30. Young               1000000000 
31.  
32. # Gravity 
33.  
34. Density             13000 
35. Gravity             9.81 
36.  

 

Collision Info 

 
1.  
2. ######################################## 
3. ## Collision File                     ## 
4. ######################################## 
5.  
6. # Elipsoid [Volume:1] [Penalty:1] [Centre:3] [Dimensions:3] [Axis:9] 
7. # Cuboid   [Volume:1] [Penalty:1] [Centre:3] [Dimensions:3] [Axis:9] 
8. # Sphere   [Volume:1] [Penalty:1] [Centre:3] [Radius:1] 
9.  
10. # Collision List 
11.  
12. Elipsoid 0.04  10.00  0.00 0.07 0.01  0.08 0.08 0.11  1 0 0 0 1 0 0 0 1 
13. Sphere  -0.02   0.01  0.00 0.04 0.16  0.10 
14.  

 

Visuality Info 
 
1.  
2. ######################################## 
3. ## Visuality File: Brown              ## 
4. ######################################## 
5.  
6. # Blond             0.863  0.549  0.000 
7. # Brown             0.471  0.235  0.000 
8. # Black             0.039  0.039  0.000 
9.  
10. # Visualization 
11.  
12. AmbientColor        0.392  0.584  0.929 
13. DiffuseColor        0.471  0.235  0.000 
14. SpecularColor       0.200  0.200  0.200 
15.  
16. Glossiness          60 
17.  
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Appendix C 

Hair Coupe 1 

 

Figure 38. Hair Coupe 1 

Table 5. Hair Coupe 1 - Collision Properties 

Collision Volume Penalty Centre Dimensions Axis 

Ellipsoid 0.00 10.0 -0.001  +0.068  +0.010 0.080  0.080  0.110 1 0 0 0 1 0 0 0 1 
 

 

Table 6. Hair Coupe 1 - Hairstyle Properties 

Hairstyle    

Visuality Step 0.0025 HairRadius1 0.000035 
Collision Step 0.0050 HairRadius2 0.000050 
Hair Lengths 0.01   
Hair Density 750 Young 1000000000 
Helix Radius 0.002 Poisson 0.48 
Helix Step 0.005   
MaxIter 20 Density 13000 
Epsilon 0.0001 Gravity 9.81 

 

Table 7. Hair Coupe 1 - Visual Properties 

Visuality    

Ambient Colour 0.10  0.10  0.10 Glossiness 60 
Diffuse Colour 0.00  0.00  0.00   
Specular Colour 0.50  0.50  0.50   
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Hair Coupe 2 

 

Figure 39. Hair Coupe 1 

Table 8. Hair Coupe 2 - Collision Properties 

Collision Volume Penalty Centre Dimensions Axis 

Ellipsoid 0.00 10.0 -0.001  +0.068  +0.010 0.080  0.080  0.110 1 0 0 0 1 0 0 0 1 
 

 

Table 9. Hair Coupe 2 - Hairstyle Properties 

Hairstyle    

Visuality Step 0.0025 HairRadius1 0.000035 
Collision Step 0.0050 HairRadius2 0.000050 
Hair Lengths 0.02 0.02 0.02 0.02   
Hair Density 100 Young 1000000000 
Helix Radius 0.050 Poisson 0.48 
Helix Step 0.050   
MaxIter 20 Density 13000 
Epsilon 0.0001 Gravity 9.81 

 

Table 10. Hair Coupe 2 - Visual Properties 

Visuality    

Ambient Colour 0.10  0.10  0.10 Glossiness 60 
Diffuse Colour 0.45  0.25  0.00   
Specular Colour 0.20  0.20  0.20   
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Hair Coupe 3 

 

Figure 40. Hair Coupe 3 

Table 11. Hair Coupe 3 - Collision Properties 

Collision Volume Penalty Centre Dimensions Axis 

Ellipsoid 0.04 10.0 -0.001  +0.068  +0.010 0.080  0.080  0.110 1 0 0 0 1 0 0 0 1 
Sphere 0.15 0.01 +0.000  +0.033  +0.165 0.080 N/A 

 

Table 12. Hair Coupe 3 - Hairstyle Properties 

Hairstyle    

Visuality Step 0.0025 HairRadius1 0.000035 
Collision Step 0.0050 HairRadius2 0.000050 
Hair Lengths 0.04 0.04 0.04 0.04   
Hair Density 80 Young 1000000000 
Helix Radius 0.025 Poisson 0.48 
Helix Step 0.025   
MaxIter 20 Density 13000 
Epsilon 0.0001 Gravity 9.81 

 

Table 13. Hair Coupe 3 - Visual Properties 

Visuality    

Ambient Colour 0.10  0.10  0.10 Glossiness 60 
Diffuse Colour 0.45  0.25  0.00   
Specular Colour 0.20  0.20  0.20   
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Hair Coupe 4 

 

Figure 41. Hair Coupe 4 

Table 14. Hair Coupe 4 - Collision Properties 

Collision Volume Penalty Centre Dimensions Axis 

Ellipsoid 0.00 10.0 -0.001  +0.068  +0.010 0.080  0.080  0.110 1 0 0 0 1 0 0 0 1 
Sphere 0.05 0.01 +0.000  +0.040  +0.150 0.095 N/A 

 

Table 15. Hair Coupe 4 - Hairstyle Properties 

Hairstyle    

Visuality Step 0.0025 HairRadius1 0.000035 
Collision Step 0.0050 HairRadius2 0.000050 
Hair Lengths 0.04 0.04 0.04 0.04   
Hair Density 80 Young 1000000000 
Helix Radius 4.000 Poisson 0.48 
Helix Step 0.025   
MaxIter 20 Density 13000 
Epsilon 0.0001 Gravity 9.81 

 

Table 16. Hair Coupe 4 - Visual Properties 

Visuality    

Ambient Colour 0.10  0.10  0.10 Glossiness 60 
Diffuse Colour 0.90  0.65  0.10   
Specular Colour 0.20  0.20  0.20   
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Appendix D 

Hardware 

The hardware used in this project includes: 

 An Asus notebook computer containing a Intel Centrino Core 2 Duo CPU running at a speed 

of 2.00 GHz and containing 2.00 GB of RAM memory. The notebook contains an Nvidia 

GeForce 8400m G GPU with 128 MB memory and runs Microsoft Windows 7 as its operating 

system. The display of the notebook has its resolution set to 1280 by 800 pixels. 

 A desktop computer containing a Intel Core 2 Duo CPU running at a speed of 2.40 GHz and 

containing 4.00 GB of RAM memory. The desktop computer contains an Nvidia GeForce 8800 

GTS with 640 MB memory and runs Microsoft Windows 7 as its operating system. The display 

of the desktop computer has its resolution set to 1280 by 1024 pixels. 

The Asus notebook’s main purpose in this project is to develop the application that generates 

animations and test the code implementation. It is also used to test and validate the models, 

algorithms and techniques used within the application. The desktop computer is used for screen 

capturing the demonstration videos, and verifying whether the framework is portable. 

Software 

The software used in this project includes: 

 Java 1.6 Programming Language  

 Netbeans IDE 6.8 

 JOGL 1.0 and GLSL 

Java 1.6 is the programming language used for implementing the hair framework. The reason for 

choosing Java over other languages is that it is a robust, generic and a simple to understand object-

oriented programming language, allowing great flexibility in the way how the framework is 

implemented. An additional advantage for using Java in this project is that it will be simpler to 

incorporate parts of the framework into existing software projects developed at the University of 

Twente, as a majority of the code base present at the University of Twente is written in Java. 

Netbeans IDE 6.8 is used in this project, because it provides an easy to use integrated development 

environment, which provides insight into the structure and the development of the hair framework. 

Importing the Netbeans Java OpenGL Pack Plug-In provides an easy to use OpenGL development 

environment integrated into the Netbeans IDE. 

Java OpenGL (JOGL) is a wrapper library that allows OpenGL to be used in the Java programming 

language. JOGL allows access to most features available to C programming language programmers, 

with the notable exception of window-system related calls in GLUT (as Java contains its own 

windowing systems, AWT and Swing), and some extensions.  

Initially was chosen to use JOGL 2 Beta – which supports OpenGL 3.1. However, because no 

functionality of OpenGL 3.1 was needed in the project and JOGL 2.0 Beta showed signs of 

incompletement, I have decided to use JOGL 1.0 instead. Shaders are implemented in GL Shading 

Language (GLSL).   

http://en.wikipedia.org/wiki/Library_(computer_science)
http://en.wikipedia.org/wiki/OpenGL
http://en.wikipedia.org/wiki/Java_(programming_language)
http://en.wikipedia.org/wiki/Java_(programming_language)
http://en.wikipedia.org/wiki/C_(programming_language)
http://en.wikipedia.org/wiki/OpenGL_Utility_Toolkit
http://en.wikipedia.org/wiki/Abstract_Window_Toolkit
http://en.wikipedia.org/wiki/Swing_(Java)
http://en.wikipedia.org/wiki/OpenGL#Extensions
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