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Summary

In the last decade or so, indoor positioning systems have been gaining a lot of attention. Track-

ing objects and people, entertainment and gaming, health care applications, military and first

responders, environment monitoring and treatment are some of the areas that can benefit from

such a system.

Ultra wideband (UWB) signals are opted as the optimal solution in indoor positioning systems.

This has to do with the unique characteristics of UWB signals. Because UWB signals have large

bandwidth, they are able to resolve many multipaths. This enables accurate detection of the

direct path which gives information regarding the range of the target node. When used with

UWB signals, time of arrival ranging techniques can provide us with cm level accuracy in line of

sight (LOS) situations. However, this technique has some serious challenges:

• In low signal to noise ratio (SNR) situations, the noise could obscure the information sig-

nal. In such cases, it might be impossible to detect the first peak that corresponds to the

direct path. Thus, in such cases, there is a need to suppress the noise without degrading

the information signal.

• In case of obstructed line of sight (OLOS) or non-line of sight (NLOS) scenarios, due to

the presence of the obstacles between the target and the reference node, the direct path is

either delayed or it is completely absent at the receiver. This results in a positively biased
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distance estimation. In such case, there is a need to estimate the bias introduced and

ultimately mitigate it.

In light of those challenges, this thesis can be divided in three parts. The first part deals with

improving the SNR in ToA ranging systems. In this case, wavelet based de-noising techniques

are used. The second part deals with LOS and NLOS identification. Characteristic features are

extracted from the received signal and a relation is established between those features and the

scenario. Classification algorithms are then developed using machine learning techniques in

identifying if a node is in LOS or not. The third part of the thesis deals with estimating the

range error in NLOS situations and mitigating it. In doing so, characteristic features are ana-

lyzed. An investigation is done on which features are more correlated to the error in ranging.

Using regression algorithms, a relation is established between the error in ranging and the most

promising features. Along with the IEEE 802.15.4a channel model, 200 actual measurements

made in an indoor office are used in validating and assessing the various techniques used in

this thesis.

Wavelet de-noising improved the detectability of the signal and ultimately the first peak under

low SNRs. Depending on the SNR, the number of measurements within 1 m in range error

increased significantly in the case of LOS. In the NLOS cases, similar significant improvements

where achieved in the number of measurements that are within 10 m in range error. By using

two features, namely kurtosis and number of significant paths, the classification algorithm was

100% successful. The success rate did not depend on the type or complexity of the classifier

used. The identification technique is affected adversely by both noise and wavelet de-noising.

Regarding the range error in NLOS, by using SVM classifiers along with the global peak, mean

excess delay and range estimate, the maximum range error decreased from about 12.5 m to 11

m, while the root mean square error was reduced from 6.7 m to 2.8 m. However, no significant

improvement was obtained with the number of measurements that are within 1 m in range

error.

In conclusion, while improving the number of measurements that can be used for localization,
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wavelet de-noising has reduced the accuracy of the measurements. In this case, there is a trade

off. The performance of channel identification is degraded by noise and also by de-noising.

Thus, a technique that is SNR dependent, could improve the performance. Regression, while

decreasing the RMSE, has not proven to be of great value when it comes to the errors that are

less than 1 m. However, this could be a pre-mature conclusion, since regression depends on

the number of training samples. Hence, our procedure should be repeated with an increased

number of measurements and conclusive analysis should be made from that.

The results of this thesis are based on a limited number of measurements (200), of which 40 are

in LOS and 160 are in NLOS.
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Chapter 1

INTRODUCTION

This chapter introduces the field of sensor networks and localization. The different ranging

techniques along with their merits and challenges will be discussed. The motivation and driving

force for this thesis are also addressed in this chapter.

1.1 Indoor positioning systems

In recent years, localization based applications have been gaining great interest. These applica-

tion could extend from public usage to military and safety activities. Typical scenarios include

but are obviously not limited to inventory and equipment tracking in warehouses and manu-

facturing floors, patient and medical equipment tracking in hospitals, and first responder and

soldier tracking for fire fighters and battle field troops [1]. Other applications of localization in-

clude wireless sensor networks where the localization is part of a bigger task like environmental

sensing and industrial monitoring, water/waste treatment control.

Broadly speaking, there are three types of positioning techniques namely, scene analysis, prox-

imity and geometrical localization. In scene analysis based localization, features (fingerprints)

1
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of a scene are collected and then estimation of the location of an object is done by match-

ing online measurements with the closest a prior location fingerprints [3]. This requires prior

knowledge of the environment. Moreover, a large database is needed to store initial location

fingerprints, making it less favorable for sensor networks.

Proximity localization is another technique that provides us with a relative position. A number

of anchor sensors with known position are used, and the position of the target node is deter-

mined with respect to those anchor nodes. If the target node is detected by one of the reference

nodes, then it is considered to be collocated with that reference node. This technique requires

a dense sensor (anchor) environment to have good accuracy.

Geometrical localization is generally composed of two steps: ranging and localization, see Fig-

ure 1.1. The ranging process is an action of estimating the distance [2]. In special cases like

in angle of arrival (AoA) techniques, it could also mean finding the direction or angle between

two nodes with respect to a given reference. The most common ranging techniques are time of

arrival (ToA), angle of arrival (AoA), received signal strength information (RSSI), time difference

of arrival (TDoA) and two way time of flight (TW-TOF) techniques. Those techniques are dis-

cussed in the forthcoming sections. Localization is the mechanism of finding the exact location

of a given node by utilizing the range estimates.

Figure 1.1: Functional block diagram of a wireless positioning system using geometric localiza-
tion

Geometric properties are used to estimate the target location in geometric localization. This

technique is accurate and simple. Thus, this technique is preferred over the previous ones.

Details of geometric localization technique are discussed in the coming section.
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1.1.1 Geometrical localization techniques

To do geometrical localization, anchor nodes are required. Geometrical techniques can be di-

vided into two namely triangulation and trilateration. Triangulation needs angle information

in determining the location of a target node. In order to have angle information, there is a need

for an array of antennas or a directional antenna, which makes it complex and less cost effec-

tive.

Trilateration, on the other hand, is simple and cost effective. This technique uses distance in-

formation; see Figure 1.2a. The distance estimate of a target node from an anchor node roughly

defines the position of the sensor on a circle whose center is the anchor node and radius is the

estimated distance. In order to find the exact point on the circle, two other distance estimates,

which would give another two circles, are required. The intersection of these three circles will

determine the exact position of the target node.

Thus, to find the location of a sensor in a two dimensional space, we need to have three range

estimates. Each range estimate is made by one of the approaches mentioned in the coming

section.

The final positioning accuracy of trilateration greatly depends on the accuracy of each range

estimate and the positions of the anchor nodes. An error in the range estimate would give an

error in the estimated location of the sensor. For instance, in Figure 1.2b, the three circles do not

intersect at a single point. This is created due to an error in one or more of the range estimates.

In this case, the target node is likely to be located somewhere close to the dark colored region.

1.1.2 Ranging techniques

The last decade has seen a number of research efforts in the field of ranging. Various techniques

and algorithms have been developed to come up with a more accurate and precise ranging

University of Twente
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(a) Trilateration (b) Trilateration with an error
in at least one of the range es-
timates

Figure 1.2: Trilateration with (b) and without (a) ranging error

estimate. A brief overview of the common methodologies is given below.

Received signal strength information

RSSI makes use of the received signal energy for estimating the distance. This approach relates

the attenuation in the signal energy with distance. However, this requires prior knowledge of

the environment and the path loss exponent regarded for that environment.

If we have the knowledge of the path loss of the environment and the transmitted power, then,

by measuring the strength of the received signal we can estimate the distance between the

transmitting and receiving nodes.

RSSI avoids the need for synchronization [16]. This is the main advantage of RSSI. Therefore,

this technique is regarded as simple and less power consuming. However, the inaccuracies

present in estimating the shadowing and fading of the environment and in estimating the RSS

lead to a large ranging error. Moreover, the accuracy of the method depends on the distance

University of Twente
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between the sensors, making it appropriate for short distances only [13].

Time of arrival

In the ToA technique, the receiver measures the travel time, and, accordingly, estimates the dis-

tance. It is simple, and, therefore, cost effective. The distance estimate is given by the estimated

time of flight multiplied by the velocity of the signal, which is the speed of light for electromag-

netic waves.

This mechanism is highly accurate when there is a direct path i.e. line of sight (LOS) between the

nodes. However, its accuracy is degraded when the nodes are not in line of sight, i.e. when the

nodes are either in obstructed line of sight (OLOS) or non-line of sight (NLOS). This is because

of the additional time bias introduced by the obstacles, as is explained in Section 1.2.2.

The ToA technique requires very precise knowledge of the transmission start time, and must

ensure synchronization between the nodes involved. TW-ToF, can be used in order to avoid the

need for synchronization. In this case, a round trip time is used to estimate the distance be-

tween the nodes. TDOA is another technique that avoids the need for synchronization between

the target and anchor nodes. Details of TW-ToF and TDOA are presented in [3].

While traditionally, sampling rates in the order of several GHz are required, it is proposed in [19]

that only tens of MHz sampling rates can provide us with a reasonable accuracy.

1.2 Ultra-wideband ranging

1.2.1 Ultra-wideband and its silent features

UWB signals are characterized by a bandwidth which is either greater than 500 MHz or exceed-

ing 20% of the center frequency of radiation [7]. This wide spectrum is often implemented by

generating waveforms with short pulses, in the order of nanoseconds. Ultra-wideband signals

University of Twente
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were regulated by the FCC in 2002 and are becoming the most viable solution for indoor po-

sitioning. One of the standards for wireless personal area networks with UWB in the physical

layer is the IEEE 802.15.4a standard, where UWB is used in the range of 3−10 GHz [7], according

to the FCC regulation.

Because of the very small pulse duration, using UWB improves the multipath resolvability. Mul-

tipath resolvability is defined as the number of paths that can be separated by a receiver [9].

Thus, one of the advantages of UWB is its ability to distinguish multipaths. Because of the

lower frequency components, UWB signals can penetrate obstacles reaching to objects that are

hidden or shadowed by certain materials.

It is mainly those two advantages (multipath resolvability and penetration through obstacles)

that make UWB the most appropriate solution for indoor localization and ranging [10].

Additionally, UWB signals can be transmitted without a carrier and therefore are known as car-

rierless signals [11], giving rise to lower cost, more power efficient receivers, and less complex

front end design. This makes them suitable for sensor technology. According to the FCC, in or-

der to avoid any interference that could be caused by UWB to other currently present technolo-

gies, the maximum transmission power is subject to −41 dBm/MHz, limiting its application to

moderate data rates or short range communication.

Theoretically, UWB can offer sub-centimeter level ranging accuracy with a very high precision.

1.2.2 Major sources of error in UWB ranging

Indoor environments are subject to obstacles and reflectors. As discussed in the previous sec-

tion, there are different approaches that can be employed in range estimation. From simplicity

perspective, RSSI is the least complex method. However, this technique is environment de-

pendent, as there is a need to know the path loss exponent. Moreover, the accuracy of RSSI

is distance dependent: with increasing distance its accuracy will degrade. This technique also

fails short of fully utilizing the specific advantages of UWB.

University of Twente
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On the other hand, ToA makes use of the unique advantages of UWB signals. (Details are pre-

sented in Chapter 2.) In addition, the accuracy of ToA ranging depends on the bandwidth and

the SNR of the signal used. Hence, using UWB with ToA will give more accurate results. There-

fore, in this thesis, the ranging issues will be addressed from a ToA prospective.

One of the most prominent and highly addressed problems in ToA ranging is the absence of

LOS. In indoor offices, for instance, it is rare to have a direct line of sight (LOS) between the

transmitter and receiver. There will be objects that will block the transmitter from the receiver

or vise verse. This leads to two additional scenarios- OLOS and NLOS situations, as illustrated

in Figure 1.3. In the OLOS situation, an obstacle is present between the transmitter and receiver.

The transmitted signal, however, is able to penetrate this obstacle and reach the receiver. Be-

cause of its permittivity, the obstacle will slow down the transmitted signal, causing an addi-

tional bias in time. Moreover, the first peak, signaling the direct path, could also be attenuated

so much that we may not be able to distinguish it from the background noise. This could lead

to considering later multipaths as the first peak, leading to an erroneous range estimate. This

phenomena is discussed in detail in the coming chapters.

In the case of NLOS the obstacle present between the transmitter and receiver does not allow

the signal wave to travel across. This could happen if, for instance, the obstacle is a metal sheet

or aluminum cabinet. In this case, the received signal only contains signals that have been

reflected by objects nearby. There is no direct path or delayed version of the direct paths. This

results in assuming the earliest reflections as the direct path, resulting in an erroneous range

estimate.

As such, in both above cases (OLOS/NLOS), it becomes necessary to find the positive time bias

incurred by the obstacles in the environment.

In the case of LOS, the error is due to mainly the noise and possible synchronization errors.

Nevertheless, it is possible to have cm level accuracies with LOS situations. However, in the

case of OLOS/NLOS, the accuracy is highly degraded due to the time bias, making ranging error

University of Twente
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Figure 1.3: The three possible situations, Receiver 1 (RX1) is in LOS, while Receiver 2 (RX2 ) is in
OLOS and Receiver 3 (RX3) is in NLOS [28]

in the order of tens of centimeters to meters, depending on the environment. Thus, there is a

need to estimate the time bias introduced by the obstacles and ultimately cancel out its effect.

1.3 Research framework

This master thesis is done under the auspices of the project Localization in Smart Dust Sensor

Networks, in the Telecommunication Engineering Group at the University of Twente. The aim

of the project is to investigate the localization issues in smart dust sensors. In this project, the

methods to handle NLOS-related ranging errors are investigated, taking into account design

considerations like size, complexity and power consumption. The approach taken is to gather

statistics about the ranging error, exploiting certain UWB signal features. These statistics are

used to identify the NLOS nodes in order to mitigate the ranging error related to NLOS situations

and ultimately predict the range error in such environments. Cooperative localization schemes

that are also robust to NLOS conditions are also dealt with.

University of Twente
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In a previous masters assignment [52], range error mitigation in NLOS scenarios was addressed.

This thesis addressed the issue using characteristic features. Various characteristic features (ex-

cess delay, rms delay, rise time, global peak delay, coherence bandwidth, ricean factor and path

loss exponent) were extracted from the received signal. The correlation between each feature

and the range error was analyzed and a relation was found between each feature and the error in

ranging. Instead of using the features individually, the thesis suggests using the features jointly.

Naive Bayesian regression is used to estimate the error in ranging and mitigate it accordingly.

Actual measurements were used for training and testing the technique.

However, the technique used in [52] has some shortcomings. All measurements were done in

the same environment with some in LOS and some in NLOS. However, all these measurements

were trained and analyzed together. No effort was made to separate and accordingly treat LOS

and NLOS measurements differently. Moreover, in describing a relation between characteristic

features and the ranging error, a fitting curve technique was used. This fitted curve had a lot of

outliers, making it less reliable. A question is also raised with regard to the regression technique

used. Naive Bayesian assumes all the features to be uncorrelated. However, the features used do

have some correlation. For instance between coherence bandwidth and RMS delay spread there

is high degree of correlation. Assuming the features to be uncorrelated while they are actually

having a high degree of correlation can make the technique less accurate. A serious note is also

made in the conclusion, as the data that were used for training and testing the algorithm were

the same.

One novel idea that was proposed in [52] is the use of an extrapolation technique in detecting

the direct path, even under noise. However, for UWB signals which have a very small pulse

width, this procedures hardly provides any improvement. From localization perspective, [52]

concludes that it is better to discard NLOS measurements that to incorporate them in the overall

localization. However, in the absence of enough number of anchor nodes that are in LOS, it is

more effective to use the NLOS range estimate. In such cases, it is important to mitigate the

NLOS range estimates before using them.

University of Twente
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All the measurements were made in one office, and, to manifest the various environments, mo-

bile obstacles were used (like wood, cinder, metal sheet). How that relates to the actual envi-

ronments is also another question that lingers.

1.4 Research goals

The overall goal of this thesis is to overcome the shortcomings of the existing ToA ranging tech-

niques. This thesis also aims at circumventing the shortcomings of [52] while proposing more

robust methods. Measurements that are in NLOS will be treated separately from those in LOS.

Moreover, in addition to the features used in [52], some additional features will be investigated.

A more robust regression technique will be examined. To avoid complexity, instead of using

all the features, as is the case in [52], only the most influential and promising features will be

used. In our case, the issue of detecting the direct path is addressed from the perspective of SNR

improvement.The ranging approach that we are going to follow is given in Figure 1.4.

The first range estimate is given by a ToA technique using first peak detection. While the first

range estimate should be the final range estimate for the sensors in LOS, it is a biased one for

those in OLOS/NLOS. Therefore, following the initial range estimate, channel identification

is done. This identification technique is going to be based on features extracted from the re-

ceived signal. This step enables us to identify if the sensor is in LOS or not. If the sensor is in

OLOS/NLOS, there is a need to estimate the ranging error introduced due to blockage/reflection

and ultimately cancel its effect. This process is termed as range error mitigation.

1.5 Research questions

This thesis will address the ranging problems from the ranging approach outlook given in Fig-

ure 1.4. Each block within the figure will be treated and a mechanism will be investigated to
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Figure 1.4: Ranging approach, flow chart

improve the outcome of each block. The questions that are addressed in this thesis are:

1. Can we improve the range estimate in low SNR situations ?

2. Can we exclusively identify sensors in LOS from those in NLOS?

3. Can the ranging errors in NLOS be estimated and mitigated?

University of Twente
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1.6 Thesis structure

According to the research approach, this thesis is organized in as follows: Chapter 2 deals with

SNR improvement using wavelet based de-noising. The motivation behind wavelet de-noising

and its impact on ranging accuracy is dealt with in this chapter. Chapter 3 deals with the sec-

ond research question, i.e. can we separate sensors in LOS from those in NLOS, and, if so, how?

Chapter 4 looks at the third problem, mitigation. The last chapter, Chapter 5, will give an overall

conclusion on the results obtained in the previous three chapters, and provide recommenda-

tions.
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Chapter 2

WAVELET DE-NOISING FOR IMPROVED

TIME OF ARRIVAL RANGING

In this part of the thesis, details of the ToA technique are discussed. One of the main steps in

ToA ranging is the first peak detection. The first peak defines the initial distance estimate.

Under a noisy environment, the first peak could be covered by the noise, making it unde-

tectable. In such cases, it is important to improve the SNR, and, by doing so, improve the

detectability of the first peak. In this regard, we will investigate a means to improve the SNR

and ultimately improve the detectability of the direct path. A wavelet based de-noising tech-

nique is employed for improving the SNR. All analysis and testing is subject to actual realistic

measurements.

According to the flow chart in Figure 2.1, the block within the highlighted box is treated in this

chapter. Initially, the fundamentals of ToA ranging are discussed. Following, a brief discussion

on various first peak detection algorithms is treated. In order to asses the importance of de-

noising in ranging, in Section 2.3 the basics of wavelets and wavelet de-noising techniques are

presented. Evaluation of the de-noising technique with actual measurements is presented in

13
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Section 2.4. The conclusion of this chapter is made in Section 2.5.

Figure 2.1: Ranging approach, flow chart

2.1 Fundamentals of time of arrival ranging

As mentioned in the previous chapter, ToA ranging is based on measuring the propagation time,

i.e. the amount of time a signal takes to travel from a transmitter to a receiver. This time mea-

surement is translated to distance by using the velocity of the signal in the medium.

One of the challenges in ToA is detecting the peak corresponding to the direct path. Figure

2.2 shows examples of actually received UWB signals. Received signals in the case of LOS and
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NLOS are presented. Note that the estimated channel impulse response can be obtained from

the received signal by correlating it with the known transmitted signal. Therefore, throughout

the thesis ”received UWB signal” is used to mean estimated channel impulse response.

To find the time of flight, we first need to locate where the first peak is. The first peak will signal

the first point in time where the transmitted signal reaches the receiver. Geometrically, this

represents the shortest path between the two nodes. The rest of the impulse response consists

of delayed versions of the transmitted signal, also known as multipaths.

(a) (b)

Figure 2.2: Measured UWB signals in the case of LOS (a) and NLOS (b)

In order to find the first peak, it is important to determine the detection threshold. The first

peak is chosen as the first of those peaks that are greater than the detection threshold. Under-

estimating the noise could result in lower detection level resulting in a false detection, i.e. if the

threshold is set too low, peaks due to noise could be wrongly considered as the first peak. This

is illustrated in Figure 2.3a. A False alarm would result in estimating the distance to be shorter

than it actually is.
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(a) False Alarm of direct path (b) Missed detection of direct path

Figure 2.3: Possible errors in detecting the direct path

Another situation could be over-estimating the noise, and, accordingly, setting the detection

threshold higher than what it should be. In such cases the first peak is missed, causing a positive

bias in the distance estimated; see Figure 2.3b. This phenomena is termed as missed detection.

Therefore, there is a need to calibrate the detection threshold with good accuracy. Various tech-

niques have already been proposed, as will be explained in Section 2.2.

A situation that is more interesting occurs when the first peak is buried under noise. In such

cases, no matter how the detection threshold is set, you will never be able to detect the first

peak. Thus, in such specific environments, it becomes imperative to improve the signal power

with respect to the noise. In other words, a technique has to be employed to improve the de-

tectability of the first peak. Details of possible techniques are presented in Section 2.3.

2.2 Thresholding techniques in time of arrival ranging

Various thresholding techniques have already been proposed in literature [25, 37, ?]. A typical

method is to choose the threshold a few dBs above the noise level. Noise level estimation can be

done from the first few samples of the received waveform. A similar but still distinct approach
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is to set the threshold based on the global peak, i.e. the threshold is a few dBs below the global

peak [25].

Still, another proposed method is the delay dependency (DD) based threshold selection [38].

This technique utilizes the dependency of the signal strength on distance. As we increase the

distance, the strength of the received signal will decrease. In this system, the parameters for

defining the threshold need to be optimized and customized to the given application and as

such can not be generalized.

Both global peak based thresholding and the noise level based thresholding have comparable

degree of complexity while their accuracy is the same. Thus, any one of the two can be used. In

our case, we are going to use the noise level based thresholding.

A further extension to those techniques would be to use an extrapolation technique to find the

starting of the first peak. This has been proposed in [50] for narrowband signals and in [52] for

UWB signals. Large pulse width (small bandwidth) signals benefit from this techniques because

of the long leading edge present. However, UWB signals have a narrow pulse width, limiting the

effectiveness of the algorithm. Thus, this technique might be effective for narrowband signals

but not for UWB signals.

2.3 Improving the SNR

2.3.1 Motivation

As mentioned above, how precisely we identify the direct path is a critical issue in the over-

all ranging performance. This holds in both low and high SNR conditions. In this section, we

will look at how we can improve the SNR of a given situation by making use of a wavelet tech-

nique. This becomes imperative in case of low SNR environments where the direct path could

be buried under noise.
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There are different ways of improving the SNR. Often, increasing the power of the information

signal at the transmitter side could easily improve the SNR. However, for UWB signals this might

not be possible as there is a limit on the maximum transmission power.

Another approach is to increase the SNR at the receiver side. In doing so, a matched filter (MF)

is commonly used. A matched filter correlates the received signal with a template of the trans-

mitted signal.

A similar technique but with different approach is the so called de-noising. The most common

type of de-noising technique is wavelet de-noising (WD). Wavelets utilize the unique behav-

ior of noise to separate the noise from the information signal. The motivation for wavelet de-

noising comes from the inherent behavior of indoor environments. Indoor environments are

made of a number of reflectors and obstructions, which ultimately result in multipaths. How

those multipaths add up to provide the received signal is something that cannot be predicted.

As such, finding the exact template of the transmitted signal at the receiver may not be the

most effective method to use. Wavelets try to circumvent this by using scaling and translation

techniques. A more detailed analysis of wavelets can be obtained in [42]−[46].

2.3.2 Basics of wavelet de-noising

To analyze signals in both time and frequency domain, special types of Fourier transform like

Short Time Fourier transform (STFT) can be used. However, in STFT, the time and frequency

resolutions are in a trade-off. Using wavelets, it is possible to have variable time and frequency

resolutions. This enables us, for instance, to obtain a detailed frequency analysis by increasing

the time resolution, while to look at, say, discontinuities or peaks, we can have shorter time

resolutions.

Basically, we have two types of wavelet transforms. The Continuous Wavelet Transform (CWT)

is mathematically defined as
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γ (s,τ) =
ˆ ∞

∞
f (t )ψ∗

(s,τ) (t )dt , (2.3.1)

where * denotes complex conjugation. The function f (t ) is decomposed into a set of basis

functions, called the wavelets. The variables s and τ are termed as scale and translation.

The wavelets ψ(s,τ) (.) are generated from the so called Mother Wavelet ψ (.) as

ψ(s,τ) (t ) = 1p
s
ψ

(
t −τ

s

)
(2.3.2)

The factor s−1/2 is for energy normalization across the different scales.

The function f (t ) can be re-constructed from its wavelet transform γ(s,τ) using the formula

f (t ) =
ˆ +∞

0

ˆ +∞

−∞

1

s2
p

s
γ(s,τ)ψ̃

(
t −τ

s

)
dτ.ds, (2.3.3)

where ψ̃ is a dual function of ψ and it should satisfy,

ˆ +∞

0

ˆ +∞

−∞

1

s3
ψ∗

(
t1 −τ

s

)
ψ̃

(
t −τ

s

)
dτ.ds = δ (t − t1) (2.3.4)

The Discrete Wavelet Transform (DWT) is a special case of the wavelet transform that provides

a compact representation of a signal in time and frequency that can be computed efficiently.

Mathematically this is given by,

ψ( j ,k) =
(
s j

o

)−1/2
ψ

(
t −kτo s j

o

s j
o

)
(2.3.5)

j and k are integers, so > 1 is a fixed dilation step and τo is the translation step.
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In wavelets, unlike in Fourier transforms, the mother wavelet is not uniquely specified. Nor-

mally, there are different types of mother wavelets (Haar, Daubechies, Coiflets, Symelts, and

Biorthognal), their basic difference being in how they define the wavelet and the scaling signal.

For a single pulse transmitted, the received UWB signal under multipath can be modeled as,

r (t ) =
L∑

l=0
αlω(t − t l )+n(t ) (2.3.6)

where ω(t ) is the transmitted pulse template of duration Tp, αl and tl are the amplitude and

time delay of the l -th multipath, L presents the number of propagation paths, and n(t ) is the

additive white Gaussian noise (AWGN). This can be written in vector form as

r = s+n, (2.3.7)

where the elements of s represents samples of the signal part and the elements of n the samples

of the noise part of the received signal. In removing the noise using wavelets, there are three

steps proposed in [42]:

1. Calculate the discrete wavelet transform (DWT) of the signal

2. Threshold the wavelet coefficients

3. Compute the inverse DWT

The first step in wavelet de-noising is performed by multiplying the received waveform r with a

M × M orthonormal wavelet matrix W, as

rw = Wr = sw+nw (2.3.8)

with
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sw=Ws (2.3.9)

nw = Wn (2.3.10)

and

W =



w1 (0) w1 (ts) w1 (2ts) · · · · · · w1 ((M −1) ts)

w2 (0) w2 (ts −τ1) w2 (2ts −τ1) · · · · · · w2 ((M −1) ts −τ1)

w3 (0) w3 (ts −τ2) w3 (2ts −τ2) · · · · · · w3 ((M −1) ts −τ3)
...

...
...

...
...

...
...

...
...

...
...

...

wM (0) wM
(
ts −τ(M−1)

)
wM

(
2ts −τ(M−1)

) · · · · · · wM
(
(M −1) ts −τ(M−1)

)


(2.3.11)

represents M ×M matrix representing the delayed and sampled version of w(t ).

The elements of rw are the wavelet coefficients.

The second step in wavelet de-noising is finding out which of those coefficients are due to noise

and which are due to the signal. Noise has the specific character of being wideband and having

higher frequency. Because of this, the noise coefficients are usually small compared to the co-

efficients due to the signal [42, 43]. Determining which of the coefficients are due to noise and

which are not is termed as wavelet thresholding.

There are two common methods of wavelet thresholding [42, 43]: Hard and Soft threshold selec-

tion. We also the hyperbolic shrinkage thresholding methods. However, both soft thresholding

and hyperbolic thresholding have a smoothing effect, i.e. apart from discarding the low coeffi-

cients, they also reduce the magnitude of the coefficients that are retained. These techniques
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are mostly used in image processing. In our case, we would like to detect the peaks. Thus,

smoothing them is something we do not want to do. Therefore, hard thresholding is preferred.

To set the threshold, multiply the above rw with a diagonal matrix

H = diag[h (1) ,h (2) ,h (3) , ...h(M)]

where diag() represents a matrix whose diagonal is made of the elements h (1) ,h (2) ,h (3) , ...h(M)

while the rest of the elements of the matrix are zero.

The inner values of H are selected by the hard threshold method, i.e.

hhard (i ) =
1, |rw (i ) | > δ

0, |rw (i ) | ≤ δ
(2.3.12)

where δ is the threshold from [42, 43] given by

δ=σ√
2×log10 (M)

The variance σ2 of the noise can be estimated from the first few noise samples as

σ̂2 = 1

N −1

N∑
i=1

(
r (ti )− µ̂)2 , (2.3.13)

where µ̂ is the estimated sample mean and N the number of samples used to estimate the noise

variance.

The last step in the de-noising process would be to reconstruct the signal by taking the inverse

wavelet transform, i.e.

r̂ = WT r̃w = WT HWr (2.3.14)
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which is the inverse DWT operation to the de-noised wavelet coefficients r̃w = Hr, where r̂ rep-

resents the resulting estimate of s.

Moreover, it is also possible to recursively decompose the signal to get finer detail and more

general approximation [47]. This is called multi resolution analysis (MRA). This is made so as to

analyze the signal at different time and frequency resolutions. It is designed to give good time

resolution and poor frequency resolution at high frequencies and good frequency resolution

and poor time resolution at low frequencies.

Figure 2.4: Multi-resolution analysis using filter banks h[n] is a high pass filter and g[n] is a low
pass filter

At each decomposition step, the low frequency components are analyzed with a higher degree

of resolution. The number of steps performed is termed the decomposition level.

The performance of wavelet de-noising depends on the type of wavelet function, thresholding

technique, and decomposition level applied.

2.3.3 Wavelet selection and level of decomposition

There are two ways in which we can select the mother wavelet: based on visual inspection of

the signal, i.e. looking at what the signal looks like and relating it to one of the mother wavelets,
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or based on correlation between the mother wavelet and the de-noised signal. In our case, we

use the correlation method as that is going to give us analytical results to base our decision.

To do so, the channel model CM3 (indoor office, LOS) from IEEE 802.15.4a is used. As is shown

in Figure 2.5, sample impulse responses are generated using the 802.15.4a channel model. Noise

(AWGN) is added to those impulse responses. These noisy impulse responses are then de-

noised using wavelets. To see the effectiveness of the de-noising, the correlation coefficient

between the original signal and de-noised signal is calculated. This procedure is done for dif-

ferent types of wavelet functions.

SNR is defined as

SNR = 10log10

(
Ps

Pn

)
, (2.3.15)

where Ps is the signal power and Pn is the noise power.

The correlation coefficient is given by

cx,y
(

j
)= ∑n

i=1

(
xi −x

)(
yi − y

)√∑n
i=1

(
xi −x

)2 (
yi − y

)2
(2.3.16)

where x and y are the sample means of x and y , i represents the sample index while j represents

the realization index. x and y represent the original and the de-noised signals. This is done for

the 1000 realizations. To obtain the mean correlation coefficient,

c =
n∑

j=1
cx,y

(
j
)

(2.3.17)

cx,y
(

j
)

is the correlation coeifficent corresponding to the given realization.

For each wavelet type, 1,000 realizations are generated, and for each case a correlation value is

obtained. For comparison purposes, the mean of these correlation values is taken. High corre-
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lation would mean that the de-noised signal resembles more precisely to the impulse response

generated.

Being the most common type of wavelets used in de-noising, Daubechies6, symlet4, symlet8

and coiflet2 wavelets are investigated.

Figure 2.5: Wavelet selection based on correlation

Tabulated in Table 2.1 is the mean correlation value for different SNRs. For all tested wavelets,

the mean correlation value increased as the SNR increased. For a given SNR, the mean correla-

tion values for the various wavelets are similar with a difference only after the second digit. This

implies that, at a given SNR, the performance of the various wavelets is comparable.

Looking at the shapes of the various wavelet signals (see Figure 2.6), all the wavelet signals,

except Daubechies are symmetric around the maximum peak. It is mentioned in [40, 51],

Daubechies 6 , because of its asymmetry would be more appropriate to capture the the first

peak in LOS situations. This was not confirmed in our analysis. However, since we have con-

cluded that all have comparable performance, taking the suggestion of [40, 51], we have opted

to use db6.
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Table 2.1: Mean correlation between de-noised and original signal for various wavelet types

SNR Daubechies6 (db6) Symlet4 (sym04) Symlet8 (sym08) Coiflets2 (coif 02)

0 0.7836 0.7879 0.7852 0.7861
5 0.8456 0.8497 0.8488 0.8495

10 0.9031 0.9069 0.9061 0.9063
15 0.9461 0.9477 0.9473 0.9479
20 0.9715 0.9729 0.9722 0.9724

(a) Symlet 8 wavelet (b) Daubechies 6 wavelet

Figure 2.6: Symlet 8 and Daubechies 6 wavelets

As mentioned before, the optimal degree of decomposition depends on the level of the SNR.

Decomposition also incorporates computational complexity in the system. In our case, a de-

composition level of 4 is chosen which has moderate complexity.

The computational complexity (multiplication operations) incurred by db6 based wavelet de-

noising is o(M), M being the number of samples of the received waveform [40]. For a decom-

position level of N , the complexity is given by o(N ·M).
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2.3.4 SNR improvement using wavelets

From Section 2.3.2, we have concluded that hard thresholding is the most suitable wavelet

tresholding. In order to investigate the effectiveness of wavelet de-noising at different SNRs,

a test bench was developed as shown in Figure 2.7. 1,000 realizations of the channel impulse

response were generated using the 802.15.4a channel model, CM3 (indoor offices LOS). From

all the channel models, CM3 is used, since the actual measurements (explained in the coming

section) used to test the performance of wavelet de-noising are made in an indoor office.

Figure 2.7: Wavelet threshold selection method

AWGN was added to each realization. Following is a wavelet de-noising block, where de-noising

is done using db6 and hard thresholding. As a figure of merit, a comparison is made between

the error before and after de-noising i.e. mean signal to error gain is used as a criterion. Math-

ematically,

4SER[dB] = SERout [dB]−SERin [dB] (2.3.18)

SERin [dB] = 20log(
q s q
qn q

) (2.3.19)
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SERout[dB] = 20log(
q s q

q s− ŝ q
) (2.3.20)

where the elements of s are the signal samples, n the noise samples, ŝ is the samples of the de-

noised signal, SERin corresponds to the input signal to error ratio1 and SERout corresponds to

the output signal to error ratio. q . q represents Euclidean norm.

As can be inferred from Figure 2.8, we can see that, as the signal to noise ratio increases, the

improvement made by the wavelet de-noising technique decreases. In fact, at higher SNRs (10

dB or more), it can be observed that, the technique employed could have a negative effect. This

is because at high SNRs, there is not much noise to remove, and, thus, wavelets remove some of

the information signal, causing a decrease in SNR.

Figure 2.8: SER improvement using hard thresholding

1SERin is equivalent to SNRin but that does not hold for SERout because after de-noising, it is possible that the
information signal has also been affected.
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2.4 Impact on ranging performance

So far, we have investigated the importance of wavelet de-noising and how it can be used to

improve the SNR in a given environment. Our analysis has been based on the 802.15.4a chan-

nel model. Nevertheless, the ultimate goal is to improve the detectability of the first peak and

accordingly decrease the range error. This objective cannot be examined using the 802.15.4a

channel model as the channel model lacks the actual distance information. Moreover, to make

the results more conclusive it is important that the test is made with actual measurements.

Therefore, this section addresses the impact of wavelet de-noising on the detectability of the

first peak and the range error using actual measurements.

2.4.1 NIST campus measurements

Measurements made in the National Institute of Standards and Technology (NIST) in [28] are

used in our analysis. The measurements were conducted in four different rooms, constructed

from different materials (dominantly), in the NIST campus in Gaitherburg, Maryland, USA. The

measurements cover a distance up to 45 m, while the number of walls present in between varies

greatly. Overall, 200 measurements were performed, 50 in each room. The four rooms are NIST

North (sheet rocks/aluminum studs), Child Care (plaster/wooden studs), Sound (cinder blocks)

and Plant (steel). Out of 50 measurements, in each room 40 are either in OLOS or NLOS, while

10 are in LOS.

As the measurements are made in actual environments they are suitable for our analysis. More-

over, the measurements were made in different office environments that are dominantly made

of different materials, and, since they cover large distances, they are found to be appropriate for

our case. The measurements include all possible scenarios (LOS and NLOS).
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2.4.2 Wavelet de-noising

Looking at Figure 2.9, the samples before the first peak (direct path) are noise samples, while,

the last few samples, starting from N2 are also noise samples. The part of the received waveform

containing the signal information is located between N1 −N2.

Figure 2.9: Sample impulse response

Accordingly, the noise power per sample can be estimated as

P̂n =
∑(N1−1)

i=0 h2(i)

N1
(2.4.1)

and the estimated signal power per sample is
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P̂s =
∑(N2−1)

i=N1

(
h2(i)− P̂n

)
N2 −N1

(2.4.2)

Then, the estimated SNR is

SNR = 10log10

(
P̂s

P̂n

)
(2.4.3)

As we have the knowledge of the actual distance, the first peak (N1) is determined from that

information. Using the samples before the first peak, the noise energy per sample is estimated.

To determine N2, we need to find the sample after which only noise samples are present. To

do so, we have used a windowing method. A window with N1 sample is used. This window is

moved across the the received waveform starting from N1 . At each step, the mean energy within

the window is measured. The moment the mean energy of in the window is equal to or less than

the mean noise energy (calculated earlier), then, samples in that window and the samples after

that are considered to be made of noise. Thus, the beginning of that window is taken as N2.

Out technique need to be tested at both low and high SNRs. As such, each measurement is

manipulated i.e. a Gaussian random variable is added to each sample with a variance such that

the total variance meets the required noise level. In such a manner, SNR values of −12 dB, −9

dB, −6 dB, −3 dB, 0 dB, 3 dB, 6 dB, 9 dB and 12 dB are investigated.

In order to determine the range error at different SNRs, first, the detection threshold needs to be

set. While, how to set the detection threshold is another question, in our case, we have decided

to set or define the detection margin and ultimately the detection threshold.

The detection threshold (PT) chosen as,

PT [dB] = P̂n [dB]+4P [dB] (2.4.4)

where 4P represents the detection margin.
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In doing so, for a given SNR, the following steps are taken,

1. First LOS and NLOS measurements are separated

2. For all LOS measurements, an initial detection margin (0) is set, and, accordingly, the

range error for each LOS measurement is determined.

3. The detection margin is increased by 0.1 and the range error is determined for each LOS

measurements again.

4. Step 3 is repeated until the maximum possible detection margin is set. The maximum

detection margin is a detection margin where all measurements lay below the detection

threshold.

5. The mean square error criterion is used in opting for the optimal detection margin.

The mean square error (MSE) is given by

MSE = 1

N

N∑
i=1

(εr (i ))2 (2.4.5)

where N is the number of LOS or NLOS measurements and εr(i ) is the range error associated

with a given measurement î .

Steps 2−5 are also done for the NLOS measurements.

Now that the detection margin for each SNR value has been specified, we can estimate the

range and accordingly the range error. Below are some of the results that represent the overall

performance of de-noising.

Figure 2.10 shows a comparison between the range errors before and after de-noising. This

comparison is made for the LOS measurements. The regions I and III represent Regions where
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the range error has increased after de-noising, while Regions II and IV show regions where the

range error has decreased.

The NIST measurements are made with a receiving window of 800 ns. Multipaths within the 800

ns range or equivalently around 240 m can be detected. In Figure 2.10, the points with a range

error of greater than 150 m are outliers. They are measurements where the receiver does not

detect an information signal. This is because, in those cases, the signal is below the detection

threshold. For analysis purposes, their range estimate is marked as 240 m i.e. the maximum

possible range estimate of the receiver. Their range error is calculated by subtracting the actual

distance from the range estimate (240 m).

When the SNR is −12 dB, only 32.5% of the LOS measurements were detected, while after de-

noising the signals, around 65% of the measurements were detected. Similarly, for −9 dB, only

45% of the LOS measurements were detected, while 80% of the measurements were detected

after de-noisng. Similar results also hold during the NLOS situations.

(a) SNR = −12 dB (b) SNR = −9 dB

Figure 2.10: Range error comparison for LOS measurements at SNR = −12 dB and −9 dB

However, as can be inferred from the figures, at SNR = −12 dB, one measurement that was de-
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tected before de-noising was undetected after de-noising. This is mainly because of the error in

setting the detection threshold. As the detection threshold is set based on the detection margin

that is optimal from the overall measurements perspective, it is possible in some cases that an

overestimate of the thresholding can take place. Nevertheless, in LOS, the overall detectability

performance has improved for those SNRs that are below 6 dB, as is given in Table 2.2a. For

NLOS measurements, the detectability improvement holds for all SNR values.

Around the (0,0) coordinates, what we see in Figure 2.11, is that those measurements that result

in a low range error before de-noising, result in an increased range error after de-noising. Thus,

there is a degradation in the accuracy of those measurements that were already within small

range error before de-noising.

Table 2.2: Detectability comparison before and after de-noising

(a) LOS

SNR
Signal detectability (%)

Before de-noising After de-noising
−12 dB 32.5% 65%
−9 dB 45% 80%
−6 dB 62.5% 92.5%
−3 dB 52.5% 75%
0 dB 87.5% 92.5%
3 dB 97.5% 100%
6 dB 100% 100%
9 dB 100% 100%

12 dB 100% 100%

(b) NLOS

SNR
Signal detectability (%)

Before de-noising After de-noising
−12 dB 24.4% 60%
−9 dB 27.5% 55%
−6 dB 35.6% 71.2%
−3 dB 38.1% 73.7%
0 dB 55.6% 84.4%
3 dB 76.8% 89.4%
6 dB 83.7% 91.25%
9 dB 95% 97.5%

12 dB 96.25% 100%

Looking at the NLOS cases, Figure 2.12 gives the zoomed in plot for SNR = −12 dB and −9 dB.

From the figure we can see that, for the majority of the measurements, the range error has

decreased after de-noising. In both cases a large share of the measurement is within Region II

showing an improvement in the range error.
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(a) SNR = −12 dB (b) SNR = −9 dB

Figure 2.11: Range error comparison for LOS measurements (zoomed) at SNR = −12 dB and −9
dB

In order to show the overall impact of wavelet de-noising on ranging, CDF plots are used. Figure

2.13 presents the CDF plots for LOS measurements at SNR= −12 dB, −9 dB, 9 dB and 12 dB. The

figures are zoomed in to concentrate on the important part of the graph, i.e. the small range

errors.

The results show that as the SNR increases, the number of measurements that are within 1m

range error increases. This is intuitive because, as SNR increases, the detectability of the first

peak also increases. Comparing the results before and after de-noising, for low SNR values

there is an improvement in the number of measurements that are within 1m in range error.

However, for high SNR values like 9 dB and 12 dB, the number decreased after de-noising. This

is attributed to what is discussed in Section 2.3.4, where at high SNRs, wavelet de-noising will

affect the information signal part of the received waveform, as there are not much of a noise to

remove. This results in assuming some peaks that are due to information signal as noise and

thus, removing them.

So far, it has been shown that wavelet based de-noising increased the number of measurements
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(a) SNR =−12 dB (b) SNR =−9 dB

Figure 2.12: Range error comparison (zoomed in) for NLOS measurements at SNR = −12 dB and
−9 dB

that are detectable. Moreover, de-noising has also improved the number of measurements that

are within 1 m in range error. However, in some cases, de-noising has also increased the range

error in those measurements that had low range error before de-noising. While those analysis

give us an insight about the effect of wavelet de-noising, the ultimate criterion should be on

whether de-noising has increased the number of measurements that are usable for localization.

As the the expected accuracy with UWB localization is in cm level, we are going to assume any

measurement that is within 1 m in range error is usable. This is true for LOS measurements.

However, for NLOS measurements, there is a error mitigation process before they are actually

used for localization. Mitigation processes is where the range error is estimated and ultimately

deducted from the range estimate (This is treated in Chapter 4). As such, for NLOS measure-

ments the usable range error can be taken roughly up to 10 m.

Therefore, Table 2.3a, gives the usable number of LOS measurements before and after de-noising,
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while similar results for NLOS measurements are given in Table 2.3b.

(a) SNR = −12 dB (b) SNR = −9 dB

(c) SNR = 9 dB (d) SNR = 12 dB

Figure 2.13: CDF of range error for LOS measurements at SNR =−12 dB, −9 dB, 9 dB and 12 dB
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Table 2.3: Usable number of measurements in both LOS and NLOS cases

(a) Usable number of LOS measurements

SNR
Usable measurements (%)

Before de-noising After de-noising
−12 dB 32.5% 45%
−9 dB 40% 55%
−6 dB 57.5% 72.5%
−3 dB 50% 70%
0 dB 82.5% 85%
3 dB 85% 82.5%
6 dB 95% 90%
9 dB 95% 85%

12 dB 92.5 77.5%

(b) Usable number of NLOS measurements

SNR
Usable measurements (%)

Before de-noising After de-noising
−12 dB 21.25% 44.37%
−9 dB 25% 43.75%
−6 dB 30% 56.87%
−3 dB 33.75% 61.25%
0 dB 43.75% 68.75%
3 dB 66.87% 79.37%
6 dB 76.88% 77.5%
9 dB 91.25% 83.15%

12 dB 92.5 88.75%

For LOS cases, the number of measurements within the usable range has increased by an av-

erage of 15−20%, in low SNR situations. However, at high SNRs, i.e, SNR values greater than 3

dB, there is a decrease in the number of usable measurements. This has to do with the adverse

effect of wavelet denoising, mentioned in Section 2.3.4.

For NLOS measurements, for low SNR values, the number of usable measurements on average

has increased by 20−35%. However, for the same reasons mentioned before, at high SNR values,

de-noising has decreased the number of usable measurements.

An overall evaluation of the performance of wavelet de-noising can be done with the help of the

root mean square error (RMSE). Mathematically, the RMSE is given by the square root of 2.4.5,

i.e.

RMSE =
√√√√ 1

N

N∑
i=1

(εr(i))2 (2.4.6)

where N represents the total number of measurements and εr is the range error.
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Figure 2.14 gives the RMSE for the usable measurements in LOS and NLOS measurements. In

the LOS cases, the RMSE is increased after de-noising, with a maximum increase of 40 cm in

the case of SNR= −6 dB. Knowing that we have a 20% increase in the number of usable mea-

surements at SNR= −6 dB, the increase in RMSE, can be attributed to the increased number of

usable measurements. Similarly, for NLOS, in most cases, the RMSE is higher after de-noising.

At high SNRs, the increase in RMSE is due to the negative effect that de-noising has at high

SNRs.

(a) NLOS (b) LOS

Figure 2.14: RMSE for LOS and NLOS measurements at different SNR values

2.5 Conclusion

In this chapter, we have looked at ways to improve the detectability of the signal, and, most

importantly, the detectability of the first peak using wavelet de-noising. Wavelet de-noising has

improved the detectability of those signals that are buried under the noise. This was true for
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both LOS and NLOS cases. By using wavelets, we are able to improve the SNR and ultimately

improve the detectability of the first peak that corresponds to the direct path. Under SNR values

of −3 dB or lower, the number of measurements that can be used in localization has improved

on average by 15− 20% in LOS and 20− 30% in NLOS cases. This implies that by using wavelet

de-noising we were able to improve not only the detectability of the signal but the detectability

of the first peak too. It has also been shown that the RMSE for those measurements that are

within the usable range error, increases after de-noising. This implies that, while de-noising

has increased the number of measurements that can be used for localization, the average error

of those measurements has increased slightly. Thus, there is a trade off between the number of

usable measurements and the accuracy that comes with that.

There is also another way of looking at the advantage obtained by improving the SNR. If you

know the noise level of your environment, by using wavelet de-noising at the receiver side, it is

possible to transmit your signal with less power. In other words, wavelet de-noising enables us

to lower the transmission power.

However, de-noising also has a negative effect under high SNRs resulting in an increased range

error. As such, the number of measurements that are within the usable range has decreased at

high SNRs. Also, for similar reasons, at high SNRs, the RMSE has increased.
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Chapter 3

CHANNEL IDENTIFICATION

Provided the sensors are in LOS, ToA ranging can provide cm level accuracies. This is possible

because of the presence of the direct paths. However, in the case of OLOS/NLOS, there is an

obstacle between the nodes. Depending on the type of obstacle, the direct path is either delayed

or it is completely blocked. If it is blocked, only reflections from nearby objects will be received.

Figure 3.1 shows the three possible situations: Receiver 1 is in LOS, Receiver 2 is in OLOS, and

Receiver 3 is in NLOS.

In both the OLOS and NLOS case, a bias is introduced in the range estimate, making it less ac-

curate. Thus, for those sensors that are in NLOS there is a need to mitigate the error introduced

by the obstacles/reflectors. However, before doing mitigation it is important to identify if the

target node is in LOS or not, as mitigation has to be applied only to those sensors that are either

in OLOS or NLOS.

Channel identification is also important from the perspective of localization. For instance, in

the case of trilateration based localization there is a need for three range estimates in order to

localize the node in a 2D space, as explained in Chapter 1. In doing so, because of the high

accuracy and precision present in the LOS ranging, it is preferable that all the three range esti-
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Figure 3.1: LOS (Rx1), OLOS (Rx2), NLOS (Rx3) situations

mates are done by reference nodes that are in LOS with respect to the target node. NLOS range

estimates are to be used only in the absence of enough LOS measurements. Thus, there is a

need to exactly identify whether the range estimate is made by a LOS or NLOS reference node.

In some cases, NLOS range estimates can also be used in assisting LOS measurements. Even in

those cases, the need for identification still persists.

In [17], the issue of classification was approached using a ray tracing algorithm. This algorithm

requires knowledge of the map of the environment. Moreover, the computational complex-

ity that comes with it is high. Other papers have addressed the classification problem from a

statistical features perspective. Characteristic features extracted from the received signal can

provide us with information about the scenario. Kurtosis, a feature to be explained later, is used

as a feature for classifying LOS and NLOS situations in [20]. This technique was tested using the

802.15.4a channel model and had a success rate of 74%. Moreover, in [21, 26] statistical features

extracted from the received waveform are used for classification. In those cases, mean excess

delay, rms delay and kurtosis are used. A comparison is made between using the features indi-

vidually or using them jointly. The technique was evaluated using simulations and success rate
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over 90% was obtained for most of the environments. However, in those cases, the threshold

selection for decision making is not clearly defined. Similar techniques are also used in [22]

different feature combinations are tested and among them excess delay, rise time, and kurtosis

are chosen. Using the opted features with SVM classifier, this mechanism had more than 90%

success rate with actual measurements.

Op ’t Land [52] proposed a mechanism where nodes are selected not based on the channel

state (LOS/NLOS), but based on the estimated range error. To do so, first a fitting function was

estimated between the range error and the characteristic features. This fitting function was ap-

proximated using an arctan ( inverse tangent) curve. Accordingly, the characteristic features are

used to estimate the range error, and, eventually, the nodes with the lowest estimated ranging

error are used in localization. In other words, nodes with low ranging errors are assumed as if

they are in LOS. This would be true if the relation developed between features and the ranging

error were exact and the arctan curve fitted the data accurately. However, in this thesis, there

are a number of outliers to the fitted curve. The data are so scattered and diverse, that it is hard

to realize a relation between the range error and features. Referring to the results of Op ’t Land

given in Figure 6.16 of his thesis, a number of measurements with low range error are estimated

to have large errors. Also, a number of measurements with high range error are also estimated

to have low range error. Thus, the results were not convincing.

In our case, we will address the identification problem from a characteristic features perspec-

tive. In Figure 3.2 the parts of the flow chart addressed in this chapter are indicated in the

highlighted box. We will investigate a robust and at the same time simple classification tech-

nique. The overall aim is not only to identify LOS and NLOS but to do so with less complex

algorithms. The complexity of the classification technique will highly depend upon what fea-

tures are used. Hence, an extended list of features will be analyzed and examined. Looking at

the relation between the features and the scenarios (LOS/NLOS), the most appropriate features

will be selected. Ultimately, those features will be used along with a simple classification algo-

rithm in determining if a target node is in LOS or not. Evaluation of the technique is going to be

University of Twente



Page 44 CHAPTER 3. CHANNEL IDENTIFICATION

based on actual measurements.

Accordingly, the first section is going to deal with features and their detail characteristics. Why

and how those features can assist in classification is explained in this section. The extraction

of those features from actual measurements and their analysis is done in Section 3.2. The se-

lection of the most promising features is also done in this section. Details of the classification

algorithms are discussed in Section 3.3 while their evaluation with respect to the actual mea-

surements is done in Section 3.4. Conclusion of the work done in this chapter is presented in

Section 3.5.

Figure 3.2: Ranging Approach, flow chart
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3.1 Impulse response features and characteristics

Features that can be extracted from an impulse response are broadly grouped into two as time

statistics based and amplitude statistics based features. Detailed definition and formulation of

these features is presented in this section. These features are also going to be used in the miti-

gation techniques in Chapter 4.

3.1.1 Time statistics based features

Time statistics based features indicate the distribution of the channel impulse response (CIR)

with respect to time. The features analyzed are mean excess delay, RMS delay, rise time, and

global peak delay.

Mean excess delay

The mean excess delay (Te) is the first moment of the path delay with respect to the estimated

first path using the power delay profile as a weighing function. Mathematically, this is expressed

as

Te =
∑M

m=1 |hb[m]|2.
(

m−1
fs

− t0

)
∑N

n=1 |hb[m]|2 (3.1.1)

where fs is the sample rate, t0 is the delay of the first path, m is the number of samples and hb

is the sampled base band CIR. The mean excess delay has been used in literature for quite some

time [21, 22, 26], and it has proven to be one of the useful features in both identification and

mitigation techniques.

Both in in the case of obstructed line of sight or absence of line of sight, the mean excess delay

will be larger than in the LOS situation. Moreover, this parameter could also give us an idea

about the type of environment. The presence of scattering objects in close proximity (which
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could be the case in indoor office/residence) is likely to result in a smaller mean excess delay

than in a situation where the objects are located at a distance, like in outdoor environments.

RMS delay spread

RMS delay is a measure of the temporal dispersion of the multipaths and is defined as the

square root of the second central moment of the path delay. Mathematically,

TRMS =

√√√√√∑M
m=1 |hb[m]|2.

(
m−1

fs
− t0 −Te

)2

∑M
m=1 |hb[m]|2 (3.1.2)

Rise time

Rise time is the time difference between the instant at which the channel impulse response

(CIR) first exceeds certain per-specified values. Quantitatively, this is given by

trise = tH − tL , (3.1.3)

where

tH = min{t : |hb[m]| ≥ασn}

tL = min{t : |hb[m]| ≥βmax(|hb[m]|)}

Whileσn gives us the noise level,α andβ are constants chosen to define the rising edge. Typical

values are 6 and 0.6 respectively.
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Global peak delay

The global peak delay is the time difference between the global peak and the first peak. In LOS

situations, the first peak is usually the global peak. As such, the global peak delay is expected to

be around zero for LOS. In NLOS however, it is expected to have a higher value. This feature is

going to have a relative significance in deciding whether a target node is in LOS/NLOS.

3.1.2 Power features

Power based features give information regarding the distribution of the values of the CIR. The

features analyzed are kurtosis, ricean K factor, number of significant paths, maximum of the

received signal and energy of the received signal.

Kurtosis

The kurtosis is a statistical parameter that indicates the centralized fourth order moment of the

normalized CIR amplitude. Kurtosis, unlike the previous features, is a measure of the amplitude

spread of the received signal, showing how peaky the signal is, i.e. to what extent the variance

is determined by relatively large values. The mathematical definition of kurtosis is given by

K =
∑M

m=1

(
|hb[m]|− |hb[m]|

)4

[∑M
m=1

(
|hb[m]|− |hb[m]|

)2
]2 (3.1.4)

where hb[m] is the mean of the base band CIRs.

Normally, kurtosis is expected to be larger for LOS than for NLOS. In the case of NLOS situations,

kurtosis is also anticipated to show variation depending on the type of obstacles and scatterers

present.
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Kurtosis has been used as one of the features for identification and mitigation in localization

in [21, 22, 26, 34]. Moreover, kurtosis has also been used in [35], in estimating the ToA. Based on

those papers, kurtosis is a powerful feature in identifying LOS from NLOS.

Ricean K factor

The ricean K factor is the ratio between the power in first path and the power in the scattered

paths:

Rk = |hb[m0]|2∑M
m=(m0+1) |hb[m]2

(3.1.5)

where m0 is the sample signaling the first peak. Under LOS conditions, this is going to be the

ratio between the direct path and the rest of the received paths. Comparing this with the NLOS

condition, we expect to have a higher ricean K factor, because in NLOS situations the direct

path is either obstructed and thus attenuated or not present.

Number of significant paths

The number of significant paths could be defined as the minimum number of paths that make

up, say, 85% of the total power of the received signal. 85% is the value that was used in [36], but

it is not a hard number and as such is subject to changes. In our case, we are using the same

definition, i.e. 85 % of the total power of the received signal.

This feature can help us in further identifying LOS and NLOS. In LOS situations, because of the

presence of a direct path, it is expected that the total number of paths that make up 85% of the

total power of the received signal is going to be less than that of NLOS.

We have an alternative definition of number of significant paths. This is defined as the number

of paths that are within, say, 10 dB of the strongest path. This is another way of looking at the

feature, though again, we expect NLOS to have more significant paths than LOS.
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For our analysis both features will be investigated and their significance will be examined.

Maximum of the received signal

The maximum of the received signal is nothing but the global peak. At this stage, what we com-

pare is the amplitude/power rather than the delay of the peak, which is the case in the global

peak delay feature. In the LOS cases, because of the direct and unobstructed path between the

receiver and transmitter, we expect to have a higher peak than those of NLOS/OLOS. Coinci-

dental, it is possible that a constructive combination of multipaths could cause the peak of the

NLOS to be more than what that of LOS.

Energy of received signal

This feature is going to measure the total energy of the received signal. Normally, in the case of

NLOS/OLOS, because of obstructions and reflections, the energy of received signal is expected

to be lower than in LOS scenarios.

3.2 Characteristic features based on NIST measurements

In order to verify our analysis, features were extracted from actual measurements (NIST mea-

surements). As is mentioned in the previous chapter, those measurements were done in four

environments namely: north, child care, sound and plant. In each environment there are 10

measurements that are in LOS and 40 in NLOS.

Figures 3.3 and 3.4 show the features for the four environments. All the measurements are

grouped together and a histogram of both LOS and NLOS measurements is made. The idea

is to make an eye inspection on whether a given feature can be used to separate LOS and NLOS

measurements.
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(a) Excess delay (b) RMS delay

(c) Rise time (d) Global peak delay

Figure 3.3: Histogram plots of the time based features
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(a) Kurtosis (b) Ricean K factor

(c) Number of significant paths (10 dB) (d) Number of significant paths (85%)

(e) Maximum of received signal (f) Total energy of received signal

Figure 3.4: Histogram plot of the power based features
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Looking at the figures, it is clear that none of the features can be used individually for channel

identification. This is because in all the features there is an overlap between the LOS and NLOS

measurements. Nevertheless, we can use a combination of features to come up with a relation

that will assist us in the identification process. As predicted, the trends discussed in Section

3.1.1 and 3.1.2 hold for most of the features. However, no clear distinction could be made be-

tween the LOS and NLOS when referring to rms delay, rise time and ricean K factor. That is, in

those cases, there is a large overlap between LOS and NLOS, making it difficult to make a clear

cut.

In the rest of the features, the area of overlap is smaller compared to the previous ones. Hence,

we have selected excess delay, kurtosis, global peak delay, number of significant paths (85%),

number of significant paths (10 dB), maximum of received signal, and energy as the features to

be investigated for identification.

3.3 Statistical classifiers

In the previous section we have identified the features that might assist us in channel identifi-

cation. However, the question of how those features should be used collectively and whether all

the features are relevant or not is still to be answered.

One way of using the features collectively is to use a weighting scheme, where weights are as-

signed to each feature. The weight assignment depends on how a given feature is relevant for

classification. Ultimately, those features with the higher weights will greatly influence the deci-

sion making. In our case, those features with less overlap between LOS and NLOS would have

larger weights compared to those with higher overlap between LOS and NLOS. The question

here is how to assign the exact weight value to each feature.

Fortunately, we have a mechanism to do that: machine learning based classifiers. In those

techniques, what happens is that the data are separated into two, as training set and testing set.
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For the training sets, we already know whether they are in LOS or NLOS. Because we know the

scenario (LOS/NLOS), weights could be set to give optimal result. Different machine learning

classifiers use different mathematical tools to come up with a weight that will give the best result

for all the training data set.

Once the weights are set based on the training set, we need to make sure whether the weights

work fine with all the measurements. Therefore, the testing set is used. Using the same weights

as those of the training set, the testing set is examined. Accordingly, the accuracy of the tech-

nique is measured by its success rate for the testing set.

In our case, we are going to investigate both the simple and high level classifiers. We will see

if the success rate of our identification depends on the complexity of the classifier used. While

there are a number of classifiers present, the simplest ones are linear classifiers. Among the

linear classifiers, the Naive Bayesian classifier stands out in practical applications.

The Naive Bayesian classifier is well known because of its simplicity, computational efficiency

and its surprisingly good performance for real-world problems. The naive Bayesian classifier

works under the assumption that the features are independent i.e. the value of a given feature

is not dependent on the values of the other features. In our case, this is a subtle argument. To

a certain extent the features are correlated. In spite of serious violations of the basic assump-

tions and the simplistic design of the classifier it turns out that they are very well suited for real

problems. For instance most email clients such as Mozilla Thunderbird or Microsoft Outlook

use Naive Bayesian classifiers for filtering out spam emails.

In order to assess the success rate and failure of the Naive Bayesian classifier, it is necessary to

compare it to other complex classifiers. This is done in order to quantify the loss obtained by

using simple classifiers or the gain that would have been obtained, if a more complex algorithms

were used. This indirectly would also give us an indication on how relevant the features are.

Therefore, an SVM classifier is used for comparison.

SVM classifiers are more complex but at the same time they are extremely powerful. SVM is

a powerful methodology for solving problems in nonlinear classification, function estimation
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and density estimation which has also led to many other recent developments in kernel based

methods [58]. In [59, 60, 61, 62], details of SVM classifiers are explained. SVM classifiers are

based on the idea that, by increasing the dimensionality of the data, it gets easier to separate. In

fact, the SVM uses an N-dimensional space, where N is the number of samples in the training

set. This approach allows the SVM to classify problems with arbitrary complexity. In our case

we are going to use least square based SVM (LSSVM). This is more general and efficient as it

tries to solve a list of linear equations rather than quadratic ones. As is mentioned in [63], for

a binary classification the accuracy of LSSVM is equivalent to nominal SVM, as such by using

LSSVM we are reducing the complexity while not affecting the accuracies of the results.

3.4 Statistical classifiers for channel identification

In the previous sections, two types of classifiers and the features that are to be used for classi-

fication have been presented. In this section we will apply those classifiers on the features and

see their success rate.

As is previously mentioned, we have 40 measurements in LOS and 160 in NLOS. Around 60% of

the measurements (110) are used for training while the rest (90) are used for testing the classifier.

Moreover, the question of exactly how many features to use and which ones is yet unanswered.

Thus, we have analyzed all possible combinations between the selected features. Table 3.2 give

the most relevant results for the features extracted from the original NIST measurements i.e.

without adding noise or de-noising them.

The results given are for both Bayesian and SVM classifiers. The success rate obtained from both

classifiers was the same i.e. the results did not depend up on the type of classifier but more on

the type of features used. Taking the simplicity and computational efficient in to account, the

Bayesian classifier is opted over SVM classifiers.

As can be inferred from the Table 3.3, the best result is obtained when kurtosis and number of
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Table 3.1: Characteristic features based channel identification (missed detection is when a node
in NLOS is wrongly detected as LOS and false alarm is when a node is LOS is falsely detected as
NLOS)

Missed detection False alarm Features

1.1% 8.8% energy, rise time and K

0% 11.1% energy, global peak delay and K

0% 0% energy, global peak delay, K and sig (80%)
0% 0% Te, global, K and sig (80%)

2.2% 0% sig(80%)
0% 0% sig(10dB) and K

0% 3.3% sig(80%) and global peak delay
0% 3.3% sig(80%) and Te

1.1% 0% sig(80%) and energy
0% 0% sig(80%) and K

significant paths is used. When a combination of both features is used we have a 100% success

rate.

In the previous chapter we have presented the importance of wavelet de-noising for first peak

detection and how it can help us decrease the error in ranging. The question is then whether

noise affects the identification technique and what the effect of de-noising is on channel iden-

tification. Therefore, we have extracted both kurtosis and the number of significant paths (85%)

from the signals before and after de-nosing and examined the success rate using the Bayesian

and SVM classifiers. Table 3.2 gives the error probability before de-noising and Table 3.3 gives

the error probability after de-nosing. The training data was established from the noise free mea-

surements. Note that, in the cases where the signal was undetectable, all the features were set

to zero.
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Table 3.2: Characteristic features based channel identification before de-noising

SNR
Error Probability before de-nosing

Linear classifier SVM classifier
Pf Pm Pe Pf Pm Pe

−12 dB 10% 82.2% 46.1% 0% 80% 40%
−9 dB 7.8% 76.6% 42.2% 0% 77.7% 38.9%
−6 dB 10% 74.4% 42.2% 0% 65.5% 32.8%
−3 dB 8.9% 64.4% 36.7% 0% 44.4% 22.2%
0 dB 8.9% 48.8% 21.7% 0% 27.8% 14%
3 dB 7.8% 18.9% 28.3% 0% 23.3% 11.7%
6 dB 2.2% 14.4% 8.3% 0% 18.4% 9.2%
9 dB 2.2% 8.9% 5.55% 0% 8.8% 4.4%

12 dB 2.2% 6.67% 4.5% 0% 6.7% 3.4%

Table 3.3: Characteristic features based channel identification after de-noising

SNR
Error Probability after de-nosing

Linear classifier SVM classifier
Pf Pm Pe Pf Pm Pe

−12 dB 2.2% 80% 41.1% 0% 80% 40%
−9 dB 2.2% 77.7% 39.5% 0% 80% 40%
−6 dB 7.8% 72.2% 40% 0% 75.5% 37.75%
−3 dB 7.8% 72.2% 40% 0% 75.5% 37.75%
0 dB 8.9% 44.4% 26.4% 0% 48.8% 24.4%
3 dB 10% 20% 15% 0% 23.3% 11.65%
6 dB 10% 14.4% 12.2% 0% 16.7% 8.35%
9 dB 10% 8.9% 9.45% 0% 12.2% 6.1%

12 dB 7.8% 5.5% 6.65% 0% 6.67% 3.34%

Assuming that LOS and NLOS are equally likely, the mean error probability is given by

Pe = Pf +Pm

2
(3.4.1)
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Referring to Table 3.2, noise has greatly affected the identification process. It is shown that SVM

out performs the linear classifier, as expected. However, the results seem to have more of a

random nature. Thus, the one thing that can be concluded from the results is that both noise

and de-noising affect the identification process.

3.5 Conclusion

In this chapter, the idea of channel identification and its necessity are addressed. Various char-

acteristic features are extracted from the received signal, to analyze if they can assist in the iden-

tification process. Though none of the features examined can be used individually for identifi-

cation, a combination of those can give us a better result. Specially, a combination of number

of significant paths and kurtosis has shown to be reliable. Naive Bayesian and SVM classifiers

have been used for classification. Both mechanism have led us to the same result.

Looking at the complexity of the features involved, the number of significant paths (85%) re-

quires re-ordering of the samples. Compared to the number of significant paths (10dB), this

will have more computational complexity. Thus, the latter one is proffered.

It can also be concluded from this chapter that, noise does affect the identification process

adversely. Even after de-noising the measurements, the identification process performs poorly.

Therefore, based up on our results, it is suggested to have a more customized identification

technique, i.e. an identification technique that is SNR dependent.

Nevertheless, the main objective of this chapter was to develop a classification technique that

is robust and simple. This has been made feasible with the help of kurtosis and number of

significant paths. These features are found to be the most relevant features in classification.

Regardless of the complexity of the classifier used, as long as both features are the only ones

used, then the success rate of the classifier has been 100%.
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Chapter 4

RANGE ERROR MITIGATION

In the previous chapters, we have been able to estimate the range of a sensor with respect to

another sensor. Moreover, with high certainty we could identify which of the sensors are in LOS

and which are not.

One thing that is made clear from the earlier treatments of ranging is that there is a positive bias

in the range estimate of a NLOS sensor. The bias introduced will results in an error in the range

estimate. This is explained in Figure 3.1. In such cases, there is a need to mitigate the error

introduced. This is the subject of this chapter; see Figure 4.1.

While different papers treat this problem differently, most of them try to estimate the range er-

ror and ultimately deduct it from the range estimate. The most common research method is the

statistical feature based mitigation, where features are extracted from the CIR. Those features

are used for estimating the error in ranging. In [26], kurtosis, mean excess delay and rms delay

spread are used for estimating the range error. Different weights are given to each feature, and,

accordingly, the optimal weights are selected. In [27] mean excess delay, power of the first peak

and the total power of the CIR are used to estimate the range error. The paper shows almost 50%

decrease of the root mean square error after mitigation, in the NLOS cases. The last two papers
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assume that the statistics are the same for different environments, which is not valid always as

the characteristic features vary depending on the environment.

Op ’t Land [52], has approached the mitigation using a fitting curve algorithm. A fitting curve

technique was used for establishing a relation between a certain feature and the range error.

This was done for all features analyzed. Accordingly, a weight was given to each feature and

Naive Bayesian was used for regression. Naive Bayesian regression assumes that the features in-

volved are not correlated. However, some of the features used in the paper are highly correlated,

like coherence bandwidth and rms delay. Thus, those assumptions could possible degrade the

overall performance of the regression process.

In our case, initially, nodes in LOS and NLOS are distinguished. This is treated in detail in the

previous chapter. For those measurements that are in NLOS, a relation is established between

the error in ranging and the various characteristic features. This is done to investigate which

features highly correlate with the range error. Accordingly, out of all the features, the most rel-

evant ones are selected. Once this is done, a regression technique is used. One of the most

powerful regression techniques is SVM regression. This technique assumes a non-linear rela-

tion between the features and range error. This technique is used in our case.

In Section 4.1 an investigation is made on the relation between each feature and the range error.

This is done with the help of correlation coefficient. Accordingly, the most correlated features

are selected. Following a brief discussion on the regression techniques used, in Section 4.2, the

range error before and after regression is analyzed. In all the analysis, the NIST measurements

discussed in Chapter 2 are used.

4.1 Characteristic features and ranging error

In Chapter 3, the following features were dealt with: mean excess delay, RMS delay, kurtosis,

rise time, ricean factor, global peak delay, number of significant paths (85%), number of signif-
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Figure 4.1: Problem flowchart

icant paths (10 dB), energy of the received signal, and maximum of received signal. In order to

investigate if those features can assist in estimating the ranging error, a correlation coefficient

has been calculated between the features and the range error. The idea is to asses which of the

features are more related to the error in ranging.

One additional feature that has been included in the set is the range estimate. As noted in [22],

the ranging error tends to increases with increasing distance, making it a relevant feature for

mitigation. Therefore, this feature is also included in our analysis.
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Looking at Table 4.1, in relative terms, for all the buildings the mean excess delay, global peak

delay and range estimate give a large correlation coefficient, making them the most relevant

features to use for mitigation.

In order to investigate the impact of the range estimate on mitigation, we will analyze regression

with and without it.

Table 4.1: Correlation Coefficient between features and ranging error

Features
Correlation Coefficients

North Child Care Sound Plant

Mean excess delay and Range error 0.56 0.72 0.79 0.37
RMS delay and Range error 0.44 0.73 0.39 −0.14

Kurtosis and Range error −0.14 −0.33 −0.36 −0.3
Global peak delay and Range error 0.52 0.51 0.78 0.49

Sig(80%) and Range error 0.43 0.39 0.39 0.1
Sig(10dB) and Range error 0.51 0.68 0.49 −0.05

Range estimation and Range error 0.56 0.77 0.82 0.55
Energy of received signal and Range error −0.17 −0.34 −0.14 −0.34

Maximum of received signal and Range error −0.13 −0.36 −0.26 −0.41

4.2 Range error estimation

To estimate the ranging error, a regression technique is used. Unlike the classification technique

(Chapter 3), regression requires many training samples, in the order of hundreds.

SVM is used for regression in [22, 59]. As explained in [59, 60, 61], SVM regression is quite pow-

erful. However, SVM requires high training samples. Its accuracy does not only depend on the

type and number of features used but also on the number of training samples used. Looking at

the efficacy and accuracy of SVM regression, it is used in our analysis.
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SVM regression is highly complex, but, as it is done offline, its complexity hardly has an impact

on the sensor network. For the purpose of regression we have used an SVM tool developed by

the Katholieke University of Leuven, Belgium [65]. The tool was developed to make an effec-

tive and easy usage of LSSVM. It incorporates various SVM algorithms used for classification,

regression and unsupervised learning.

4.2.1 Regression using SVM

In order to test whether the ranging error can be estimated using the selected features, SVM

regression is used. Out of the 160 NLOS measurements, 100 of them are used for training, while

the rest (60) are used for testing.

Figure 4.2 shows the error in ranging before and after regression. The figures gives two plots

after regression, one with the initial range estimate incorporated and the other without incor-

porating the initial range estimate.

When using the initial range estimate as one of the features, the maximum ranging error is

improved with the help of SVM regression i.e. the maximum range error is reduced from about

12.5 m to 11 m. However, no improvement is seen when considering only range errors that are

less than 1m.

On the other hand, when the range estimate is not used in the features, the number of measure-

ments that are within 1 m in range error has improved from around 50% to 60%. The maximum

error has also reduced to around 10 m.

Comparing the root mean square error in the three situations results in 6.7 m before regression,

2.8 m after regression with initial range estimate incorporated and 3.2 m after regression but

when initial range estimate is not incorporated. That is, the RMSE has decreased by 59% when

using the range estimate as one of the features, while it has decreased by 53% when it is not

included in the list of features used for regression.
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Figure 4.2: CDF of range error before and after SVM regression

In order to see what is going on with the individual measurements, Figure 4.3, plots the the

range error before and after regression. In this case, range estimate is used as one of the features.

In Figure 4.3, Region I, is where the range error has increased after regression, while region II is

where regression has reduced the range error. As can be seen from the figure, large errors are

decreased using regression. This is the reason for the more than 50% decrease in RMSE. On the

hand, the small range errors are increased by using a regression technique.

Regression is the last step in most ranging algorithms. That is after mitigating the range error

using regression, then the measurements should be usable for localization. In Chapter 2, we

have assumed that to have a cm level of accuracy in localization, it is necessary that the indi-

vidual range errors should not be more than 1 m. Using this assumptions, the results shown no

significant improvement.
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Figure 4.3: Range error comparison before and after regression

4.3 Conclusion

In this chapter, we have shown that there is correlation between the error in the range estimate

and features like range estimate, global peak delay and excess delay. In [52] the range estimate is

not used as one of the features for regression, but, its importance in regression has been pointed

out in this chapter. When using the range estimate as one of the features, the RMSE decreased

by almost 60%.

It has also been shown that regression techniques affect the small error adversely, causing an

increase in the range errors. However, if the initial range errors are large, then regression can

help in decreasing the range error. Based on our results, the number of NLOS measurements

that can be used in localization did not change after regression.

However, it is important to note that those results were obtained with very limited number of

training samples, only 100. As in all regression techniques, the efficiency of SVM regressors

depend on the number of training samples you have. The more trainers you have the better
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result you might get. Thus, may be, a better performance could have been obtained if there had

been more training samples.

In our case, all the NLOS measurements were used together. However, it seems that a more cus-

tomized (in our case, north, sound, child care and plant) regression technique could be more

robust and accurate. That is, if a regression technique are developed separately for those mea-

surements done in a specific environment, the result could have been more accurate. For in-

stance, there is a high correlation between the selected features and the error in ranging, in the

case of north building while the correlation is small in the case of plant.

However, the level of accuracy and the mechanism needed to do a customized approach are left

for further research, since in our case, the number of measurements we have are limited to do

such analysis.
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Chapter 5

CONCLUSIONS AND RECOMMENDATIONS

This thesis provides an analysis of the ToA ranging problem and investigates ways to overcome

the current limitations of this technique. The overall conclusion of the work, followed by possi-

ble future extensions is provided in this chapter.

5.1 Conclusion

We started off this thesis with three research questions:

1. Can we improve the range estimate in low SNR situations ?

2. Can we exclusively identify sensors in LOS from those in NLOS?

3. Can the ranging errors in NLOS be estimated and mitigated?

Looking back at the analysis and results of this thesis, the following conclusions are drawn.

The ranging error associated with ToA ranging depends on the SNR and the bandwidth of the

signal. Thus, improving the SNR can have a direct result in improving the ranging errors in both
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the LOS and NLOS scenarios. In this case, wavelet based thresholding was investigated. In sit-

uations where the signal was totally buried under the noise, wavelet de-noising has improved

the detectability of the signal and ultimately the first peak. Detectability of the signals has in-

creased on average by 20−30% while the number of measurements that are within 1 m in range

error has increased on average by 10−15%, depending on the SNR.

Characteristic features extracted from the CIR can provide us with quite a lot of information.

By using characteristic features it is possible to distinguish between those nodes in LOS and

those in OLOS/NLOS with a high degree of accuracy. When just the kurtosis and the number of

significant paths are used, the success rate in channel identification was 100%. This is true with

both the complex classifiers like SVM and the simple classifiers like the Naive Bayesian classifier.

However, when noisy CIRs the performance of the identifier is greatly degraded. Even after de-

noising the performance is adversely affected. Under such cases, an identification technique

that is SNR dependent could provide us with better results.

In order to mitigate the ranging error in the case of OLOS/NLOS situations, sophisticated re-

gression techniques are needed. For this purpose, regression techniques like LS-SVM and ro-

bust SVM can be used. However, those techniques require a large number of training samples,

and so, a large measurement database is required if those techniques are to be exploited effec-

tively. In our case, LS-SVM regression was used. Among the various features analyzed, excess

delay, global peak delay and range estimate have high degree of correlation with the range error.

Using those features along with LSSVM, the maximum error in ranging was reduced from 12.5

m to about 7m, while the RMSE was decreased by almost 50%. However, no improvement was

seen when considering the number of measurements that are within 1 m in range error.

5.2 Recommendations

The analysis and assessments done in this thesis are mainly based on limited number of mea-

surements. Simulations based on the IEEE 802.15.4a channel models are used when deemed
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necessary. Doing a large number of measurements, in different environments could make the

results more conclusive. The IEEE 802.15.4a channel model is limited from ranging and local-

ization perspective. The absence of actual distance information greatly limits the usage of the

model for positioning. That is, the model needs to be updated from the localization point of

view, and, most importantly, it should provide information regarding the relation between the

features and the actual distance between the nodes.

Regarding the mitigation techniques, our results were limited due to the low number of mea-

surements present. More measurements would have provided more reliable results. This is

because, SVM trainers require hundreds if not thousands of trainers.

Customized regression could improve the mitigation technique. The idea is to develop a re-

gression technique that is specific to a given environment. Environments could be classified

depending on the characteristic features and the error in ranging. Then, for each environment,

a more tailored regression technique could be developed. Similarly, the analysis of a more cus-

tomized (i.e. SNR dependent) classifier is left for further research.
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