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Abstract

Spoken dialogue systems have until recently upheld the simplifying assumption that the conver-
sation between the user and the system occurs in a strict turn-by-turn fashion. In order to have
more human-like, łuent conversations with computers, a new generation of spoken dialogue
systems has arisen that is capable of processing the user’s speech in an incremental way. As the
user is speaking, the automated speech recognizer

We have studied the AMI Meeting Corpus in order to identify ways of grounding in human-
human dialogue that a system would be able to pick up using incremental processing. Ļese
incremental grounding behaviors include overlapping feedback, the completion of unŀnished
utterances that were initiated by the other party and responding to an utterance before it is
completed.

We have developed an incremental grounding model that supports those incremental ground-
ing behaviors. Ļe input of the model consists of incremental hypotheses of the explicit and
predicted content of the utterance, i.e. what has been uttered so far and what is likely to be
the full utterance meaning respectively. We have deŀned how grounding acts can be identiŀed
incrementally and how the grounding state, i.e. the collected contents and progress of the com-
mon ground units (CGUs), is updated accordingly. We deŀned new types of acknowledgments
and how they affect the content of the CGU they ground, e.g. answering an unŀnished ques-
tion also grounds the part of the question that was not uttered. We implemented our model in
the SASO4 dialogue system as a proof-of-concept of our approach, showcasing an up-to-date
grounding state through the execution of a simple overlapping feedback policy.
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Chapter 1

Introduction

On the many layers of human conversation, interlocutors continuously interact to facilitate a
łuent and effective communication process. Ļey share information, convey intentions through
nonverbal behavior, ŀnish each other’s sentences, request the turn, interrupt the speaker and
signal understanding. Ļe latter is of particular interest for this thesis.

Understanding plays a key role in effective communication. Typically, the speaker will con-
tinuously introduce new information for the hearer to understand so eventually the conversation’s
goal can be met. But understanding on its own is not enough, the hearer also needs to signal
understanding by acknowledging the new information. Ļen the speaker knows that the new
information is now shared and the next topic can be discussed. Ļis process is called grounding
and the shared information is called the common ground [1, 2].

Signaling understanding can be done in different ways, ranging from not doing anything
at all, i.e. not signaling misunderstanding, to taking the turn and elaborating on the new
information[1]. Ļe ŀrst conveys less evidence of understanding than the second, but in some
situations that might just be enough [3]. Also, the second, more elaborate, way of showing un-
derstanding has an impact on the efficiency of the dialogue as it involves a change in who is the
speaker. Ļerefore, listeners will often choose to signal understanding without interrupting the
speaker, using backchannels, such as a head nod, “yeah” or “ok”, overlapping the other person’s
speech without taking the turn, while still providing sufficient evidence of understanding.

Since the rise of the computer, in the 1940s and 1950s, scientists have been interested in
recreating the human language capabilities in artiŀcial systems [4]. Out of that interest, the
ŀeld of natural language processing was born. Natural language processing is an interdisciplinary
research area that operates on the intersection of computer science, psychology and linguistics.
Ļe goal of this ŀeld is to equip computers with capabilities that will allow them to perform
tasks involving natural, human language.1 In our everyday life, we encounter applications that
have their roots in natural language processing research. For example, Google Translate [5],

1Natural language is the contrary of artiŀcial constructed, such as programming languages.
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Figure 1.1: Ļe twins talking with a group of children in the Museum of Science, Boston.

Apple’s Siri [6], Wolfram Alpha [7], computerized customer service help desk agents and voice
controlled on board computers in cars.

Some of the aforementioned natural language processing applications involve having a con-
versation with the system. Ļese systems are called dialogue systems. A dialogue system is de-
signed to partake in a conversation and act and respond like a human would. Ļose systems are
often represented as an agent, having a name, some sort of personality and, in case of a spoken
dialogue system, a voice. Ļese traits are realized by a complex system that involves speech recog-
nition, language understanding, discourse reasoning, response planning, language generation
and speech synthesis.

A state of the art spoken dialogue system is capable of having a conversation with the user on
a ŀnite-domain of recognized inputs and possible answers. For example, the Higgins dialogue
system [8] can help the user ŀnd his way through a virtual village, Gunslinger [9] emerges the
user in a movie-like scenario in which he can become the hero of the virtual inhabitants of a
Wild West town by getting rid of a vicious outlaw and twins Ada and Grace [10] act as virtual
museum guides that can answer visitor’s questions (see Figure 1.1).

What all the mentioned systems and any typical state of the art dialogue system have in
common is that they are still far from being sophisticated enough to engage in real human-
like conversations. Ļey are capable of having a conversation when the user obeys to a rigid
dialogue structure, speaking clearly and in full sentences, but, until recently, systems would fail
at participating in real łuent human-like conversations with frequent overlapping behaviors.

Recent efforts in the ŀeld of natural language processing have resulted in spoken dialogue
systems that can engage in more human-like łuent conversations than described above, using
incremental interpretation of user’s speech [11, 12] and a more comprehensive listening behavior
[13, 14, 15, 16], in order to move away from the rigid structure of typical human-computer
conversations.

7



1.1 Incremental processing

In a typical non-incremental dialogue system, the system processes the user’s utterances in a
single piece. When the user is done talking, the ASR automatic speech recognition component
(ASR) will transcribe it and pass it on to the rest of the system’s components. In a dialogue
system that is capable of incremental processing, the user’s utterance is being processed while it
is still in process. With short time intervals, the ASR will attempt to transcribe the utterance
so far and pass that partial transcription on to the rest of the system. Ļe other components can
use that partial transcription for their own processing, e.g. the natural language understanding
component (NLU) will try to ŀnd the meaning of the utterance so far. Ļese incremental updates
can be used to make decisions while the user is still talking. Ļe system can decide to perform a
backchannel, interrupt or help the user if he has trouble ŀnding the right words.

Using incremental processing, a dialogue system can display an affective listening behavior
towards the user, building rapport2. Ļe Virtual Rapport [14, 15] monitors the pitch, loudness
and łuency of the user’s speech and tracks his posture shifts, gaze and head movements. Ļe
agent can nod, shift its posture or gaze and can mimic the user’s body language, while the user
is speaking to the agent. A user study showed that this increases the perceived naturalness and
efficiency of the conversation.

In [17], the authors present a system that can ŀnish the user’s utterances. Ļe system pro-
cesses the incremental updates from the NLU to determine when it has reached the point of
maximum understanding of an ongoing utterance. When used strategically, this ability can
complete utterances in situations when this would positively contribute to the dialogue.

In [13], a system is presented that is capable of even more comprehensive incremental listen-
ing behavior. It uses incremental updates from the NLU to show, e.g. by nodding or frowning,
whether the system is understanding what the user is saying.

1.2 Motivation

To date, the incremental dialogue systems, including those mentioned above, have not closely
linked the incremental listening behaviors to the grounding model. Ļose listening behaviors
however, convey information on whether the system is understanding and thus inłuence the
grounding of the content that is being discussed in the conversation. Instead of being directly
based off of prosody and NLU results, they should be initiated by a grounding model. A ground-
ing model keeps track of the content that is being presented over the course of the dialogue and
knows what behaviors to execute in order to ground pieces of that content. Ļe incremental
listening behaviors then become meaningful tools that contribute to efficient conversation. Ļis
does require a incremental grounding model, which does not exist yet.

2Rapport is a relationship between two conversational partners in which they understand each other’s ideas and
feelings and communicate well.
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1.3 Problem Statement

Coming up with an incremental grounding model poses two main challenges. Ļe ŀrst challenge
originates from the incremental context, the second has its root in the shortcomings that existing
non-incremental grounding models may have .

Ļe incremental results that are generated in an incremental dialogue system during the user
utterances are less reliable than the results from non-incremental processing. Many small pieces
of data are processed instead of a few large chunks. Ļe components of the dialogue system have
less information to work with. Also, the separation of the user’s speech into those small chunks
is arbitrary, e.g. by using a 200ms window. It will happen that a chunk boundary occurs within
a single word. Ļe ASR might transcribe a chunk of speech as ‘four’, until the next chunk comes
in and it turned out to be ‘forty’. Ļese errors propagate to the other components of the dialogue
system that rely on the transcription. An incremental grounding model should be robust to those
errors.

Existing grounding models have never been tested in incremental dialogue systems. While
the theoretical groundwork of those models typically uses processing units of undeŀned length,
the dialogue systems in which they have been implemented have always been non-incremental.
Ļerefore, the existing implementations can rely on the traditional simplifying assumption that
the conversation between the user and the system occurs in a strict turn by turn fashion. Ļe
system will not speak while the user is speaking and it is assumed that this also holds the other
way around. In an incremental system, utterances are processed while they are being uttered
and responses can overlap. An incremental dialogue system will be able to pick up a range of
new overlapping behaviors that humans use for grounding purposes. Ļe incremental grounding
model needs to be able to support those behaviors. It is not clear if an existing grounding model
would work or how it can be adapted to do so.

1.4 Research Goals

Ļe main goal of our work is to come up with a model of incremental grounding and imple-
ment it in an incremental spoken dialogue system. Our point of reference is a typical grounding
model in a non-incremental spoken dialogue system. To get an understanding of how to go
from the point of reference to our research goal, we deŀned two sub-goals: 1) ŀnding the dif-
ferences between non-incremental and incremental dialogue processing and 2) ŀnding the new
grounding behaviors that an incremental grounding model should support in addition to the
non-incremental acts.
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1.5 Methodology

Ļe ŀrst sub-goal, in which we investigate the differences between non-incremental and in-
cremental dialogue systems, is achieved through a study of the literature in the ŀeld of natural
language processing. Ļis study includes the works that present new incremental approaches to
speciŀc components of the dialogue system or the system as a whole.

Ļe second sub-goal, in which we set out to ŀnd new overlapping behaviors that an incre-
mental model for grounding should support, is achieved by a study of the AMI Meeting Corpus
[18]. Ļe analysis of several interesting dialogue excerpts is conducted using theoretical frame-
works from computational linguistic literature.

Ļe main goal, i.e. creating a model of incremental grounding, calls for the combination of
the results of both sub-goals. Ļe theoretical model is developed to beneŀt from the strengths
of incremental processing, while being robust to its negative characteristics. Ļe model is im-
plemented in an existing incremental spoken dialogue system to validate the design.

1.6 Contributions

Ļe work presented in this thesis consists of the theoretical treatise of the relevant concepts men-
tioned above, a corpus study of overlapping grounding behavior, the development of a theoretical
model for incremental grounding and the implementation of the model in an existing dialogue
system.

1.7 Previous Work

Parts of this thesis are based on work already published in a paper that was written by the author
together with David Traum and Rieks op den Akker, both supervisors of this thesis, and David
DeVault.

T. J. Visser, D. R. Traum, D. DeVault, and R. op den Akker, “Toward a model for incremental
grounding in spoken dialogue systems,” in 12th IVA Workshop on Real-time Conversa-
tions with Virtual Agents, Santa Cruz, 2012

1.8 Outline of Thesis

Chapter 2 discusses the two central concepts of this thesis: grounding and dialogue systems.
It provides the user with a primer on both topics, discussing existing grounding theories and
explaining the typical components of a dialogue system.

Chapter 3 starts with a discussion of incremental processing in spoken dialogue systems.
In this section, existing approaches to the system architecture and individual components are
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reviewed. Ļis is followed by a study of the AMI Meeting Corpus, looking for examples of
incremental grounding behavior in human-human dialogue. Ļe remaining part of the chapter
presents the new theoretical model for incremental grounding.

Chapter 4 describes the speciŀc dialogue system that was used for this thesis, called SASO4.
A discussion of the implementation of the theoretical model presented in the previous chapter
follows. An important part of the implementation is the response policy, which determines when
overlapping responses by the system are desired.

Chapter 5 provides a ŀnal discussion and summary of the contributions made in this thesis.
Ļe chapter is concluded by a discussion on how the model and implementation presented can
be further developed.
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Chapter 2

On Grounding and Dialogue Systems

2.1 Overview

All contributions to a dialogue are built on common ground [2]. Ļe common ground contains
knowledge that can be required to properly process new contributions. When a speaker presents
a new contribution and it is accepted by the listener, its content will update the common ground,
enabling every next contribution to build upon the previous. Ļe process of updating the com-
mon ground is called grounding.

Common ground exists between two (or more) people and consists of their common knowledge,
mutual knowledge or belief, which all are different notions used in literature to describe roughly
the same. Something is said to be in the common ground if it is known to both parties and is
known to be known. Ļis can be expressed more formally, and perhaps more clearly, for two
persons A and B as

p is CG ⇐⇒ bel(A, p) ∧ bel(B, p) ∧ bel(A, bel(B, p)) ∧ bel(B, bel(A, p)) (2.1)

where bel(P, q) models the belief of proposition q by person P .
In conversation, new content is added to the common ground, to a speciŀc part of it which

Clark calls the personal common ground [2]. Ļis type of common ground is created and updated
through personal experiences with each other. Ļe opposite of the personal common ground
is the communal common ground. Ļe content of the communal common ground is deŀned by
shared culture, nationality, profession, education, hobbies or religion. As soon as you ŀnd out
you have something in common with the other person, e.g. you both love classical music, the
common ground suddenly expands to incorporate topics of the newfound similarity.

At the most fundamental level, the communal common ground allows people to assume
an agreement on the meaning of the words that make up the language that they speak, but
it also allows for cultural references and professional jargon. Ļe culture or jargon does not
change over the course of the dialogue, but the extent of the communal common ground does as

12



commonalities with the conversational partner are discovered.1 Ļe personal common ground on
the other hand continuously changes during the conversation, rełecting the latest conversational
topics. In an inłuential model of grounding by Clark and Schaefer [1], the changes to the
common ground are modeled as contributions to discourse.

Clark and Schaefer distinguish two phases in the grounding of a contribution: the presenta-
tion phase and the acceptance phase [1]. In the presentation phase, the speaker presents a piece
of new content for the listener to consider. Ļe speaker assumes that if the listener provides evi-
dence of at least a certain strength, he can believe that the listener understands what he meant. In
the acceptance phase, the listener accepts the new content by giving evidence of understanding,
assuming that this evidence will make the speaker believe that he understands. Ļe acceptance
itself is also considered a contribution, which in turn needs to be accepted. Consider the follow-
ing example:

(1) A: Maybe even pre-programmed sound modes, like um
B*: Okay
A: the user could determine a series of sound modes.
C*: Mm-hmm

Ļis dialogue excerpt contains four contributions, one for each utterance. Ļe ŀrst contri-
bution is presented with “Maybe (…) modes” and accepted by “Okay”. B’s acceptance is also a
presentation of a new contribution, which is then accepted by A’s next utterance and so on.

2.2 Evidence of Understanding

Ļe evidence of understanding that a listener can give to show his acceptance of the contribution
can, according to Clark and Schaefer, be one of the ŀve types listed in Table 2.1. Ļe types of
evidence are ordered in increasing strength. However, it can be argued that evidence 4 might
be stronger than evidence 5, since it shows that the listener has processed the contribution on a
deeper level [20]. In dialogue 1 above, B’s “Okay” and C’s “Mm-hmm” are acknowledgments
and A’s second utterance initiates the relevant next contribution at the same level as the last one.

Ļe type of evidence that a listener gives is based on a trade-off between the effort it takes
to provide such evidence and the strength of the evidence, providing at least enough evidence
to sufficiently ground the contribution for the current purposes or, in other words, meet the
grounding criterion [21].

Ļe grounding criterion of A’s contributions is higher than that of the acknowledgments by
B and C, i.e. A’s contributions require stronger evidence in order to be accepted. Acknowl-
edgments are easy to understand and accept and therefore require less evidence. Ļat is why
A’s contributions seem to require acknowledgment evidence and B’s contribution is accepted by
merely initiating the relevant next contribution.

1Ļere is a lot we share through communal common ground, even with people we’ve never met. In contrast, think
about how you would explain something simple as a bus stop to a Martian.
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1. Continued attention. B shows that he is continuing to attend and therefore
remains satisŀed with A’s presentation.

2. Initiation of the relevant next contribution. B starts in on the next contribution
that would be relevant at a level as high as the current one.

3. Acknowledgment. B nods or says “uh huh”, “yeah”, or the like.
4. Demonstration. B demonstrates all or part of what he has understood A to

mean.
5. Display. B displays verbatim all or parts of A’s presentation.

Table 2.1: Types of Evidence of Understanding, from Clark and Schaefer [1, p. 267]

2.3 Levels of Action

Up until now, we have been talking about grounding in the sense of understanding what the
speaker is saying and providing evidence of that understanding. In this section, we go into more
detail about what actions are required before what we have been calling ‘understanding’ can be
reached.

Consider the act of asking a question. For most questions, the ultimate communicative goal
that the speaker has, is to get an answer. Ļis requires a listener who is aware of the convention
that when a question is asked you are supposed to give an answer. Ļis requires that the listener
understands the intended meaning of the sentence, i.e. it being a question. In turn, this requires
from the listener that he recognizes that the sound coming from the speaker’s mouth form words.
And at the most fundamental level, this requires that the listener attends to the sound coming
from the speaker. Analog to these actions by the listener, there is a same set of actions that the
speaker performs by asking a question: he makes the sound that corresponds to the words he
wants to say, he presents the words, he asks a question and he proposes to the listener to answer
the question.

Clark introduced the notion of action ladders to capture the levels of action in communication
[22]. Table 2.2 contains the combined ladder of the actions that are performed by the speaker
and the listener, resulting in the four levels of joint action. Continuing the example from before,
we can now say that at the conversation level the speaker proposes and the listener considers the
project of asking and answering a question, at the intention level the speaker is signaling and the
listener is recognizing a question, at the signal level the speaker presents and the listener identiŀes
the verbal utterance and at the channel level the speaker executes and the listener attends to the
sounds that make up the utterance.

Since each level is built on top of the level below, a communication error at a lower level will
make it impossible to succeed at the levels above. For example, if the speaker fails to recognize
the utterance as a question, he will certainly not consider answering it. Ļis is what Clark calls
upward causality.

Ļis also works the other way around. If there is evidence that the action on a higher level

14



Level Speaker S Listener L
4. Conversation S is proposing activity w L is considering the proposal of w
3. Intention S is signaling that p L is recognizing that p
2. Signal S is presenting signal s L is identifying signal s
1. Channel S is executing behavior t L is attending to behavior t

Table 2.2: Ļe four action levels, from Clark [22, p. 152]

succeeded, the levels below must also have succeeded. For example, if the listener provides a
ŀtting answer to the question posed by the speaker, he must have heard and understood the
speaker correctly. Ļis is what Clark calls downward evidence.

To ensure that errors are detected and recovered from, coordination between the conversa-
tional partners is required on four levels. Ļis is achieved by grounding the mutual understanding
on all levels. In this light, the commonsensical meaning of ‘understanding’ is just a special case
of succesful coordination. What we have been calling ‘understanding’ can now be deŀned more
formally as understanding on level 3 and up.

Now we know that grounding occurs on all four action levels, we can also talk about how
evidence of understanding (see Section 2.2) relates to this. Depending on the type of evidence,
it can only be used to infer understanding up to a certain level. For example, the weakest evi-
dence type that Clark and Schaefer describe, Continued attention, only requires that the listener
attends to the speaker’s behavior, thus only provides evidence of understanding on level 1. In
some cases it is sufficient to merely provide evidence of understanding up to a lower level, e.g.
when the conversational partners have rapport or if the grounding criterion is low.

2.4 A Theory of Computational Grounding

Because of the fundamental role that grounding plays in human-human conversation, it is also
an essential part of human-computer interaction. Clark’s work describes a formal model of
language use, including grounding, but his primary audience is the cognitive psychologists and
psycholinguists, not computer scientists and computational linguists. Before his theory could be
applied in the context of dialogue systems, it needed to be adapted for computational use. Ļis
task was taken up by Traum, who came up with a computational theory of grounding [20, 23]
which has since become an inłuential approach to solving the grounding problem for dialogue
systems.

Traum addresses several aspects of Clark and Schaefer’s model that are not well suited for
computational use [24]. In the two-phase structure, it is required to specify how much accep-
tance the second phase needs. Ļe grounding status of a contribution therefore depends on its
own acceptance phase, the acceptance of its acceptance phase, etc. Also, with just the two phase
concepts at hand, the description of the grounding process is too coarse to be able to tell the
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grounding state of the current contribution after each utterance. Often, larger parts of the con-
versation are needed before the effect of a single utterance can be seen. Ļis is not of much use
for a dialogue agent that, in the middle of a conversation, needs to decide what its next action
will be.

Instead of the two phases of presentation and acceptation, Traum deŀnes seven grounding acts
that perform a speciŀc function towards the grounding of a piece of content. Clark and Schaefer
called this piece of content, i.e. the unit of grounding, a ‘contribution’, while Traum calls it a
‘discourse unit’ (later renamed to Common Ground Unit or CGU). ‘Contribution’ and ‘CGU’
are similar concepts, but the CGU is more closely related to surface structure of the dialogue
[25], and therefore better suited for analysis from the perspective of a dialogue system, while the
dialogue is taking place.

Label Description
initiate Begins a new CGU

continue Adds new content to an open CGU
acknowledge Provides evidence of understanding of the CGU

repair Removes, adds or replaces content from the CGU
request repair Signals lack of understanding

request ack Signals the need for evidence of understanding
cancel Ends the work on a CGU, leaving it ungrounded

Table 2.3: Ļe seven grounding acts from Traum’s model, adapted from [24, p. 127]

Ļe seven grounding acts are presented in Table 2.3. Each CGU begins with an initiate
act, in which the speaker presents new content to the conversation. Ļe speaker that initiates a
CGU is assigned the Initiator (I) role for that CGU. Ļe initiator can continue in the following
utterances, which adds more content to the current CGU or repair to revise the content of the
CGU. If the listener, who is also the Responder (R), of the CGU does not understand what the
initiator means, he can signal his lack of understanding by performing a request repair. When
the responder understands, he can acknowledge the CGU. If the responder fails to acknowledge
the CGU and the initiator is uncertain about the understanding of his partner, he can solicit
evidence of understanding by performing a request acknowledgment. Ļe grounding of a CGU
can be abandoned by a cancel act, which leaves the CGU ungrounded and ungroundable.

Ļe sequence of actions described in the paragraph above is just one of the many possible
courses grounding can take. Table 2.4 contains the transition diagram of the ŀnite automaton
that models the grounding of a CGU. For all grounding acts, it describes the effect it has on the
grounding state of a CGU, given the previous state of the CGU. Most CGUs will reach the ŀnal
state F, meaning that the content has become common ground.

For example, consider dialogue excerpt 22, in which two persons try to manage a rail road
freight system. Ļe dialogue is from the TRAINS project [26], the annotations are adapted from

2We annotate the dialogues using the following notation: GroundingActRoleCGU#
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In State
Next Act S 1 2 3 4 F D
InitiateI 1

ContinueI 1 4
ContinueR 2 3

RepairI 1 1 1 4 1
RepairR 3 2 3 3 3

ReqRepairI 4 4 4 4
ReqRepairR 2 2 2 2 2

AckI F 1* F
AckR F F* F

ReqAckI 1 1
ReqAckR 3 3

CancelI D D D D D
CancelR 1 1 D

*repair request is ignored

Table 2.4: Traum’s CGU transition diagram. A CGU is said to be in the common ground when
it reaches state F [20, p. 41].

[20, p. 66]. Ļe ŀrst CGU is initiated by A as he proposes to move engine E from Avon. Ļe
initiate grounding act is conveyed by A’s utterance, the content of the CGU is the function in the
conversation, intentional meaning, etc. of that utterance (see Clark’s four action levels above).
Before A has ŀnished the utterance, B corrects a mistake that A made, which is a repair act. A
immediately acknowledges the repair, which grounds CGU 1. Note that Traum’s ‘acknowledge’
is different from Clark and Schaefer’s ‘Acknowledgement’ in that the ŀrst is meant to cover all
types of evidence of understanding while the latter is just one way to convey understanding. In
this example, A’s “okay” is coincidentally both. B follows up with another acknowledgment,
which does not affect the state of the CGU. A starts to utter his proposal from the start of the
dialogue excerpt for the second time, now incorporating the repair from B, which initiates a new
CGU, but does not complete it. Note that this is a new CGU, even though its content is very
similar to the ŀrst CGU. Ļe creation of new CGU’s is primarily based on the grounding process
and not on the CGU’s content. A however appears to change his mind halfway in the sentence.
A hesitates and decides to cancel the proposal, abandoning CGU 2 and leaving it ungrounded.
A continues with a new proposal, initiating CGU 3.
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(2) A: [so we should move the engine at Avon engine E to]InitiateI1
B*: [engine E1]RepairR1

A: [E1]AcknowledgeI1
B: [okay]AcknowledgeR1

A: [engine E1 to Bath to]InitiateI2 [or]CancelI2
A: [we could actually move it to Dansville]InitiateI3

2.5 Spoken Dialogue Systems

In this section, we describe a typical academic spoken dialogue system in order to provide an
introduction to the various parts it is composed of. Ļis will clarify the subsequent discussion on
grounding in such a system and the work of this thesis as a whole. A more detailed description
of a spoken dialogue system is provided in Chapter 4, where the SASO4 dialogue system is
discussed.

A well-known approach to building a dialogue system is to use a pipeline architecture, in
which a chain of components takes a user utterance as input and comes up with a system re-
sponse as output [27, 28]. Figure 2.1 gives an overview of such an approach. In a typical dialogue
system, the components process a whole user utterance at a time. After the user is done talk-
ing, indicated by releasing the push-to-talk button or assumed after a certain amount of speech
inactivity, the ASR will take the audio signal and come up with a hypothesis of the complete
utterance. Ļe NLU will then work with the ASR hypothesis and determine the meaning of the
utterance. Ļe Dialogue Manager performs additional analysis and consults the internal state to
decide on the type of response. Ļe Natural Language Generator transforms the Dialogue Man-
ager’s result into natural language, which is then converted into speech by the Text-to-speech
Synthesizer.

Automatic Speech 
Recognition (ASR)

Natural Language 
Understanding (NLU)

Dialogue Management 
(DM)

Natural Language 
Generation (NLG)

Text-to-speech 
synthesis (TTS)

Figure 2.1: An overview of the architecture of a typical spoken dialogue system.
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2.5.1 Automatic Speech Recognition

Ļe Automatic Speech Recognition (ASR) component turns the audio signal from the user’s
microphone into a written transcription of what the user is saying. A typical ASR uses an
acoustic model, which describes the probability of a word sequence given the observed audio,
and a language model, which describes the probability of certain word n-grams (usually bigrams
and/or trigrams). With those two models combined, the ASR can calculate the most probable
transcription for the observed audio signal.

2.5.2 Natural Language Understanding

Ļe Natural Language Understanding (NLU) component uses the ASR output to determine the
meaning of the user’s utterance. An example representation, often called a frame, can be found
in Figure 2.2. Ļis frame represents the meaning of “Utah, do you want to be the sheriff?”, but
also of “Would you agree to becoming the sheriff, Utah?” Ļe NLU will collapse all the ways
of saying the same thing into a single frame. Ļe frames are constructed using a vocabulary of
concepts that the Dialogue Manager will be able to process.

s.addressee utah
s.mod interrogative
s.sem.speechact.type info-req
s.sem.type question
s.sem.q-slot polarity
s.sem.prop.agent you
s.prop.type event
s.prop.event accept
s.prop.theme sheriff-job

Figure 2.2: An example NLU frame

Approaches to the NLU problem include the use of a Context Free Grammar (e.g. [29]),
keyword or keyphrase spotting and data-driven statistical language modeling [30]. Ļe latter
has been found to have an increased robustness, i.e. in dealing with unseen utterances and ASR
errors, compared to the other two approaches [28].

2.5.3 Dialogue Management

Ļe Dialogue Manager (DM) is responsible for three aspects:

∗ Contextual interpretation: interpret pragmatic meaning

∗ Domain reasoning: reason about world and update internal state

∗ Action selection: decide what to do next
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Ļe DM performs the ŀnal processing of the input and initiates processes that will lead to system
response. It is the core component of the dialogue system.

Ļe representation provided by the NLU denotes the context-free meaning of the user’s ut-
terance. It is the DM’s task to interpret this within the current context to ŀgure out the prag-
matic meaning. Ļis includes the resolution of named entities, referring expressions (e.g. “I”,
“here” and “that”) and recognizing the dialogue acts that have been performed by the utterance.
Among the possible dialogue acts that an utterance can perform are the seven grounding acts
from Traum’s theory.

Based on the fully interpreted user utterance, the DM can reason about how it relates to its
model of the world, i.e. which states, events and objects are mentioned, and its stance towards the
utterance content. Ļe grounding state of the relevant CGUs is updated based on the recognized
grounding acts and, if applicable, new content is added to the common ground.

Finally, the DM will select the communicative act that is to be performed by the system. Ļis
act should convey the dialogue acts that the DM wants to communicate based on the outcome
of the contextual interpretation and domain reasoning. If the DM encountered an ambiguous
referring expression that prevented full understanding of the utterance, a clariŀcation request,
i.e. a request repair in terms of grounding, might be the appropriate response in order to reach
understanding. If the DM did understand the utterance, it should pick up its role in the proposed
project, providing evidence of understanding by doing so.

For example, if the user says “Utah, do you want to be the sheriff?” and the NLU returns the
corresponding frame as shown in Figure 2.2, the system could show its understanding by taking
up on the project of answering the question. Ļe answer would demonstrate (i.e. one of Clark
and Schaefer’s types of evidence of understanding, see Table 2.1) understanding of the question
and successfully ground it.

2.5.4 Natural Language Generation

Ļe Natural Language Generation (NLG) component uses the semantic representation of the
communicative act from the DM and generates a corresponding textual representation, the sur-
face text, that is to be synthesized by the text-to-speech component. Ļe least complex approach
to NLG is to have one or more surface texts ready for every possible communicative act and
simply select one for the act at hand. More complex approaches exist that aim at increasing the
łexibility of the output, e.g. by parsing the semantic representation with a grammar of known
representation chunks linked with pieces of surface text [31].

Ļe ability to have a łexible choice between various surface texts for a communicative act,
including the ability to use anaphoric expressions, elliptical constructions and make conceptual
pacts with the user will make the conversation more natural and efficient [32].
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Spoken Utah, do you want to be the sheriff?

Recognized
utah do you want the we the sheriff
utah do you want the sheriff
you town you want we the sheriff

Table 2.5: Example ASR errors

2.5.5 Text-to-speech Synthesis

Ļe simplest approach to generating audio output for a dialogue system is to have all possible ut-
terances prerecorded. While the output quality will exceed any of the alternatives, this approach
is not applicable to a system beyond the most limited ones. A more łexible solution is text-to-
speech synthesis (TTS). Ļe task of a TTS is twofold: 1) calculation of the pronunciation of the
utterance and 2) generation of an audio signal of the pronunciation.

2.6 Errors in Spoken Dialogue Systems

Listening and speaking does not come as natural to dialogue systems as it does to humans. A
system’s speech recognition and language understanding capabilities are not nearly as sophisti-
cated as that of humans. Ļerefore, a dialogue system can never be certain of what the user is
saying, it can only hypothesize. It is not clear if that really differs from our human capabilities,
but it seems that we are doing ŀne nonetheless. However, dialogue systems will have to learn to
deal with frequent errors.

In the typical pipeline architecture of dialogue systems, the result of a single component in-
łuences all downstream components. For example, an incorrect ASR hypothesis might result
in the wrong frame being selected by the NLU, which consequently moves the DM to select a
communicative act that the user will not understand. Such propagating errors are not unlikely,
since even a state-of-the-art ASR will frequently misinterpret the user’s speech and return in-
correct words in the transcription. Table 2.5 contains three examples of ASR hypotheses with
errors.

Ļe performance of an ASR can be measured with the word error rate (WER). It is deŀned
as the number of incorrect words in the ASR hypothesis divided by the number of words in
the user’s utterance. Existing literature reports relatively high WER values, e.g. 23.6% ([28, p.
138]), 39% ([33]) and 54% ([34]). Ļe performance of an ASR can be improved by training it
with the same equipment, e.g. microphone and sound card, that is being used in production,
with the same user that will be operating the system and on example utterances that fall in-
side the domain of the system. Remaining errors can however be corrected by the components
downstream.

Depending on the type of NLU, it might be able to select the correct frame despite of errors
in the ASR hypothesis. [30] describes a statistical approach that classiŀes every incoming utter-
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ances as one of the NLU frames from a ŀnite set. It does require a large corpus of utterance-frame
pairs to train the classiŀer. But if this corpus consists of real ASR transcriptions, including real
ASR errors, the classiŀer will learn to map possibly erroneous ASR hypotheses of an utterance
to the correct frame representing the actual user utterance.

Ļe performance of a classiŀer can be measured using f-score. [30] reports an f-score of
74.46% with a WER of 35.6%, and [34] reports the same f-score with a WER of 54%, showing
that a robust NLU can compensate for errors made by the ASR.

If the NLU sends the incorrect frame to the dialogue manager, it will impede all three tasks
that the DM performs. Ļe DM might draw incorrect conclusions when resolving contextual
references, corrupt the internal state with incorrect information and select an incorrect conver-
sational act to respond with. Ļis can be resolved by having the NLU provide more information
about its analysis. It could provide an n-best list of frames instead of a single frame. Ļe DM
could then re-rank the frames based on contextual information, i.e. how likely it is that a frame
occurs given the current state of the dialogue, and select a frame that is more likely to be correct.
Ļe NLU could also provide conŀdence metrics that indicate the conŀdence the NLU has in its
prediction [33]. If the conŀdence is below a certain threshold, the DM can conclude that the
NLU did not understand and make the system show its misunderstanding.

2.6.1 Grounding in Spoken Dialogue Systems

Because of the apparent risk of misunderstanding, grounding plays an important role in dialogue
systems. By keeping track of grounding, the DM can determine which actions are required to
reach understanding.

Ļe DM can assess its degree of understanding based on the conŀdence of the ASR, NLU
and the conŀdence in its own contextual interpretation. Ļe DM then can decide whether to
accept or reject the hypothesis. A good decision strategy minimizes the false acceptances and false
rejections and maximizes true acceptances and true rejections (see Table 2.6).

System Accepts System Rejects

Correct Hypothesis True Acceptances False Rejections

Incorrect Hypothesis False Acceptances True Rejections

Table 2.6: Ļe four outcomes of accepting/rejecting a hypothesis.

If the DM accepts the hypothesis, it will have to provide evidence of understanding to the user
in order to make the content grounded. Ļe type of evidence to give is, as discussed previously,
a trade-off between effort of execution and strength of evidence, while making sure that the
grounding criterion is met. Because of the system’s susceptibility to errors, the system might
want to err on the side of putting too much effort into providing evidence of understanding.
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Using one of the stronger two evidence types, i.e. demonstration and display, the system can
provide implicit veriŀcation of the content. Consider the following example from [35]:

(3) U: I want to go to Swalmen
S: When do you want to go to Swalmen?

Ļe system’s (S) response is intended as an acknowledgment grounding act, but by explicitly
repeating the content that is to be grounded, the user (U) is also given the opportunity to repair.
If the user continues by answering the question, he passes on the opportunity to perform a repair
and thereby provides evidence that the initial request to go to Swalmen is now grounded. If the
user had requested to go to Almen instead of Swalmen, the system’s response would not be
an acknowledgment, as intended. Ļis would become clear to the system as soon as the user
performs a repair.

If the system would not be conŀdent about understanding the user’s utterance, it could per-
form a request repair by explicitly verifying the content. Ļe following example is also from
[35]:

(4) U: I want to go to Swalmen
S: Do you want to go to Swalmen?

Ļe user would have to respond to the request repair, increasing the combined effort it takes to
ground the user’s initial utterance. Ļis has a negative impact on the efficiency and łuency of the
conversation, if the system’s understanding would turn out to be correct to begin with. On the
other hand, if the system would have performed an acknowledgment of an incorrect hypothesis
(i.e. the case where in Dialogue 3 the user actually said Almen instead of Swalmen), the user
would have to put effort into correcting the mistake instead of answering the question about
travel time.

In Dialogue 4, the system correctly processed the user’s utterance, but had low conŀdence
in the result. More often, there will be errors on one of the lower action levels that either the
ASR or NLU is concerned with that prevent the system from sufficient understanding in order
to generate a veriŀcation. Consider the following example:

(5) U: I want to go to Swalmen
a) S: I couldn't hear what you were saying
b) S: I don't understand what you mean

Ļe system could use a) to indicate an error with the ASR, it is a request repair on the signal
level. Ļis could make the user reposition the microphone or talk louder. Alternative b) indicates
a problem with the NLU, which deals on the intention level. Ļe intended meaning of the user’s
utterance is not clear and the user should try to rephrase it (see e.g. [36] for a system that deals
with those misunderstandings in a similar way).
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A dialogue system can also provide evidence of understanding on all four action levels. Usu-
ally, the system’s response will convey acceptance of the project that the user is proposing, thus
ground on all four levels at once. While the project might only be clear at the end of the utter-
ance, on the lower levels there are ŀner grained concepts that could be grounded before the end
of the utterance. In human-human conversation this happens a lot through vocal and non-verbal
backchannels (e.g. “okay”, “yeah” or head nods). Ļis contributes to the efficiency and łuency
of the conversation, preventing the speaker from over-elaborating [37]. Ļe type of dialogue
system that we have been discussing so far would not be able to do this, since its components
operate sequentially on the complete user utterances. Ļat is why, recently, researchers have
started working on spoken dialogue systems that can incrementally process the user’s input, in-
creasing the responsiveness and getting rid of the rigid dialogue structure that most dialogue
systems suffer from [38].
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Chapter 3

A Model of Incremental Grounding

3.1 Overview

A dialogue system is said to be capable of incremental processing if it starts processing before the
user utterance is complete. In such systems, each component will start processing after receiving
a minimal amount of its characteristic input [39]. For the ASR, this incremental unit (IU) is a
short fragment of audio signal, for the NLU, this is any change to the ASR’s hypothesis and for
the DM, this is any change to the NLU output.

Because the utterance is still in the progress of being uttered at the time of processing, the
components generate output based on incomplete information. As new information comes in,
and the information becomes more complete, the components might need to revise their hy-
pothesis [40]. Consider the sequence of hypotheses in Table 3.1 that the ASR produces as the
user utters “Utah, do you wanna be the sheriff?” At t = 1, the ASR hypothesizes that the word
“New” has been spoken. Ļis hypothesis was probably generated right after the user uttered the
“U” of “Utah”. Another revision occurs at t = 9 as the ASR goes “meet you sure” to “be the
sheriff ”. Ļe hypothesis at t = 8 was probably generated right after the user said “sher”. Ļe
2-gram “meet you” probably has a high probability in the language model, but with the addition
of “sheriff ”, the 3-gram “be the sheriff ” has a stronger preference.

Ļe other components that rely on the ASR’s output will have to deal with those revisions
and probably in turn revise their own output as well. It does not have to be the case however
that a component outputs the same amount of IUs as it receives as input. Some components
might accumulate multiple IUs before producing output or the other way around. An example
of the former is the NLU. Ļe frame elements of the NLU frame in Figure 2.2 (p. 19) have
no 1-to-1 mapping with the words in the corresponding ASR hypotheses in Table 3.1. Ļe
NLU accumulates the changes from several incremental hypotheses before a new frame element
is added to the NLU output or produces multiple new frame elements after a single incoming
IU. Table 3.2 contains a possible mapping between the ASR hypotheses from Table 3.1 and the
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t ASR Hypothesis

1 New
2 Utah
3 Utah it
4 Utah do
5 Utah do you why
6 Utah do you wanna be
7 Utah do you wanna be the
8 Utah do you wanna meet you sure
9 Utah do you wanna be the sheriff

Table 3.1: Ļe ASR hypothesis is revised as more information becomes available.

frame elements of the corresponding frame.

t NLU frame
2 s.addressee utah
4 s.mod interrogative
5 s.sem.speechact.type info-req
5 s.sem.type question
5 s.sem.q-slot polarity
5 s.sem.prop.agent you
9 s.prop.type event
9 s.prop.event accept
9 s.prop.theme sheriff-job

Table 3.2: An NLU frame with for each element the time-step (from Table 3.1) when it is added
to the NLU output.

3.1.1 Predictive vs. Non-predictive

Ļe approach to incremental processing described above can provide a basis for feedback behav-
iors such as head nods, shakes, gaze shifts and backchannels. Based on the growing ASR and
NLU hypotheses, the DM can provide early grounding on the lower levels of Clark’s action lad-
der. For some other responsive behaviors, the strictly incremental, non-predictive, interpretation
is not sufficient and a prediction of the interpretation of the full utterance is required. Behaviors
such as timing a reply to have little or no gap, grounding by saying the same thing at the same
time or performing collaborative completions require this [17].

Sagae et al. and DeVault et al. describe an alternative approach to incremental processing
[34, 17, 41, 11, 42, 33]. In these works, a predictive incremental NLU component is presented.
Based the ASR hypothesis of a partial utterance, it will attempt to predict the full utterance
meaning. Ļe component also provides several conŀdence metrics related to the prediction,
which the DM should take into account when using the NLU’s result.
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Both predictive and non-predictive incremental processing are valuable in dialogue systems.
Ļe two approaches combined even more, because then a distinction can be made between what
has been said so far and what is likely to follow. Such a hybrid approach was presented in [27],
which describes the SASO4 dialogue system that is also used for this thesis and will be discussed
in more detail in Section 4.

3.1.2 Incremental language generation

So far, we have talked about incremental language understanding. A fully incremental dialogue
system will however also have to be able to incrementally generate its output. Ļis will allow the
system to plan, realize and monitor its output while simultaneously processing the input from
the user [43, 44]. By monitoring its own output, the system knows the explicit content of the
utterance at any moment while it is in progress. Ļis allows the system to more accurately inter-
pret overlapping feedback from the user by relating it to the content uttered up to the moment
of the feedback.

Ļis thesis however - much like most work in grounding in spoken dialogue systems -, is
primarily concerned with the state of understanding of the system. We focus on how to deal
with system non-understanding and misunderstanding and how to provide feedback to the user
of the system’s understanding or the lack thereof. Ļe system’s capabilities are however only one
side of the coin, as the user will also convey his understanding with overlapping behaviors.

While the theoretical model that is presented in this chapter does not make assumptions
about how the role of Initiator and Responder are divided among the user and the system, the
implementation that is presented in Chapter 4 primarily discusses how the system should provide
feedback, i.e. the feedback policy, as it listens to the user.

3.2 Incremental Grounding Behavior in Human Dialogue

We have studied human-human dialogues for examples of incremental grounding behavior.
Ļese examples should provide insight into the grounding mechanics that support efficient com-
munication.

Ļe examples that are discussed in this section were taken from the AMI Meeting Corpus
[18]. Ļe corpus consists of 100 hours of meetings captured using recording devices of various
modalities. In the meetings, a team of four subjects is given the task of designing a new remote
control. Each team takes a design from start to prototype in a series of four meetings.

We used the mixed audio signal from the headsets that the subjects wore, the transcription of
that signal and occasionally the videos if more information was deemed necessary. One general
observation we made during the study was that the interesting interactions were more likely to
occur in the last two meetings that a team had. We suspect that the team members by then had
become more familiar with each other and rapport had been built.
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Ļis section continues with the discussion of several excerpts from the meetings. In those
discussions, we take the perspective of the third-party impartial bystander. Ļis differs from the
perspective that a computational model of grounding operates from. We cannot peek inside the
heads of the interlocutors to ŀgure out the intentions behind their actions. Ļe model on the
other hand can only go by its intentions and has to observe the other person’s response to ŀgure
out the true effect of its actions.

3.2.1 Granularity

Humans process language incrementally. Ļis enables us to continuously provide feedback to
the speaker or react on that feedback. Ļis feedback is usually given by means of backchannels.
Backchannels are verbal or non-verbal behaviors, such as head nods, frowns, “Okay”, “Huh”
or “Yeah”, that can be performed in overlap with someone else’s turn. Ļe speaker remains in
control of the main channel, while the listener uses the back channel to provide feedback on how
well it is going.

Ļe listener’s feedback aids the speaker in his performance. Ļe speaker can decide to elabo-
rate on a certain concept if the listener is not understanding [37] or fade out an utterance when
it appears the rest is not needed [45].

Frequent overlapping feedback will divide the content of a single turn, or utterance, over
multiple smaller CGU’s. An overlapping acknowledgment grounds the current open CGU and
new content that the speaker continues to introduce after the acknowledgment becomes part of
a new CGU, which lasts until the next acknowledgment. Ļis mechanism can be observed in
the following example:

(6) A1: [The LCD panel just displays um functionally what you're doing.]InitiateI1

A2: [If you're using an advanced function right, like um brightness, contrast, whatever]InitiateI2

C1*: [Right]AcknowledgeR1

C2*: [Okay]AcknowledgeR2

With C1, C acknowledges A’s ŀrst utterance. When A continues, he initiates a second CGU,
because C’s acknowledgment grounded and closed the ŀrst CGU. If C would not have uttered
C1, A2 would have been a continuation of CGU 1 instead. Ļis would have resulted in one
bigger open CGU at the end of A2, instead of two smaller CGUs. Ļe frequent feedback reduces
the amount of open content by grounding information early and often. Misunderstandings can
also be handled more efficiently, since there is only a limited amount of content that is in the
process of being grounded.

Because the size of CGUs is reduced, a single sentence is often represented by multiple
CGUs. Ļese smaller CGUs are related to each other, as the ŀrst part of a sentence creates
expectations of the second part. Ļis relation can be used in overlapping feedback to present
evidence of understanding. But ŀrst, we need to further specify that relation and its properties.
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3.2.2 Evidence of understanding by completion

Consider the following dialogue excerpt from an AMI meeting:

(7) C1: We could just go with um
D1*: Yeah
A1*: Normal coloured buttons

In the middle of C’s sentence, C appears to struggle with how to continue his utterance,
uttering a verbal hesitation “um”. A then utters “Normal coloured buttons” as a completion of C’s
partial utterance. Ļe dialogue continues without correction by C, so it is reasonable to assume
that this was indeed what C intended to communicate (or was close enough). Meanwhile, D
gives a simultaneous backchannel acknowledgment of C’s utterance.

In a way, A is not making up the words he is saying. It is not satisfactory to say that A
presents some new content, or according to Traum’s theory, initiates a new CGU. His intention
is to utter what C was going to say and while C did not say “normal coloured buttons”, A did
receive enough evidence leading to this completion. A appears to be able to predict the intended
meaning (or perhaps even surface form) of the full utterance based on the partial utterance. We
call the content of the partial utterance explicit and the content of the utterance completion
predicted. A provides evidence of understanding by completing the utterance, grounding both
the explicit and predicted content. We add completion to Clark and Schaefers list of types of
evidence of understanding. A1 is thus a acknowledgment grounding act providing evidence by
completion. Ļe relevant utterances from dialogue 7 can be annotated with grounding acts as
follows:

(8) C1: [We could just go with um]InitiateI1

A1*: [Normal coloured buttons]AcknowledgeR1

It may seem like the listener is making up new content for the open CGU by proposing a
completion. Ļe completion is based on a hypothesis of what the speaker was going to say. Ļis
is not fundamentally different from a regular response, which is based on the hypothesis of what
the speaker said. It is not clear why these two cases should be handled differently.

Attempted utterance completions do not always match a speaker’s intended content or surface
form, as in dialogue excerpt (9).

(9) B1: That would probably not be in keeping with the um the
C1*: *laugh* Technology
B2: fashion statement and such, yeah.
C2*: Yeah.

In this dialogue, B and C are rełecting on the features and design of the remote control they
created. When B shows hesitation (“…with the um”), C decides to help and offers “Technology”
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as a completion of B’s utterance.1 B however continues his utterance by saying “fashion statement
and such”, revealing perhaps more precisely what he intended to say. C then issues an overlapping
acknowledgment of B’s continuation with “fashion statement”, by saying “Yeah”. When B ŀnally
adds “yeah” to his own continuation, he also shows his agreement with C’s continuation, i.e. the
fact that the technology is indeed also not kept up with. Based on this analysis, the dialogue
excerpt can be annotated with grounding acts as follows:

(10) B1: [That would probably not be in keeping with]InitiateI1the um the
C1*: *laugh* [Technology]AcknowledgeR1, InitiateI2

B2: [fashion statement and such]InitiateI3, [yeah.]AcknowledgeR2

C2*: [Yeah.]AcknowledgeR3

C’s predicted content “Technology” apparently does not exactly match B’s original intention.
However, it does provide some evidence of understanding of the explicit content of B’s partial
utterance and grounds CGU1 containing that content. It is a ŀtting completion to the unŀn-
ished utterance, because it is a syntactical and conceptual continuation. Ļe strength of evidence
of understanding that a completion conveys depends on the relation between the unŀnished
utterance and the continuation, being either syntactical, conceptual or both. A syntactical con-
tinuation provides weak evidence, because it only relates to the surface form. Following Clark’s
action levels, we can say that syntactical completions provide evidence up to the Signal level (level
2). A conceptual continuation operates on the same conceptual level as the unŀnished utterance
it completes. In the example above, both technology and fashion statement are similar concepts,
which are both not satisŀed in the remote control design. Ļis type of completions operate on
the Intention and Conversation (level 3 and 4) of Clark’s action ladder and thus provide stronger
evidence compared to completions with a mere syntactical relation to its antecedent.

A special category of incorrect completions that is worth mentioning - but will not be pur-
sued further in this thesis - contains a variety of completions that purposefully deviate from the
speaker’s intended meaning. Ļose kinds are used as a joke or as an opportunity to convey your
own meaning at the cost of the original speaker. Consider the following hypothetical conversa-
tion about dinner between a mother and her child:

(11) Mom1: Tonight we're having
Child1*: pizza, yay!
Mom2: *laugh* You wish, it's green peas for you mister.

Ļe child needs to be aware of what his mother intended to say in order to be able to make
a wrong continuation. So by joking “pizza, yay!”, the child acknowledges that dinner is going
to be green peas, or something healthy at least. Humor identiŀcation is a natural language
understanding problem (see e.g. [46]) of its own and not yet directly relevant to dialogue systems.

1In this thesis, we are ignoring the evidence of understanding that laughter can convey.

30



3.2.3 Implicit verification of predicted content

In Section 2.6.1, we distinguished between implicit and explicit veriŀcation to characterize vari-
ous grounding strategies. We can use the same distinction to identify different ways of verifying
predicted content. Ļe completions as discussed in the previous section are a way to explicitly
verify the grounded content. Ļe following dialogue contains an example of implicit veriŀcation
of predicted content:

(12) B1: [power-wise, have we got]IntiateI1

A1*: [The battery.]AcknowledgeR1, InitiateI2

B2: [battery]AcknowledgeR2 [Do we have kinetic as well?]AcknowledgeR2, InitiateI3

A2*: [No.]AcknowledgeR3, InitiateI4

B3*: [No.]AcknowledgeR4

B4: [Okay, just battery]AcknowledgeR4

Before B has ŀnished uttering his question (B1), A goes ahead and answers it. An answer
conveys evidence of understanding of the question it answers, if it ŀts the question, i.e. if it
actually answers the question that was posed. A ŀtting answer to an unŀnished question shows
understanding of the complete question, because it requires understanding of the full question
in order to recognize what answer would ŀt. In this dialogue, the full question would have been
something like, “power-wise, have we got what?” A’s “Ļe battery” implicitly acknowledges his
understanding of the full question, because it answers that question. Ļe dialogue continues
without correction by B, so it can be assumed that A was right in his prediction of B’s question.
Ļe result is efficient and łuent interaction, achieved through good coordination between A and
B.

If such coordination, or rapport, is not present between the interlocutors, this type of inter-
action is not at their disposal. Ļe following dialogue excerpt displays a failed attempt:

(13) C1: Are these the colours of production, or is this just what we had available?
D1*: Well I'm
D2: We're gonna have again the sort of foggy yellow from last time.

D attempts to answer C’s question, but C refuses to give up the turn and continues uttering
the remaining part of the question. It might be that C did not believe that D had already
sufficiently understood his question. While implicit veriŀcation might be efficient for certain
cases of grounding, it conveys less evidence of understanding than explicit veriŀcation. It will
only be effective in cases that require a lower amount of evidence, e.g. based on the grounding
criterion and rapport.

3.2.4 Conclusions

In this section, we have studied several displays of incremental grounding behavior in human-
human conversations. We have seen that because of frequent overlapping feedback, the rate
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at which CGUs are grounded increases and the size, i.e. the amount of content, of CGUs
decreases compared to situations where incremental grounding is not used. Single utterances
are often represented by multiple small CGUs. On this new scale of sub-utterance CGUs, the
CGUs, through their content, are more related to each other. Incremental grounding acts not
only acknowledge that what was already said, i.e. the explicit content of an utterance in progress,
but may also concern what the speaker is about to say, i.e. the content of the remaining part of
the utterance as predicted by the listener.

3.3 A Model of Incremental Grounding

Based on the empirical evidence gathered from the AMI Corpus, we have developed a grounding
model for the purposes of more ŀne-grained incremental processing. Ļe model is adapted from
Traum’s grounding acts model. It will need to be able to interpret the incremental updates
that come in while an utterance is in progress and update the grounding state accordingly. Ļe
original model by Traum does not pose any limitations on the size of the processing units, but
the typical unit size in existing implementation corresponds to full utterances. Ļis makes sense,
because the components of a dialogue system, especially the NLU and DM, would only be
able to process full utterances. Now that that is changing, a grounding model with incremental
processing capabilities is becoming relevant.

An important requirement of the model is that it should be robust to errors and revisions by
upstream components. In Section 3.1, we described several cases in which the ASR or NLU
would revise their incremental hypotheses. Ļe ASR could, for example, revoke the last word
from the previous hypothesis, or replace it with a different word. In turn, the grounding model
has to update its hypothesis, i.e. the grounding state, which could result in a change in CGU
content or require reinterpretation of an utterance assuming it conveys a different grounding act
all together.

As input to our model, we assume a component with incremental speech understanding
capabilities that delivers a ŀnite sequence of incremental hypotheses as an utterance progresses,
henceforth referred to as partials. Each partial contains both the explicit and predicted content
of the utterance at that point in time. (Ļe implementation of this component is discussed in
Chapter 4.) We will denote the sequence of partials for an utterance as

O = ⟨(E1, P1, C1), ..., (EN , PN , CN )⟩, (3.1)

where Ei is the explicit content and Pi is the predicted content for the ith partial. At each point
in time, we assume further that the incremental understanding component is able to assign a
conŀdence level Ci that describes the reliability of its estimates Ei and Pi.

Consider the following example:
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(14) D1: So basically the only new thing is the LCD on the remote now.
B1*: Being manipulated by the joystick, yeah.
D2: Oh and the joystick , yeah.

At the moment when B decides to interrupt, let us call this time t, the output by the incre-
mental understander could be: Et =“So basically the only new thing is the LCD”, Pt = “being
manipulated by the joystick” and Ct = 0.7 2. For the sake of this example, we have represented
the contents of E and P by surface texts. For a real system, it would be reasonable to assume
that the content is similar to elements from an NLU frame (see e.g. Table 3.2). At this moment
however, we will not make any assumptions on this matter other than that the content of E and
P is a set of zero or more unique elements representing the pragmatic meaning of the utterance.

Ļe task of the grounding model when processing an utterance consists of two steps. Ļe
model has to identify the grounding acts that are being conveyed by the utterance and the CGUs
they relate to, and it has to update the affected CGUs accordingly. Updating of the CGU will
change its grounding state and may change its contents. Ļe ultimate goal is to have an up-to-
date representation of both aspects, so the system knows what is going on and what the effect of
overlapping grounding acts at any point during an utterance, e.g. at time t in the example above,
would be.

Some grounding acts will only affect the grounding state, such as a request repair, acknowl-
edgment, request acknowledgment and cancel, and others will also change its content, e.g. ini-
tiate, continue and repair. We will call the latter category authorial grounding acts, as they make
the uttering party co-author of the CGU. By becoming an author, the burden of evidence shifts
to the other interlocutor.

For example, if the responder repairs a CGU, the initiator is required to provide evidence of
understanding for that CGU to be grounded. If the initiator however decides, in his turn, to
repair the CGU again, he becomes the most recent author and the burden of evidence shifts to
the responder. In Traum’s original model, these notions are implicitly contained in the four in-
progress grounding states (see Table 2.4). In state 1 and 2, the initiator is the most recent author
and the burden of evidence lies with the responder, an acknowledgment act by the responder
from those states will move the CGU to the ŀnal state. In states 3 and 4, the situation is the
other way around.

3.3.1 Two approaches

We have investigated two approaches to modelling grounding in an incremental dialogue system:
a content ŀrst approach and function ŀrst approach.

In the content ŀrst approach, the difference between the explicit content of the partials is
used as the main input for the grounding model. A partial is different from its predecessor if

2While Ct is made up, its value seems reasonable for this example. B is conŀdent enough to try and propose a
completion, but not conŀdent enough to justify an implicit veriŀcation.
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it contains content that its predecessor did not have or if it lacks content that the predecessor
had. Ļe effect that the difference has on the content or creation of CGUs then determines
what grounding act the partial conveys. Consider the example in Table 3.3. We again use the
surface text to represent the partial’s explicit content. Ļe ŀrst partial initiates a new CGU and
adds the initial content “New”. Ļe second partial contains new content (“Utah”), but also lacks
content from the previous partial (“New”), so it is repairing the CGU that was created with the
previous partial. Ļe CGU now contains “Utah”. Ļe third partial has new content in addition
to the content from the previous partial. Ļere is no need for a repair, the CGU content can be
extended. Ļus, the third partial is a continue act.

t Et New content Removed content Grounding act

1 New New initiate
2 Utah Utah New repair
3 Utah it it continue
4 Utah do do it repair
5 Utah do you why you why continue
6 Utah do you wanna be wanna be why repair
7 Utah do you wanna be the the continue
8 Utah do you wanna meet you sure meet you sure be the repair
9 Utah do you wanna be the sheriff meet you be the sheriff repair

Table 3.3: Ļe ŀrst approach to incremental grounding: using the differences between each
partial.

With this approach, the grounding model can not distinguish between what the user said and
what the NLU understood. An NLU error or the recovery thereof is a repair, and not treated
different than an actual repair, when the user actually ŀxes his previous statement. Ļe lack of a
distinction between these cases emphasizes their similarity and relieves the system from having
to reliably identify either of the two individually in an utterance.

Compared to Traum’s model, this approach models a single utterance as a sequence of ground-
ing acts instead of a single grounding act that covers the function of the complete utterance. Ļe
initiation of a CGU is represented by an initiate act, followed by continue and/or repair actions.
Repairing a CGU consists of a number of repair and continue acts. Ļis works well for the
authorial grounding acts, because they affect the content of the CGUs as they are being con-
veyed, which can now be processed incrementally. Ļe remaining grounding acts, request repair,
acknowledge and cancel do not progress in any way while the utterance is being uttered. Ļe
individual partials do not bring any content, but together make for one of the three aforemen-
tioned acts, the ŀrst partial no different than the last. Following this approach however, every
single partial of a cancel conveying utterance is a cancel in itself. Does the second partial’s cancel,
cancel the ŀrst cancel then? Should all partials with the same act be grouped instead? Perhaps,
but that would be inconsistent with how the authorial acts are handled. In the second approach
that we present next, all grounding acts are processed in a similar and consistent manner.
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Ļe second approach favors function over content. It most importantly solves the problem
encountered with the ŀrst approach, but also takes care of CGU content updates. As long as
consecutive partials are part of the same grounding act, they are grouped. In the example from
Table 3.3, the model would select the initiate act based on the ŀrst partial, and reconsider that
hypothesis after each partial, to eventually conclude that all nine partials together form one
initiate act. Ļis is the approach that we pursued in our work and will now continue to present.

3.3.2 Identification of grounding acts

Ļe ŀrst step in processing an utterance is to identify the grounding acts it conveys. Ļis deter-
mines how the content of the utterance is processed. Ļe explicit content and predicted content
can be combined into the full utterance meaning: St for time t. St can be used to for prag-
matic reasoning, which is typically a responsibility of the DM, to recognize backward looking
speech acts, such as answers, conŀrmations or clariŀcation requests. Ļese acts can signify ac-
knowledgments or request repairs respectively. We assume a dialogue system that is capable of
understanding the grounding acts of Traum’s model. What we add is more comprehensive and
incremental identiŀcation of grounding acts, including a strategy to deal with a change of the
hypothesized grounding act.

Following Traum’s model, most utterances will only have a single grounding act. Not all
combinations of grounding acts are suitable to be conveyed in a single utterance. Ļe model will
only support utterances that simultaneously convey an acknowledgment and initiate act. Ļis
combination was found most often during our study of the AMI corpus, see e.g. Dialogues 10
and 12.

Starting with S1, the model will try to assign grounding acts to the utterance. At time t, when
Ct is high enough and the model selected the grounding acts for that utterance, the partial will
be processed according to the selected grounding acts. Ļe subsequent partials will be processed
in the same way (more details follow in the next section), until the end of the utterance or if the
selected grounding acts are revised. If the selected grounding acts are revised, e.g. caused by an
NLU error or if the user said something unexpected, all updates to the grounding state under
the former grounding act selection are reversed, and the current and subsequent partials will be
processed according to the new information.

Evidence of understanding

In our study of the AMI Corpus (see Section 3.2), we have encountered several ways to convey
acknowledgments that are speciŀc to incremental grounding. Listeners can provide overlapping
feedback, continue an unŀnished sentence or respond to an unŀnished utterance. Only because
of incremental processing, these kinds of behaviors can now be identiŀed and used to update the
grounding state. We deŀne a set of rules that an utterance can be tested against for the occurrence
of those behaviors. Let U be the current utterance, V the previous utterance and EU

t , PU
t and SU

t
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the explicit content, predicted content and full content of utterance U at time t respectively, then:

U conveys an acknowledgment if:
there is an open CGU of which the speaker is not the most recent author and at least one of

the following is true:

1. SU
t conveys a positive backchannel (e.g. “Yeah”, “Uh-huh”, etc.)

2. V is unŀnished and EU
t is a syntactical or conceptual continuation of EV

u , where u is when
U started (Completion, see Section 3.2.2)

3. SU
t contains parts of SV

u , where u is when U started
(Explicit veriŀcation, see Section 3.2.2)

4. SU
t is the next relevant contribution to SV

u , where u is when U started
(Implicit veriŀcation, see Section 3.2.3)

Note that the special case u = NV , where u is the time when U started and NV the number
of partials of the previous utterance, is a regular non-overlapping response. For this special case,
3 is equal to Clark and Schaefer’s ‘Display’ evidence type and 4 is the ‘next relevant contribution’
type. Non-incremental grounding is a special case of incremental grounding.

3.3.3 Updating the grounding state

Based on the grounding acts that were identiŀed in the utterance, each incoming partial is pro-
cessed in order to update the grounding state. If more than one grounding act is identiŀed,
i.e. in the case of an acknowledgment-initiate combination, each partial is processed for each
grounding act separately.

Initiate

Ļe ŀrst partial of an initiate act triggers the creation of a new CGU. Ļe ungrounded explicit
content of that partial becomes the initial content of the new CGU. Consecutive partials will
replace the CGU content with their explicit content. If an overlapping backchannel or request
for repair is detected, the initiate act ends. Let the overlapping behavior start at partial t of this
utterance U , then content of the CGU will be EU

t−1. In the case of a backchannel, the CGU is
grounded, and if the speaker decides to continue uttering U , this will be a new initiate act. Ļe
initial content of the new CGU will be the ungrounded content of EU

t , which is all elements
that were not grounded with the previous CGU. A second overlapping backchannel in the same
utterance is handled analogously. In the case of a request repair, the continuation of U is a repair.
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Continue

Ļe explicit content of continue partials is added to the corresponding open CGU. Changes
in the explicit content between consecutive partials will only affect the CGU content that was
added during this continue act. Ļis means that the content that was present in the CGU before
the continue will remain untouched.

Acknowledgment

Ļe processing of an acknowledgment depends on the type of behavior that is used to convey
the evidence of understanding. Let U be the utterance that conveys the acknowledgement, V be
the utterance that U is a response to and t be the time of last partial received of V .

Backchannels ground the CGU of V with content EV
t . Ļe current authorial act in V is ended

and if the speaker continues after/during the backchannel, this is a new grounding act. If the
same backchannel is covered by more than one partial, the ŀrst partial is used for timing purposes.

Completions ground the CGU of V with content EV
t . V is unŀnished. Regardless of whether

the completion was actually what the original speaker intended to say, the syntactical or concep-
tual relation between the unŀnished utterance and the completion conveys evidence of under-
standing. If the completion follows the intentions of the original speaker, the completion is an
explicit veriŀcation of SU

t and is processed as described below.

Explicit veriŀcations ground the CGU of V . If V is unŀnished, the predicted content of V at
the time t of the start of U that is also in the explicit content of U (PV

t ∪ EU
t ) is added to the

CGU. If V is ŀnished, the content that was in V and is explicit in U (SV
N ∪ EU

t ) is grounded as
content of the CGU. Ļe second case is the aforementioned non-incremental special case of the
ŀrst one. Consecutive partials of the same completion (or response if t = NV ) will expand the
CGU’s content, as they will likely contain more explicit content.

Implicit veriŀcations ground the CGU of V with the full utterance meaning SV
t as its content.

Consecutive partials can be used to monitor the progress of the utterance, but do not trigger any
additional processing of this acknowledgment. Utterances that are implicit veriŀcations however
also present new content - hence the implicit - that will initiate a new CGU. Partials of this
utterance will therefore also be processed according to the description above.

Request for repair

A request repair changes the state of V ’s CGU to indicate that a repair from the other party is
requested. If the request for repair is overlapping, the CGU’s content will be EV

t and the current
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authorial act in V is ended. If the speaker continues after/during the request repair, this is a new
grounding act.

Repair

A repair will modify the content of a CGU. For each partial of this repair, the explicit content is
added to the CGU. Existing content in the CGU that is not compatible with the content of the
repair is removed. We assume that the dialogue manager can reason about this.

Cancel

A cancel act will abandon a CGU and leave it ungrounded. Ļere is no special logic required to
handle a cancel in incremental grounding.

3.3.4 Examples

Increased granularity

Ļe following dialogue is annotated with four points in time. We will continue by discussing
this dialogue to exemplify what goes on in the model during different moments in the dialogue.

(15) B1: cause we could ..1 just sort of say, sorry ..3 what did you say about that or \
C1*: ..2 Yeah.
B1: what do you think about that, ..4 rather than having to email it, yeah.
C2*: Yeah.
C3*: Yeah.

At ..1 , the model has received the ŀrst few partials from the NLU. While the ŀrst partial
may have had a conŀdence value that was too low to take into account, by now the NLU must
have returned a hypothesis that was deemed reliable. E1 is “cause we could” and P1 may contain
a provisional idea of what the rest of the sentence is going to be. Based on that hypothesis, the
utterance is supposed to convey an initiate act. A new CGU is created and assigned E1 as its
content.

From ..1 to ..2 , each incoming partial reaffirms the model’s identiŀcation of the initiate act.
As long as this is the case, the content of the CGU is replaced with the partial’s, growing, explicit
content, until, at ..2 , the CGU contains EB1

2 : “cause we could just sorta say”.
At ..2 , C decides to acknowledge B’s utterance so far. Ļe CGU with content EB1

2 is
grounded.

C’s overlapping acknowledgment ends the ŀrst initiate act in B1. C continues with the utter-
ance, but this is considered a new initiate act. At ..3 , a new CGU is created with all ungrounded
content from EB1

3 , which is “sorry”.
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From ..3 to ..4 , the content of the second CGU is replaced with the explicit content of every
partial that comes in, ignoring the parts that have already been grounded. To sum up, at ..4 ,
there is one grounded CGU containing “cause we could just sorta say” and a second CGU with
“sorry what did you say about that or what do you think about that”, that is about to be grounded
by C2.

Grounding predicted content

For this example, we revisit a dialogue that we have discussed before (see 8 on page 29). In the
reprint below, we have annotated several interesting points in time.

(16) C1: We could just go with um ..1
D1*: Yeah
A1*: Normal ..2 coloured buttons ..3

Until ..1 , partials have come in that describe the progress of C1. At ..1 , the explicit content
of the most recent partial is “we could just go with” and the predicted part “normal coloured
buttons.” Ļen, A begins to hesitate how to ŀnish C1. We ignore D’s “Yeah,” because multi-
party grounding lies outside the scope of this thesis.

As a response to C’s hesitations, at ..2 , A has started to complete C1. Because A1 appears to
be a conceptual continuation of C1, it acknowledges C1. It also adds “normal” to the acknowl-
edged CGU, which is the explicit content of A1 at ..2 that was also in the predicted content of
C1 at ..1 . More formally, the CGU contents now is EC1

1 ∩ (PC1
1 ∪ EA1

2 ).
Ļis continues up to ..3 , where A1 is ŀnished and all its explicit content, which is equal to

the predicted content of C1, is added to the CGU and grounded.
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Chapter 4

Incremental Grounding in SASO4

4.1 Overview

We have developed a prototype implementation of the model presented in the previous chap-
ter for the SASO4 dialogue system. SASO4 is being developed at the University of Southern
California’s Institute for Creative Technologies. It is part of the Virtual Humans Project, a
multidisciplinary effort bringing together expertise on all facets of virtual human development.

4.1.1 Institute for Creative Technologies

Ļe Institute for Creative Technologies (ICT) is part of the University of Southern California
(USC) [47]. It was established in 1999, as a joint project between USC and the U.S. Army.
ICT’s mission is:

“... to conduct basic and applied research and advanced technology development
in immersive technologies to advance and maintain the state-of-the-art for human
synthetic experiences that are so compelling the participants will react as if they are
real.”

Ļe work at ICT has resulted in numerous applications that convey this mission: Star Wars-like
3D teleconferencing, virtual museum guides for the Museum of Science in Boston, a portable
virtual reality system, rehabilitation therapy tools, Light Stage and virtual reality therapy for
treatment of post traumatic stress.

Ļe author of this thesis spent six months at ICT, from November 2011 to May 2012. During
that time, he worked in the Natural Language Dialogue group and was supervised by group
leader David Traum.
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4.1.2 The Virtual Humans Project

In the Virtual Humans Project, a multidisciplinary team of researchers aims at developing au-
tonomous agents that are capable of face-to-face interaction with humans according to a variety
of scenario’s and tasks [48, 49]. Ļe agents are embedded in a virtual world and can perceive
events in their world as well as the real world and the actions of the user(s) in particular.

At the core of the Virtual Humans Project is the Virtual Human Toolkit (VHToolkit), a
collection of components, tools and libraries that enable efficient development of virtual humans
[50]. Ļe toolkit is freely available for the academic community. For internal projects, the
VHToolkit is augmented with experimental components, depending on the focus of the current
research. Ļose components may eventually become part of the VHToolkit.

Ļere are a number of dialogue systems built on top of VHToolkit, such as Gunslinger [9],
TacQ [51], SimCoach ([52]) and several generations of SASO [53]. In this thesis, the latest
installment of the SASO systems was used. Ļe ŀrst SASO system was the SASO-ST system,
which is short for Stability and Support Operations - Stability and Simulation. It allowed the
user to practice negotiation skills in a conversation with a virtual doctor, dr. Perez, while trying
to convince him to move his ŀeld clinic to a safer location [54]. Ļis scenario was elaborated
on in SASO-EN - Extended Negotiation - by adding a village elder as a second virtual human.
Ļis allowed for multilateral negotiations between the user and the virtual humans, allowing the
user to gain the trust of the elder and together convince the doctor to cooperate.

4.2 SASO4

Ļe latest installment of the SASO dialogue system is SASO4. Ļis time, two users are emerged
in a new, more complex, scenario:

“An American Old West town has been freed from a dangerous outlaw, defeated by a
U.S. Ranger with the help of Utah, the local bartender. Ļe Ranger and his Deputy
must now leave town to pursue their mission elsewhere. But before leaving, they need
to recruit a town sheriff, so they offer the job to Utah. He will need resources – e.g.,
money to buy guns and to hire men – guaranteed before considering the offer. As
owner of the saloon, Harmony is an inłuential woman in town. She will be present
in the discussions, pushing forward her own agenda of demands, part of which she
cannot discuss in front of Utah and must be dealt with in private by one of the officers.
Ļe Ranger and the Deputy have very limited resources, so they must negotiate to
reach an agreement by committing as little as possible.” – from [55]

Ļe two users take on the role of the Ranger and his Deputy. Utah and Harmony (see Figure
4.1) are virtual humans. Ļis scenario includes new complexities such as: the possibility of
a 4-party dialogue splitting into simultaneous 2-party dialogues; a greater number of possible
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Figure 4.1: Utah and Harmony

solutions to the negotiation problem and the presence of a hidden agenda in a virtual human
[55].

Ļe following is an abridged version of a real conversation with SASO1. At the start of the
conversation, the situation is as shown in Figure 4.1.

(17) Ranger: We want to keep this town safe.
Utah: How may I help you?
Ranger: What do you think about becoming the new sheriff?
Utah: Well, that's your job. We don't need another sheriff.
Ranger: Why don't you wanna be the new sheriff?
Utah: Deputy, can Ranger give me 150 dollars to become sheriff?
Deputy: Yeah, we can give you 150 dollars.
Harmony: Utah, you should stay bartender.
Utah: Harmony, do you think I could never be anything better than a bartender?
Harmony: Argh, I can't deal with this.

Harmony walks away, the Deputy follows her and they continue to talk in private.

Deputy: Why don't you want Utah to be the new sheriff?
Harmony: I am afraid that Utah will die.
Deputy: Why?

1Ļe version of SASO used is from May, 2012
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Harmony: There's a group of outlaws nearby and I am afraid they will kill Utah.
Deputy: We can take care of those outlaws tonight.
Harmony: Deputy, let's rejoin the others

Harmony and the Deputy rejoin Utah and the Ranger.

Harmony: Ranger, I want Utah to become sheriff.
Utah: Okay Ranger, I want to become sheriff.

SASO4 is a multi-modal dialogue system, meaning that besides being a spoken dialogue sys-
tem, it can also perform and recognize non-verbal gestures such as head nods and posture
changes. Ļis also means that its utterances can contain a verbal and a non-verbal component
and that it can recognize signals from the user that combine the two modalities [56].

4.2.1 Architecture

Most of the components of SASO4 are inherited from earlier SASO versions and extended to
meet the new scenario’s needs. Since 2009, the system has been adapted to support incremental
processing. Ļe following components are relevant to this thesis:

– An automated speech recognizer (ASR) that produces incremental results, conŀgured to do
so every 200ms.

– A natural language understanding component (NLU) that comes up with semantic represen-
tations based on the incremental ASR results, including the meaning of the utterance so far,
a prediction of the full utterance meaning and a conŀdence score.

– A dialogue manager that can determine the pragmatic meaning of the utterance based on the
incremental NLU results, perform domain reasoning and select the system’s response act.

– A natural language generator (NLG) that computes a surface text for the selected response
act.

– A non-verbal behavior gesture generator (NVBG) that determines behaviors given the func-
tional speciŀcation from the dialogue manager.

Ļe components communicate via a shared message bus that is provided through the Virtual
Human Messaging System (VHMsg), also part of VHToolkit. System components can sub-
scribe to certain message types and will be notiŀed when the requested messages are sent. Ļis
makes the components loosely coupled, which enables the use of virtually any programming
language and gives the freedom to run the system on multiple physical machines.

A more elaborate discussion of the current state of the system can be found in [27].
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4.3 Implementation

We have created a prototype implementation of the incremental grounding model described
in Section 3.3. In a typical dialogue system architecture, this would be part of the dialogue
manager, and the current SASO dialogue manager does in fact manage the non-incremental
grounding. To adapt the existing model for the incremental context, extensive knowledge of the
dialogue manager and the Soar cognitive achitecture [57] that was used to build the dialogue
manager would be required. We instead opted to build a separate component that takes over the
responsibility from the dialogue manager to keep track of grounding. An overview of the system
including our component is displayed in Figure 4.2.

In addition to modeling incremental grounding, the component also executes a simple over-
lapping behavior policy that showcases up-to-date knowledge of the grounding state. Ļe com-
ponent selects behaviors according to the policy and instructs the appropriate components to
execute those behaviors. Our policy is a rudimentary variation on Wang et al.’s comprehensive
listener feedback model [13].

Our component is a proof of concept, exploring the feasibility of incremental grounding in
the SASO4 dialogue system. Ļe implementation is not fully functional, but is capable of show-
casing isolated examples of incremental grounding. To turn our proof of concept into a working
dialogue system, signiŀcant effort would be required on our component as well as the dialogue
manager. Ļis remains future work. In this section, we describe the planned implementation.
In the discussion of parts that have not been implemented, the remaining required effort will be
described.

4.3.1 Input

In Section 3.3, we deŀned the input for our model as a sequence of (Ei, Pi, Ci), where Ei is
the explicit content, Pi is the predicted content for the ith partial and Ci a conŀdence metric
of both values. Ļis input is provided by a hybrid NLU component, that is both predictive in
its hypothesis of the full utterance meaning and non-predictive in its estimation of the current
explicit content2. Ļe component was developed by DeVault at ICT, one of the motivations
being the results from our study of the AMI Corpus (see Section 3.2) regarding the necessity of
a distinction between explicit and predicted content. We created a training corpus to increase
the performance of the NLU (see Appendix A).

Ļe NLU component emits vrNLU messages for each incremental ASR result it receives. Ļe
following is an example vrNLU message, formatted for readability:

2For a discussion on predictive vs. non-predictive approaches to incremental processing, please refer to Section 3.1.1.
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Automatic Speech 
Recognition (ASR)

Incremental 
Grounding

Feedback Policy

Dialogue 
Management (DM)

Natural Language 
Understanding (NLU)

Natural Language 
Generation (NLG)

Non-Verbal Behavior 
Generator (NVBG)

vrNLU

vrSpeech

vrSpeech

vrNLU

vrExpress vrExpressvrGenerate vrGenerationResult

SmartBody

Text-to-speech 
synthesis (TTS)

vrSpeak

Renderer

vrBCFeedback

Figure 4.2: Overview of the SASO4 dialogue system. Our components are printed in grey.
Ļe annotated lines show the inter-componenent communications over the VHMsg system,
the label is the message type.
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(18) vrNLU partial ranger0002 6
s.mood declarative
s.sem.agent you
s.sem.event providePublicServices
s.sem.modal.desire want
s.sem.modal.holder we
s.sem.speechact.type statement
s.sem.theme sheriff-job
s.sem.type event
s.meta.nlu.name NLUC
s.meta.nluc.subframe.included true
s.meta.nluc.subframe.threshold 0.50001
s.meta.nluc.subframe.s.mood declarative
s.meta.nluc.subframe.s.sem.type event
s.meta.nluc.Incorrect true
s.meta.nluc.Low false
s.meta.nluc.High false
s.meta.nluc.Correct false
s.meta.nluc.MAXF false
s.meta.nluc.WillBeIncorrect false
s.meta.nluc.WillBeLow false
s.meta.nluc.WillBeHigh false
s.meta.nluc.WillBeCorrect true
s.meta.nluc.PF1 true
s.meta.nluc.PF2 true
s.meta.nluc.PF3 true
s.meta.nluc.EF 0.3236286991036415

Ļe message type identiŀer is followed by partial, which indicates that its content is based
on a partial speech interpretation. Ļe second argument, ranger0002, is the utterance identiŀer.
When a user starts speaking, the ASR will assign a unique identiŀer to that utterance. Ļe
other components will adopt that identiŀer in their outputs related to that utterance. Ļe third
argument is the partial sequence number, in this case indicating that the NLU output is based on
the sixth partial speech interpretation. Ļe partial sequence number, together with the utterance
identiŀer, can uniquely identify a partial within the scope of a single conversation.

Ļe remainder of the message is a łattened attribute-value matrix, or NLU frame, contain-
ing the predicted full-utterance meaning, the explicit sub-frame and some conŀdence metrics.
Ļe ŀrst eight lines are the predicted full-utterance meaning, or S6 using the notation from the
previous chapter. Ļe next attribute, s.meta.nlu.name, contains the name of the NLU com-
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P Predicted full utterance

0.3 We can give you 200 dollars
0.2 We can capture the outlaws
0.1 We can give you 100 dollars
0.1 We can give you guns

0.05 We want you to be the sheriff
0.05 We want to keep this town safe

…

P Frame element

0.8 we
0.7 can

0.55 you
0.5 give
0.4 dollars
0.3 200

…

Figure 4.3: Left: the n-best list of full utterance NLU frames (represented by their surface texts)
for partial ASR result, “We can give.” Right: Explicit sub-frame element candidates, ranked by
the combined probability mass of the frames they occur in. Printed in bold are the elements that
would be returned if the threshold is set at 0.50001.

ponent that produced the message. If the NLU was able to come up with a prediction of the
explicit content of the utterance so far, s.meta.nluc.subframe.included will be true. Ļe sub-
frame, if present, consists of all the attributes that are preŀxed by s.meta.nluc.subframe, except
.included and .threshold (which will be explained later). Ļe remaining attributes are are con-
ŀdence metrics, which are combined by our implementation, the combination acting as C6, to
assess the reliability of the NLU result.

Ļere is a small discrepancy between the input to our model as deŀned in the previous chap-
ter and the actual content of the vrNLU message. We have deŀned the input as (Ei, Pi, Ci),
i.e. the explicit content, the predicted content and a conŀdence metric. Ļe message contains
(Ei, Si, Ci), i.e. the explicit content, the full utterance meaning and a conŀdence metric. In
Section 3.3, we deŀned Si = Ei + Pi. Consequently, we can get Pi from the NLU’s output by
subtracting the explicit content from the predicted full utterance meaning: Pi = Si − Ei.

While the NLU component could have calculated Pi from Si and Ei itself, the current output
is characteristic to the approach applied in this component. It is an extended version of the
strictly predictive NLU presented in [11, 17, 33, 34, 41, 42], that was developed to predict the
full utterance meaning given a partial speech interpretation. Ļe original implementation used
maximum entropy classiŀers to generate an n-best list of all the NLU frames3 in the domain.
Ļe top NLU frame, i.e. the most probable NLU frame, would be returned as the result.

Ļe hybrid NLU component computes the explicit sub-frame from the n-best list of frames.
It selects individual frame elements that occur in any number of frames on the list that together
meet a certain probability threshold. Ļe NLU result in (18) reports that a threshold of 0.50001
was used, which means that the frame elements in the returned explicit sub-frame are more
likely to be in the ŀnal frame than not. Ļe threshold can be changed to alter the outcome:
with a low threshold, the system will lean towards overestimation of the explicit content, while

3Ļe SASO4 domain consists of 45 frames.
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s.sem.agent we
s.sem.modal.possibility can
s.mood declarative
s.sem.destination you
s.sem.speechact.type offer
s.sem.type event
s.sem.event give
s.sem.theme twohundred

Full frame

Explicit
Sub-frame

Figure 4.4: Ļe NLU frame output from the example in Table 4.3 consisting of the predicted
full frame and a sub-frame representing the explicit content, printed in black.

a higher threshold results in a more conservative estimation. Figure 4.3 shows how the explicit
content frame elements are selected for a partial ASR result containing, “We can give”. In this
example, the predicted full utterance meaning would be “we can give you 200 dollars” and the
explicit sub-frame “we can you”. Note that we represent the frames using their surface text and
the frame elements using similar words to enhance readability. In the actual system, the output
would be as depicted in Figure 4.4.

As we take a closer look at inner workings of the NLU, we can also see some of its limitations.
In the example discussed above, s.sem.destination you erroneously showed up in the explicit
sub-frame. Ļis is because utterances starting with “We can give” have a high probability of
addressing the listener in the second person, i.e. “you.” Ļe estimation of the explicit sub-
frame relies on the availability of multiple continuations to the partial utterance. If those are
unavailable, the explicit sub-frame will be overestimated. For example, if the partial ASR result
is “Utah, do you want to”, there is only one possible continuation in the SASO4 domain: “be
the new sheriff.” Consequently, in the NLU result of the aforementioned partial, the predicted
full frame and explicit sub-frame will both be the complete utterance meaning.

In Figure 4.2, it can be seen that our feedback policy also takes vrSpeech and vrBCFeedback
as input. Ļe latter provides addressee information that is taken into account when planning the
behaviors, but lies outside the scope of this thesis and will not be elaborated on. Ļe former is
discussed below.

4.3.2 Model implementation

Identification of grounding acts

Our implementation in its current state only works on a per-utterance level. It will process every
utterance by the user as if it is an initiate grounding act. Overlapping acknowledging behaviors by
the system, as coordinated by the feedback policy, may split the utterance’s content over multiple
CGUs that have to be grounded individually.

Ļe identiŀcation of grounding acts can be extended by incorporating the pragmatic reason-
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ing that the dialogue manager (DM) performs. Ļe SASO4 DM is capable of detecting initiate,
continue, request repair, repair, acknowledge and cancel grounding acts using speech act analysis
and keyword spotting. While our implementation is a separate component, as explained above,
it ultimately should be integrated in the DM and thereby leverage its knowledge.

Updating the grounding state

In Section 3.3, we deŀned the input E and P as a set of unique elements representing the con-
tent of the utterance without making assumptions of what those elements are. Ļose elements
become the content of CGUs. We have since deŀned the speciŀc input format for our model in
SASO4 (see Section 4.3.1) as NLU (sub-)frames. Ļe content of CGUs in our implementation
therefore consists of NLU frame elements, such as s.sem.event providePublicServices. We
continue by providing an example of how an utterance is processed.

In this example, we show how the grounding model processes the “Utah we can give you
two hundred dollars”. In overlap with the utterance, the system makes Utah perform two head
nods, one after “Utah” and one after “you.” Ļose head nods ground the explicit content of the
utterance up to the point of the head nod. Ļe model input during the utterance is displayed in
Table 4.1, together with the partial ASR transcriptions that the NLU had to work with.

Ļe ŀrst partial is also the ŀrst partial with a non-empty explicit sub-frame. Our component
creates a new CGU (CGU1) and adds s.addressee utah as its ŀrst content. Ļe next two
partials contain no new explicit content, so nothing happens. After the third partial, the system
makes Utah perform a head nod. Ļis is an acknowledgment grounding act, which grounds
CGU1. In partial 5, the explicit sub-frame is extended with two new elements. Note that NLU
incorrectly predicts the full utterance meaning to be “Utah we want you the be sheriff,” however,
the explicit sub-frame is correct. A new CGU (CGU2) is created and those two new elements are
added to the CGU. After the sixth partial, which provided no new information, Utah performs
the second head nod, grounding CGU2. At partial 7, the NLU switches its hypothesis on the
full utterance meaning to the correct one. It also overestimates the explicit sub-frame to the full
utterance. Ļe six new explicit frame elements are added to a new, third CGU (CGU3). For the
remaining partials of the utterance, the explicit sub-frame remains the same. Ļus, at the end of
the utterance, there is only the content in CGU3 left to be grounded by the system’s response.

Note that the ŀrst explicit element, s.addressee utah, has disappeared from the ŀnal NLU
hypothesis. Ļere exists no frame in the SASO4 framebank that is about offering 200 dollars
and has Utah as the addressee. CGU1 contained this element and was grounded with Utah’s
ŀrst nod. Ļe system has grounded content that, in retrospect, was not correct.4 Ļere is not
much the system can do to correct this, but by tweaking the explicit sub-frame threshold to have
a more conservative result, the number of errors like this can be reduced.

4Utah is addressed in the utterance, so it does not seem as incorrect content. However, our model only has the NLU
to go by, and the NLU does not have that content in its ŀnal hypothesis.
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Partial ASR transcription NLU result
1 THE * s.addressee utah
2 UTAH * s.addressee utah
3 UTAH * s.addressee utah

…
5 UTAH WE CAN GIVE YOU * s.addressee utah

* s.mood declarative
* s.sem.type event
s.sem.agent you
s.sem.event providePublicServices
s.sem.modal.desire want
s.sem.modal.holder we
s.sem.speechact.type statement
s.sem.theme sheriff-job

6 UTAH WE CAN GIVE YOU ditto
7 UTAH WE CAN GIVE YOU TWO * s.mood declarative

* s.sem.type event
* s.sem.agent we
* s.sem.event give
* s.sem.destination you
* s.sem.modal.possibility can
* s.sem.speechact.type offer
* s.sem.theme twohundred

…
9 UTAH WE CAN GIVE YOU TWO

HUNDRED DOLLARS
ditto

Table 4.1: Model input for the utterance “Utah we can give you two hundred dollars.” Frame
elements marked with an asterisk are part of the explicit sub-frame.
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Is there speech activity?

How long is the pause?

Is there ungrounded content?

short (≤ 200ms)

What is the NLU confidence?

long (> 600ms)

Verbal Backchannel

What is the NLU confidence?

yes

correct

Acknowledging 
Nod

high

Frown

low/incorrect

Completion

correct

Is explicit < full ?

yes

Response

no

What is the NLU confidence?

Attentive Nod

high/correct

yes

no

Figure 4.5: Overview of the feedback policy

4.3.3 Feedback policy

We have developed a simple feedback policy that deŀnes various overlapping behaviors and the
conditions for their execution. For the evaluation of those conditions, the incremental results
from several components, including the incremental grounding model, are queried. Each be-
havior is speciŀed by a functional and behavioral component. When selected, the behavioral
component is executed and the functional component is processed by the incremental ground-
ing model for grounding acts. An overview of the policy is displayed in Figure 4.5.

Conditions

Each node in Figure 4.5 is a condition that is evaluated after each partial is processed. During
the evaluation, the ASR, NLU and incremental grounding model are consulted. We continue
by describing each condition.

Speech activity Ļe speech activity is evaluated using the incremental results emitted by the
ASR. Every 200ms, the ASR sends out a vrSpeech message. For example:

(19) vrSpeech partial ranger0001 9 1.0 normal DON'T OF UTAH

Ļis message is the ninth partial of utterance ranger0001. Ļe fourth and ŀfth attributes (1.0
and normal) are prosodic characteristics that are currently not in use. Ļe remainder of the mes-
sage is the partial transcription. We compare consecutive transcriptions to determine the speech
activity. If the transcription changes, the user is speaking, if the transcription remains stable
over several partials, the user is not speaking. Table 4.2 contains an example of the evaluation of
the relevant conditions.

Humans use a pause by the speaker as an opportunity to provide feedback [58]. We adopt
this strategy and therefore have this condition that tracks the pauses in the user’s speech. We
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Partial no. Partial transcription Activity Short Long
1 UTAH yes no no
2 UTAH no yes no
3 UTAH WE yes no no
4 UTAH WE CAN yes no no

…
7 UTAH WE CAN GIVE YOU TWO ARE yes no no
8 UTAH WE CAN GIVE YOU TWO HUNDRED yes no no
9 UTAH WE CAN GIVE YOU TWO HUNDRED no yes no
10 UTAH WE CAN GIVE YOU TWO HUNDRED no yes no
11 UTAH WE CAN GIVE YOU TWO HUNDRED no no yes

Table 4.2: An example of speech activity evaluation based on ASR partial transcriptions

assume that the pauses signify some kind of boundary, separating one part - which might be the
same as what Clark calls installments [22] - of the utterance from the next. At those boundaries
in the utterance, we think the surface text can be mapped best to a set of NLU frame element. A
mapping without dangling words that are not being represented by a frame element or the other
way around, a frame element that describes more than that what has actually been said so far.

Ungrounded content Ļe incremental grounding state is consulted to determine whether there
is content available that can be grounded by a system acknowledgment. Ļis is the case for open
CGUs for which the system bears the burden of evidence.

NLU Conŀdence Ļe state of the system’s understanding of the user is evaluated using the
conŀdence metrics provided by the NLU. Ļe NLU component supplies us with thirteen metrics,
of which we use four: incorrect, low, high and correct. Ļese metrics are each backed by a
classiŀer that has been trained to estimate the reliability of a prediction given the incremental
ASR result. If incorrect is true, then the prediction is deŀnitely incorrect. If low is true, the
prediction is correct with a certainty of less than 50 %. If high is true, the prediction is correct
with a certainty of at least 50%. Finally, if correct is true, the NLU is completely sure that its
prediction is correct.

Utterance progress By comparing the predicted full utterance content with the explicit con-
tent, the system can keep track of the utterance progress. As long as the explicit content is a
strict sub-set of the predicted full utterance content, the utterance is not complete and the user
is expected to continue to talk. If the explicit content is equal to the full utterance content, the
user has said everything the system expected him to say.
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<act>
<fml>

<intention>
<dialogue-act type="acknowledge">

<attribute name="actor">utah</attribute>
<attribute name="addressee">ranger</attribute>

</dialogue-act>
</intention>

</fml>
<bml>

<speech id="bc1" type="application/ssml+xml">Yeah</speech>
</bml>

</act>

Listing 4.1: Verbal backchannel speciŀcation

Figure 4.6: Utah performing an acknowledging nod, or wiggle.

Behaviors

Ļe deŀnition of each behavior consists of the functional speciŀcation, i.e. what it does, and a
behavioral speciŀcation, i.e. what it looks like. Both aspects of the deŀnition are shared with
other components that aid in the realization or observe the selected behaviors. Conforming to
existing SASO practice, the behavior deŀnitions ŀt within the SAIBA framework [59]. Ļe
function of a behavior is deŀned using the Function Markup Language (FML) [60], and the
realization is described in Behavior Markup Language (BML) [61].

Verbal backchannel When the user pauses for a short while and there is content that the system
can ground and thinks it understands well, i.e. the NLU’s correct conŀdence metric is true, the
system will select a verbal backchannel to be executed. Ļe backchannel, e.g. “Yeah” or “Okay,”
acknowledges the ungrounded content. Ļe behavior speciŀcation is displayed in Listing 4.1.
Ļe content of the fml element describes the type of dialogue act, in this case an acknowledgment
grounding act, it conveys, in this case from Utah to the Ranger. Ļe content of the bml element
describes that in order to execute the dialogue act, Utah needs to say “Yeah.” An ensemble of
components, i.e. Smartbody [62], NVBG [63], the renderer and the speech synthesizer, will
take care of the realization of the behavior.

Acknowledging nod Ļe acknowledging nod is similar to the verbal backchannel in that it also
conveys evidence of understanding. Ļe evidence is slightly weaker, as it is more subtle than its
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<act>
<fml>

<intention>
<dialogue-act type="acknowledge">

<attribute name="actor">utah</attribute>
<attribute name="addressee">ranger</attribute>

</dialogue-act>
</intention>

</fml>
<bml>

<head amount="1.0" start="0" type="WIGGLE"/>
</bml>

</act>

Listing 4.2: Acknowledging nod speciŀcation

verbal counterpart. Ļe acknowledging nod is selected instead of the verbal back channel when
the NLU has a high understanding, but it is not completely sure that it is correct. However, our
grounding model does not take the strength of the evidence into account. Ļe acknowledging
nod and verbal backchannel are therefore processed in the same way.

Listing 4.2 contains the speciŀcation of this behavior. Ļe FML part is equal to the verbal
backchannel. Ļe BML deŀnes a wiggle head animation to be executed immediately. A wiggle
is two continuous head nods with decaying amplitude, see Figure 4.6. It is one of the nod types
identiŀed in [15].

Frown If there is groundable content that NLU is not conŀdent of, i.e. low or incorrect is
true, a frown is issued. Ļe frown shows the system’s lack of understanding and is therefore a
request repair grounding act. Ļe FML part of the speciŀcation describes a dialogue act of type
request repair, which the grounding model will process accordingly. Ļe BML speciŀcation
consists of two face elements, that deŀne a change in the facial expression using the Facial
Action Coding System (FACS) [64]. Ļe ŀrst face element lowers the brows (Action Unit 4)
and the second tightens the eye lids (Action Unit 7). Ļe result is shown in Figure 4.7.

Completion If the user pauses for more than 600ms in the middle of an utterance, the system
will help by completing the utterance. It is a ŀrst step in the direction of dialogue systems that
interrupt the user. While the system takes over the turn without the user explicitly releasing it
ŀrst, this kind of interruptions is meant to help the user and not to enforce a dominant position
[65].

Ļe completion is a continuation of the user’s unŀnished utterance and contains the content
that the user has not uttered yet. Ļe system takes the predicted content, Pt, t being the most
recent partial with activity, and instructs the natural language generator (NLG) to come up with
a surface text for Pt. Ļe completion provides evidence of understanding of St.
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<act>
<fml>

<intention>
<dialogue-act type="request-repair">

<attribute name="actor">utah</attribute>
<attribute name="addressee">ranger</attribute>

</dialogue-act>
</intention>

</fml>
<bml>

<face amount="1.0" start="0.0" end="4.0" au="4" side="BOTH" type="facs" />
<face amount="1.0" start="0.0" end="4.0" au="7" side="BOTH" type="facs" />

</bml>
</act>

Listing 4.3: Frown speciŀcation

Figure 4.7: Harmony frowning
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Figure 4.8: Utah performing two consecutive attentive nods.

<act>
<fml>

<listenerFeedback speaker="ranger" polarity="positive"
agreement="neutral" uttid="ranger0004" />

</fml>
<bml>

<head amount="0.4" start="0" type="NOD"/>
</bml>

</act>

Listing 4.4: Attentive nod speciŀcation

A fully functional implementation of completion is not present in our prototype and will
remain future work. Further development will require changes to the dialogue manager and
NLG in order for the system to be able to come up with a surface text for partial frames. [17]
explored an approach using the SASO-EN domain, which could be translated to the SASO4
domain with some additional work.

Response If the user pauses at the end of the utterance, the system can go ahead and give
its response. Ļe SASO4 dialogue system uses a push-to-talk speech interface, where the user
presses and holds a button when he speaks. Ļe time between the user being ŀnished talking and
him releasing the button is free for the system to use for planning and execution of its response.
Without incremental processing, the system had no way of knowing whether the user is done
talking. Now, the system can compare the estimated explicit content with the prediction of the
full utterance meaning to identify a complete utterance without the user having to explicitly
release the turn.

In our policy, the system will only select this behavior if the user has stopped talking for more
than 600ms. While this does diminish the advantages of this, in theory, low-latency response
technique, we feel that the lack of a comprehensive turn-taking model (see e.g. [66, 67]) and the
NLU’s tendency to overestimate the explicit sub-frame near the end of an utterance (as discussed
in Section 4.3.1) prevent a more assertive approach.

Attentive nod If the user is talking and the system is understanding, it will signal this by per-
forming an attentive nod. Ļe system thereby shows that it is attending to the user’s contribution,
providing some evidence of understanding. In contrast to the other behaviors, which are selected
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only once every time the conditions are satisŀed, the attentive nod will go on as long as the con-
ditions are met. As a result, the agent will nod slowly nod as long as the user speaks and the
system understands (see Figure 4.8).

Ļe evidence of understanding provided by this nod is the weakest that Clark and Schaefer
deŀne: continued attention (recall Table 2.1 on page 14). Our grounding model does not dif-
ferentiate between the types of evidence and their varying effect on the degree of grounding of
content. Because continued attention alone often does not sufficiently ground content, we do
not interpret this behavior as an acknowledgment grounding act, but present it as an incentive for
the user to keep talking. Consequently, the FML deŀnition of the acknowledging nod contains
no dialogue act. Instead, we use the listenerFeedback element from [13] (see Listing 4.4).
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Chapter 5

Conclusions and Future Work

For this thesis, we have set out to develop a model of incremental grounding. We have conducted
a literature study on incremental processing in spoken dialogue systems to get an insight in
the new challenges and opportunities that incremental processing brings to the development of
dialogue systems. We have studied human-human dialogues in the AMI Meeting corpus to
ŀnd exhibits of incremental grounding behavior between humans that previously could not be
supported by non-incremental dialogue systems.

In this chapter, we provide a summary of our work and make some concluding remarks. We
end this chapter, and the main part of this thesis, by discussing several directions for future work.

5.1 Results and Conclusions

Spoken dialogue systems have until recently upheld the simplifying assumption that the con-
versation between the user and the system occurs in a strict turn-by-turn fashion. In order to
have more human-like, łuent conversations with computers, a new generation of spoken dia-
logue systems has arisen that is capable of processing the user’s speech in an incremental way.
Incremental dialogue systems start processing while the user is still talking, which allows them
to consider and execute overlapping behaviors such as backchannels and interruptions.

We have studied the AMI Meeting Corpus in order to identify ways of grounding in human-
human dialogue that a non-incremental dialogue system would not be capable of. Ļese incre-
mental grounding behaviors1 include overlapping feedback, completing unŀnished utterances
that were initiated by the other party and responding to an utterance before it is completed.

We have observed overlapping behaviors that acknowledge the part of the utterance that has
been uttered so far. Each part is its own Common Ground Unit (CGU), which is the unit by

1Ļe distinction between non-incremental and incremental grounding originates from the limitations of typical spo-
ken dialogue systems and does not exist for humans. However, when developing spoken dialogue systems, it may be
useful to look at human-human dialogue while taking those traditional limitations into account and distinguish between
the two.
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which content is grounded. In the incremental context, the CGUs are smaller, but at the same
time appear to sometimes contain the content of the whole utterance, part of which has not
been uttered yet. Based on the ŀrst part of an utterance, the listener may be able to tell what the
remaining part will be. Ļrough overlapping responses, halfway in the utterance, the listener can
show his/her understanding of the complete utterance, including the part that has not yet been
uttered. Ļe listener can continue an unŀnished utterance if the speaker has trouble ŀnding the
right words or decide to answer a question before it has been fully uttered.

To be able to mimic the human capability of predicting the meaning of an utterance before it
has been fully uttered, a dialogue system needs to detect both the explicit and predicted content
of an utterance incrementally. Based on that information, an up-to-date model of grounding can
be maintained, charting the process by which interlocutors cooperate to add understood content,
whether it has been uttered or predicted, to their common ground.

In the incremental context, new content comes in small bits, based on the incremental ASR
hypotheses. Ļe ASR hypotheses are based on small units of speech signal and are less reliable
than full utterance transcriptions. Between updates, the ASR could add, remove or replace
words in its hypothesis. Ļe grounding model needs to rełect these changes, in order to be
able to correctly process and generate overlapping grounding acts, such as acknowledgments
(evidence of understanding) and request repairs (evidence of non-understanding).

We have developed a model for incremental grounding that takes incremental updates con-
sisting of both the explicit and predicted content as input. We have deŀned how grounding acts
can be identiŀed incrementally and how the grounding state, the collected contents and progress
of the CGUs, is updated accordingly. We deŀned new types of acknowledgments and how they
affect the content of the CGU they ground, e.g. answering an unŀnished question also grounds
the part of the question that was not uttered. We implemented our model in the SASO4 dia-
logue system as a proof-of-concept of our approach, showcasing an up-to-date grounding state
through the execution of a simple overlapping feedback policy.

5.2 Future Work

5.2.1 Implementation and evaluation

It should be clear from the discussion of our implementation in Chapter 4 that the result is not
a fully functional dialogue system with incremental grounding. A tighter integration with the
dialogue manager is required for the identiŀcation, and subsequent processing, of all grounding
acts. Also, the ‘Complete’ and ‘Respond’ behaviors of the feedback policy have yet to be im-
plemented. Ļe ‘Complete’ behavior requires a natural language generation component that is
capable of generating a surface text for a sub-frame, i.e. the predicted part of an utterance. Such
a component can be trained using an aligned framebank, containing a hand annotated mapping
between words in the surface text and the frame elements that represent those words (similar to
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the frame in Table 3.2 on page 26). An effort to create such a framebank was initiated by the
author, but has yet to be ŀnished.

A ŀnalized implementation of the incremental grounding model could be used in a dialogue
system to gather a corpus of interactions with the system that can be used to evaluate the effect
of our work on the efficiency and naturalness of the conversation.

5.2.2 Degrees of grounding

In Traum’s model of grounding, a CGU can be in either of three states: ungrounded, in the pro-
cess of being grounded and grounded. By providing evidence of understanding, the interlocutors
ground content, but only if that evidence is strong enough. Ļe type of content, the importance
of it being fully understood, shared experiences between the participants, etc. together deter-
mine what evidence strength is enough, i.e. the grounding criterion. Evidence that is too weak
will not ground the content and evidence that is strong enough will. We took Traum’s model
as a starting point for our work and therefore follow the same principle. As a result, our model
is ignoring the evidence of understanding of the attentive nod from our feedback policy. Ļe
evidence is too weak for most cases and therefore we err on the side of not grounding, effectively
throwing away the evidence the attentive nod conveys.

In [3, 68], Roque presents an extension to Traum’s theory that adds degrees of grounding to
the model. In the proposed extension, the state of a CGU depends on the type of evidence pro-
vided, registering all evidence types, weak and strong. In the initial phase of this thesis, Roque’s
work was considered as the basis for our work. However, we considered it is not speciŀcally
related to incremental processing and therefore was distracting us from the focus of our work.
In a continuation of our work, Roque’s adjustments to Traum’s theory could be merged with our
contribution to form a comprehensive grounding model.

5.2.3 Continuous processing

We have been talking about incremental processing as the early processing of parts of a whole, i.e.
an utterance. Ļis implies that that ‘whole’ has something more to offer than its individual parts.
In SASO4, the end of an utterance offers the certainty of the ŀnal interpretation. At the end
of an utterance, the ASR gives its ŀnal transcription and the Natural Language Understanding
component (NLU) its ŀnal meaning representation. Ļat ŀnal result is what the components
stick with or, in terms of Schlangen and Skantze, commit to [40].

Ļere are two issues that make this situation confusing. Ļe ŀrst is that in SASO4, a single
utterance always has to correspond to a single NLU frame. Nothing is committed until the
end of the utterance. Ļe second issue is that a commit at the end of an utterance implies that
the ŀnal interpretation is different from the partial interpretations. Can it not be that the next
utterance changes the way the utterance before has to be interpreted? It may be that both issues
are actually one and the same and that together they point out the transitional nature of the
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incremental dialogue processing movement. Incremental processing marks the middle between
the rigid utterance-by-utterance processing and continuous processing.

In continuous processing, the input is a continuous audio signal, without the artiŀcial source
of certainty provided by the user releasing the push-to-talk button. Automatic Speech Recogniz-
ers (ASR) evolved from being able to detect individual words to being able to detect a sequence
of words. An ASR treats each piece of audio signal as both an additional part of the previous
word and the ŀrst part of the next word, resulting in many possible transcriptions. Ļis is called
the ASR lattice, from which the most probable outcome can be selected. Ļis principle can also
be applied to the NLU [69], i.e. treating each word as both an addition to the current frame and
the ŀrst word of the next frame. From these elaborations, the NLU can select the most probable
stream of frames for the continuous speech signal instead of a single one per utterance. Ļis is
an interesting direction to pursue in the near future.
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Appendix A

Paraphrase Corpus

Ļe primary input of our implemented model comes from the Natural Language Understanding
(NLU) component and, indirectly, the Automatic Speech Recognizer (ASR). In contrast to the
older SASO-EN domain, the new SASO4 domain that we have been using has not yet been used
in experiments with real humans. As a consequence, there was no corpus of user interactions
available to train the NLU and ASR. We have created the SASO4 Paraphrase Corpus for that
purpose.

Ļe corpus consists of 899 user utterances, each corresponding to one of the 45 frames in the
SASO4 domain. Ļe utterances were gathered with the help of ŀve participants, including the
author.

A.1 Method

Each participant took part in a recording session that was identical for all participants. During
the session, the SASO4 frames and their gloss were presented one-by-one on a screen (see Figure
A.1). Ļe decision to display the gloss was made so that participants would not have to be experts
on the frame format. Ļe downside is however that the participants would paraphrase on the
gloss rather than on the frame. For example, there is a frame that represents the promise from
the Deputy to capture the outlaws. Ļe gloss for that frame was “We can capture the outlaws
tonight.” Ļe gloss mentions ‘tonight’, while this is not in the frame. As a result, participants
less familiar with the frame format often mentioned ‘tonight’ in their paraphrases. Ļis is the
case for 64% of the paraphrases of this frame. Ļis introduces a bias in the NLU’s recognition,
but not showing the gloss would have complicated the collection of this corpus.

For each frame, the participant was asked to record ŀve paraphrases, i.e. different ways to say
the frame (see Figure A.2). A total of 225 paraphrases were collected during each session, which
on average lasted between 20-30 minutes.

After each session, the author would spend approximately one hour transcribing the para-
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Figure A.1: A screenshot of the tool that was used to record the corpus.

phrases.

A.2 Statistics

Completeness

We noticed that participants would start repeating other participants or even themselves. We
assumed that, eventually, after a certain number of participants, the contribution of the next
participant, i.e. the number of new, unique, paraphrases, would drop under a level where it
would not make sense to invite more people. We therefore kept track of the number of new
unique paraphrases each participant added to the corpus, watching for signs that would indicate
that we were reaching a plateau of completeness. We have included several statistics on the
individual contribution by the participants as well as the cumulative body of paraphrases in Table
A.1. To accommodate for small transcription inconsistencies, we also calculated the number of
paraphrases that have a Levenshtein character distance of more than three, when compared to all
other paraphrases. Ļe statistics show that there is no signiŀcant decline in the number of new
unique paraphrases and that additional participants are expected to add a signiŀcant contribution
to the corpus.

Performance

A second measure that can help to decide whether or not to invite new participants is the impact
of the growing corpus on the performance of the ASR and NLU. Ļe performance of both com-
ponents was measured after each participant by cross-validation. Table A.2 contains the ASR’s
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s.addressee harmony
s.addressee utah
s.sem.speechact.style polite
s.sem.speechact.type greeting

guys it's good to see you again

it's nice to meet you guys

how are you doing guys

it's great to see you utah and harmony

how are things with you utah and harmony

i'm glad you both could make it

hello harmony and utah it's very good to see you

thanks very much for meeting with me harmony and utah

it's a pleasure to have you here utah harmony let's talk

Figure A.2: An example from the corpus. On the left, a frame from the SASO4 domain is
displayed. On the right, a sample of the paraphrases we recorded for that frame is shown.

Participant
Paraphrases 1 2 3 4 5

Recorded (cumulative) 225 450 675 900 1125
Unique (cumulative) 212 386 564 726 899

Dist. > 3 (cumulative) 192 356 520 668 825

Recorded (individual) 225 225 225 225 225
Unique (individual) 212 174 178 162 173

Dist. > 3 (individual) 192 164 164 148 157

Table A.1: Some statistics of the individual contributions and cumulative body of (unique) para-
phrases.
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Participant
1 2 3 4 5

ASR word error rate 0.30 0.21 0.30 0.33 0.31
NLU F-score 0.71 0.68 0.78 0.64 0.78

Table A.2: Ļe performance of the ASR and NLU determined by cross-validation on the corpus.

word error rate and NLU’s F-score. Ļe data is however inconclusive and more participants
would be needed to be able to say something about a good corpus size for optimal performance.

Ambiguity

Ambiguity can be introduced in the corpus if a single utterance has been recorded as a paraphrase
of multiple different frames. We found that there are nine ambiguous utterances, all are linked
to two frames. Vice versa, we found a total of 12 frames that have paraphrases that are also
linked to a different frame. An overview of all ambiguous utterances can be found in Table A.3
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Utterance Frames
much obliged s.sem.speechact.type thank

s.sem.speechact.style polite
s.sem.speechact.type greeting

okay s.sem.speechact.type accept
s.sem.speechact.type acknowledge

harmony how are you doing s.addressee harmony
s.sem.speechact.type greeting
s.addressee harmony
s.sem.speechact.style polite
s.sem.speechact.type greeting

hey harmony s.addressee harmony
s.sem.speechact.type greeting
s.addressee harmony

alright s.sem.speechact.type accept
s.sem.speechact.type acknowledge

say again s.sem.speechact.type no-ack
s.addressee harmony
s.sem.speechact.type no-ack

hi harmony s.addressee harmony
s.sem.speechact.style polite
s.sem.speechact.type greeting
s.addressee harmony
s.sem.speechact.type greeting

hey utah s.addressee utah
s.sem.speechact.type greeting
s.addressee utah

how are you doing s.sem.speechact.type greeting
s.sem.speechact.style polite
s.sem.speechact.type greeting

Table A.3: A list of all the ambiguous utterances and the frames they are linked to.
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Appendix B

Origin of Dialogue Excerpts

1 from AMI meeting ES2002d, around 06:19

2 from [20], originally from the TRAINS project [26]

3 from [35]

4 from [35]

5 based on a dialogue from [35]

6 from AMI meeting ES2002d, around 2:00

7 from AMI meeting ES2002d, around 11:20

8 see 7

9 from AMI meeting ES2003d, around 15:55

10 from AMI meeting ES2003d, around 15:55

11 an hypothetical dialogue, made up for the purpose of this thesis

12 from AMI meeting ES2002d, around 07:00

13 from AMI meeting ES2002d, around 03:52

14 from AMI meeting ES2003d, around 16:03

15 from AMI meeting ES2004d, around 28:18

16 see 7

17 from an actual conversation between the author and the SASO4 dialogue system
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