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Management summary
Since 2006 South Africa has her own commodity fieftpw model in place that is
aiming to predict the freight flows for all goods the country (aggregated in 64
commodity groupings) up to 30 years into the futdree model is based on gravity
modelling; a technique that models the interac{fagight flows) between supply and
demand points based on their size and the resesi@ocexample distance) between
them.
An important component in this model, the decaycfiom, describes the decay in
volume transported over an increasing resistandabta (distance, time or cost). In
general a negative power function or negative egpbal function is used. The
exponent of the function, the decay parameter,esafor different commodity
groupings. It is high for products that are ongnigported over short distance and low
for products that are transported over long digtanc
Normally the decay function and its parameter agvedd from actual freight flow
data obtained from a statistical bureau, a logisgsarvey or a census. However as no
obligation exists for companies in South Africahtend over freight flow data and the
other methods have not yet been carried out infSAfrica as they are very costly
and time consuming to perform, the current decanctions have been established
based on a trial-and-error, lacking scientific lgrokind.
Goal of this research has been to develop an alieenway to provide scientific
background for and improve the use of the curreafiplied decay functions for
transport by road in South Africa.
The method used is based on regression modellidgaasumes that the level of
decay can be predicted by an (combination of) othetor(s). Six different factors
that were expected to influence decay have beésdt@s correlation analyses: ‘Value
per ton’, ‘Scarcity’, ‘Supply concentration’, ‘Lotalemand’, ‘Homogeneity’ and
‘Brand’. The decay in these analyses has been gepred by the parameters of
negative power decay functions. These functionsewssrived from actual freight
flow data related to 14 different commodity grougsnwhich were selected based on
the amount of gathered freight flow data from intdusThis resulted therefore in 14
observations (decay parameter values) for the ladioa analyses.
From the expected relationships between the diifefactors and decay only
‘Scarcity’ was moderately correlated with decaye Thlationships with the rest of the
factors were mostly weak and insignificant.
‘Scarcity’ was therefore the only explanatory vhhaincluded in the regression
model resulting in the following regression modgbession:

Decay parameter = 1.528 -2.628 Scarcity

The explanatory value of this regression modé) {0.479 at a significance level of
0.05. Even at a significance level of 0.003 thatreh between ‘Scarcity’ and decay is
expected to be negative.

Because of doubtful data and remarkable differenils the outcome of other
studies it is suggested to exclude the commodityuging ‘Bricks’ from the
regression analysis. This would lead to an incredd®’ to 0.681 with an observed
significance level of less than 0.001.

As no verification data are available it is hardgteantify the quality of the model.
Given the 95% prediction intervals the accuracytttd model is not very high.
Therefore the model can only be used as an indicébr the decay parameter value.



Many factors have or may have influenced the cati@ and regression analyses.
Especially the level of detail (size of the regipreelection of commodity groupings,
amount and quality of the obtained data and thegssing of the data have had their
impact on the values of the decay parameters am@sof the possible influencing
factors. Besides the issues with data and methggaltso the different time frames
(1967 vs. 2010) and countries (US and Europe vsthSafrica) will have influenced
the comparison between the studies, the valueeodérived decay parameters and
their relationships with the possible influenciagtors.

The correlation analyses and comparison with smstadies should therefore be
made and interpreted with caution.
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Glossary

Centre for Supply Chain Management (CSCM)
A consultancy company that is part of the Stellesgcho University and
specialized in logistics and change management. MCSE founder and
intellectual owner of the national freight flow madaf South Africa as well as
the related commaodity freight flow model and costdel.

Commodities
Commaodities are goods that are assumed to beimglisthable based on their
characteristics important in transportation; vabhes ton, weight per volume
and handling characteristics.

Commaodity freight flow model
The gravity based model that is responsible for pmap the commodity
freight flows in South Africa from the origins tbe destinations.

Commodity grouping
A group of commodities that has been combined tait lthe amount of
commodities in the model or because the total prarsvolume of single
commodities was insignificant. A commodity groumcstill be one single
commodity (like ‘maize’) or a combination of comnites (like ‘other
agriculture’).

Conningarth Economists (Conningarth)
A multi-disciplinary economic consulting firm spatised in macroeconomic
and microeconomic analysis and econometric modglim various fields.
They establish the necessary OD-matrices as impuhé freight flow model.

Cost model
Model, related to both the national and commodigight flow model, used
for the calculation of several logistical cost tethindicators. For example the
cost related to the truck or train emissions.

Decay function
The function representing the decay in tons trartedoover a certain
increasing ‘cost’ (distance, time, disutility’s).o@monly this function takes
the form of a power function (,-(f) or an exponential function exp¢Cj).

Decay parameter
The decay parameteB)(indicates the slope of the decay function. Theelo
the decay parameter the further goods will on ayeetze transported.

Distance
The distance from an origin to a destination ish@ commodity freight flow
model and this research derived from the actuattSafrican road network,
penalized for the type of road.

Doubly constrained gravity model

viii



A gravity model in which both the outflows of omg and inflows of
destinations are known but it is unknown how thesgint is distributed over
the origin-destination pairs.

Four step model (FSM)
The four-step model (introduced in the early 195@sjially meant for the
modelling of travel behaviour, has been used faibgn) transportation
planning, environmental concerns and multimodahpiag during the last
few decades. The four steps of the model areg#igeration, trip distribution,
mode choice and route choice. They are explain&kation 2.1.

Freight flow
The flow of goods from a certain origin to a cartdestination.

Gravity model (GM)
A model derived from physics and currently used liroad range of scientific
fields for example for the trip distribution (secbstep of the four step model)
in freight transportation planning. In this field describes how goods will
flow from origins to destinations following a cartatrip length frequency
distribution.

Influencing factors (potential)
Factors that (potentially) influence the decay fiows (and specifically the
decay parameters) in the commodity freight flow elodinfluencing factors
are for example average value per ton of a cecammodity grouping or the
spread in supply points per commodity grouping.yTtl be referred to as
explanatory variables in the correlation and regjegsanalysis.

Magisterial district (MD)
A district ruled by a separate local governmentutBoAfrica is divided in
about 356 magisterial districts, which are indidatas the origins and
destinations in the freight flow models used by @E&Every MD in the
model has a certain level of supply (productiong arcertain level of demand
(consumption) for every commodity grouping sepdyate

Mean trip length (MTL) or Average Travel Distan@€erQ)
The average distance a certain commodity grougrgeing transported when
taking the total set of freight flows for that comdity grouping into account.

National freight flow model
A model that maps all the flows from certain orgyio certain destinations on
an aggregated level. In this model the freight #owf all commodity
groupings from certain origins to certain destimasi are accumulated as being
one flow.

Origin/destination table (OD-table)
A table with all the freight flows (in tons) fromedain origins to certain
destinations. Origins and destinations represespedively the geographic
starting and ending point of a freight shipmenteytdo, within this report,
refer to a magisterial district (MD).



Stock Keeping Unit (SKU)
A unique identifier for each distinct product arhsce that can be purchased.

So each SKU refers to a unique item and variantmefproduct will therefore
be considered as separate, unique SKU's.

Sub-commodity
A single commodity within a commodity grouping.

Trip length frequency distribution
A graph that displays the actual or expected thstion of trip length (x-axis)
frequencies (y-axis). The distribution of actugb tlength frequencies can for

example be used to measure the goodness-of-fitfifight flow forecasting
model.



1. Introduction

1.1 Introduction

This report forms the framework for my master thestie final research for my study as
industrial engineer at Twente University. The reskedas been conducted at the Centre
for Supply Chain Management, Stellenbosch Uniwgr§ibuth Africa.

Although there were many earlier attempts, onlcasi2006 a freight flow model on
national level has been in place in South Afridae Thodel is still evolving through time
as new insights and functionalities are implementarently it aims to forecast the
freight flows within South Africa 30 years into th&ure. The model is therefore used to
answer strategic logistical and infrastructuralsiioes from a broad range of companies
and governmental entities.

For a better understanding of the national freftgws and their behaviour in the future
a refinement of the model has been made to a cortyrledel. The commodity freight
flow model is able to predict the freight flows &4 individual commodity groupings.
The input data for this model come from variousrses and are updated and verified on
a yearly basis. This commodity freight flow modslbased on gravity modelling, a
technique originally derived from physics. The pijple behind gravity modelling tells
us that more interaction (trade) takes place betviwe places if the transport resistance
between the places is low. Therefore one of theonapt elements used in gravity
modelling is the component describing the levelesistance of transport between point
A and B; the decay function. Instead of the leVelesistance level the term attraction
value is often used in literature, they are invigrsgerchangeable.

In case of a pure commodity (for example saltivibich the price of the raw material is
more or less equal everywhere, no branding exstnanvariation in terms of grades can
be determined, the only factor influencing the leweé resistance is the distance
(transport cost) between the origin and the dettinaBecause buyers intent to strive
for the lowest price salt will always flow from theearest source to the attracting
destination.

By definition a commodity is supposed to be puré behave accordingly from a freight
flow point of view as described above. Purity hoeewvould imply defining a
commodity for every single SKU (Stock Keeping Unithis level of data detail is not
available and would be impractical for predictimgwis on a macro level. In the model
commodities are therefore grouped together in 6dngodity groupings. Some of these
groups consist of only one product others condish@ny products and product groups
(often called sub-commodities). The grouping is €daon comparable logistical
characteristics of the commodities and the totélimes of the individual commodities
that are being transported within South Africa.

In case the commaodity grouping is not really puar €xample textile) other factors
besides distance are expected to influence thé dévesistance too. For example brand
considerations, value of the good, grades or sullitgas or the spread of the
distribution points.

One way to improve the current mapping and premtictf future commodity freight
flows could be by a better understanding of thetoi@c influencing the level of
resistance. This is the main topic of this studythe following section first a more
thorough background regarding this topic is given.



1.2 Background

The commodity freight flow model for South Africatroduced in the previous section,
was designed in 2006 by the Centre for Supply Ché@magement (CSCM) of the
Stellenbosch University as a refinement of theamat freight flow model. The main
purpose of the model is to predict the freight fflobetween all supply and demand
points for the different commodity groupings witl#outh Africa. This process is based
on gravity modelling. As the name already suggesthie model based on the law of
gravitation; the amount of interaction between twasses depends on their size and the
distance between them. In case of freight tranafiort this means that an increase in
the level of supply in a supply point as well asimrease in the level of demand in a
demand point or a decrease in the resistance beveleen the two points will result in
an increase in the amount of trade between thepbards.

The level of resistance, briefly mentioned in thieyous section, can be measured by
different metrics: the travel distance from the @yppoint to the demand point, the
travel time from the supply point to the demandnpair a general cost factor related to
the transportation from point of supply to pointd#mand. The choice of the metric
depends on the purpose of the model and the alaititta. This will be explained in
more detalil in the next chapter. Although the levietesistance and the term attraction
value are inversely interchangeable we will jus tesistance within this report.

As may have become clear from Section 1.1 gravitgleling plays an important role
in connecting supply and demand points for impuoenmodity groupings, as the
demand for those goods does not necessarily gepdiest by the closest supply point.
In the next example we will show the consequencehef impurity of commodity
groupings and the role of gravity modelling.

Example 1. Dealing with impurity in gravity modeid

In supply point A 10 tons of textile are producedsupply point C 5 tons of textile are
produced and in demand point B 8 tons of textikedemanded. The level of resistance
is given by the distance (shown by [x] on the agpfsom supply to demand point.

S. (10 (= )
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As the distance from A to B is shorter than frontaCB and point A has sufficient
resources to fulfil all demand from point B a fla 8 tons textile is expected to go
from A to B according to optimal cost logic. Howeymint A is just producing jeans,
point C is just producing sweaters and point B deisa4 tons of both. Therefore in
practice A will supply B with 4 tons of textile ar@ will also supply B with 4 tons of
textile (shown by (x) on the arrow).

5100 @@ Mg
¥ D:(8)

() _{a



Because of our aggregation of both jeans and sveeai® the commodity grouping
‘textile’ the flows of textile do not make senserfr a logical (optimal cost) point of
view. However in a gravity model these kinds ofnffoare allowed and modelled, as we
will show in the next sectiom

As mentioned in the Introduction and shown in Exkdpother factors besides distance
like impurity (later represented by the level oinfmgeneity) are expected to influence
the level of resistance too. One way to improve dhgent mapping and prediction of
future commodity freight flows could be by developgia better understanding of the
factors influencing the level of resistance. Bufobe we concentrate on the factors
influencing the resistance we will first discuse thsistance itself in more detail.

Decay functions

The level of resistance is represented by a cemaimic (distance, time or general costs)
in combination with a decay function. This functiogpresents the decay in volume
(tons) transported over increasing distance, timeost. In gravity modelling the decay
function often has the form of a negative powercfiom (d,-'ﬁ) or a negative exponential
function (exp (B*dj)). In these functions jdrepresents the resistance variable (for
example distance) from supply to demand point. iRater 3 is known as the decay
parameter and determines the slope of the decagtibnn The graph below
demonstrates an example for both decay functions.
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Figure 1.1: Example of negative power function ardative exponential function

The decay function (including the value of the deparameter is normally estimated

from sample data (actual freight flows). The souofethe data can be a census, a
procedure of systematically acquiring and recordifgrmation about a certain group

of truck drivers, a logistical survey, a one-timgvey under companies that have trucks
for transport on road, or a statistical bureaupgegimental institution that gathers all

types of data. The estimation of the decay funct®menerally an iterative process

based on the volumes transported and related detdmetween the supply and demand
points. An alternative procedure is based on themtep length (MTL) of a commodity



grouping (average weighted distance of all shipsjeahd the distances between the
supply and demand points. However both procedwpsrti on actual freight flow data
and these are not available at the moment in Safriba as no census or survey has
been carried out recently. The statistical bureaesdchot has these data available either,
as companies in South Africa are not obliged todhawmer information about their
freight flows.

The current decay functions are therefore based dsophisticated) trial-and-error
method that partly rely on decay functions from tainsport, actual flow figures from
road transport and knowledge of industry expert®sE figures are verified by common
sense and feedback from practice. Based on thesay deinctions the flows are
modelled and forecasts are made.

To obtain national wide data for all industriesSouth Africa necessary for deriving
accurate decay functions extensive logistical sygveensus or a new law (obligation to
hand over freight flow information) are essentiéwever both surveys and census are
expensive and highly time consuming and the implgat®n of such a new law is
unlikely (because of serious confidentiality isguéherefore obtaining the necessary
data is almost impossible without governmental suppr a financial sponsor.

Flowmap

Since the introduction of the national freight flomodel a specific software package,
Flowmap, is used to support the modelling of tloevll. The software was designed by
the University of Utrecht, the Netherlands, in 1980uses supply and demand tables
(amount of supply/demand in each point), distaradgles (from supply to demand

points) and the decay functions as input to geadtaivs from supply to demand points.

The flows are generated in such a way that thesesfmatch the given decay function.

This procedure is demonstrated in the example below

Example 2. Flow modelling in Flowmap

As mentioned before Flowmap uses the supply (inotiigins, Q) and demand (in the
destinations, P) (Figure 1.2a), distance from the origin to thetaation (Figure 1.2b)
and the decay function (including the decay paramdFigure 1.2c) as input for the
flow modelling.
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Figure 1.2: (a) OD — graph; (b) Distance table; @m)decay function

In Figure 1.2a the origins (Dand destinations (Pand their amount of supply/demand
(between brackets) is shown. A complete list ofatises from every possible origin to
every possible destination is given in the distatadde (see simplified example in
Figure 1.2b). The graph in Figure 1.2c shows hawHa tons of goods are supposed to



be transported. In this case a lot of tons willyopé transported over a short distance
while just a few tons will be transported over agalistance.

Flowmap will now generate flows from the originstte destinations. Many different
configurations (so-called sets of flows) are pdssitNext the different sets of flows
(like for example the set presented in Figure 1eé8a)compared with the given decay
function (in this case exp (-0.5/%.

In Figure 1.3a we can see for example that 7 tomsransported from {to D; and a 3
tons from Q to D.. The remaining 5 tons of demand in &e supplied from © The
comparison between the set of flows and the degagtibn is visually represented by
Figure 1.3b. Finally the set of flows is chosent tfits best (in terms of distance and
tonnage) with the given decay function.
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Figure 1.3: (a) OD — flows; and (b) Flows matchethwlecay function

The best-fitting procedure within Flowmap is baseda comparison of the MTL from
the set of OD-flows and the MTL of the applied deéanction (in the range of the
shortest and longest OD-distance in the set of [0, see figure 1.3b).

An example of this comparison can be found belogugion 1.1 and 1.2). In Equation
1.17T; represents the total amount (volume) of flows flonto D, (explained in detail in
Section 2.2)C; represents the resistance variable, in this casdishance from Qo D,

in both equations.

In both equations we multiply the volume with thstance over which it is transported,
sum over all these values and divide this sum bystim of the total volume transported.

MTL of OD-flows:
(1.1) & 5 (T * Cy)) /(5 5 Ty) = (131 + 8*2 + 5*3 + 4*4)/30 = 2

MTL of applied decay functioexp (-0.5*q)):

(1.2) & 5 (exp(BCij) * Cjj ) / (i 2j (exp(£°Cy))) =
(exp(-0.5*1) * 1)+(exp(-0.5*2) * 2)+(exp(-0.5*3) 8)+(exp(-0.5*4) * 4)/
(exp(-0.5*1)+exp(-0.5*2)+exp(-0.5*3)+exp(-0.5*4)) £.92

In this case Flowmap compares the outcomes ofviibeeuations (2 and 1.96). If no
other generated set of OD-flows produces a MTLade 1.92 the flow presented in
Figure 1.3a (with a MTL of 2) will be chosen.



If the decay parameter is unknown Flowmap givespbssibility to use an iterative
procedure to derive the parameter based on the MEctual observed flows.

In case no applicable decay parameter is availabie earlier research and there is a
lack of actual observed flows (so no reliable MTancbe derived), as is the case in
South Africa, an alternative way to obtain a degasameter needs to be created.

The overall aim of CSCM is to improve the model rgvegearly cycle both in
functionality as well as accuracy of the current darecasted flows. As the decay
function is one of the main input variables for thew modelling improving, this
function would improve the accuracy of the curngemtlapped and forecasted flows.

1.3 Problem statement

As mentioned earlier the idea within CSCM s the tlecay function is influenced by
more than just the distance between supply and bépaints. The expectation is that a
better insight in the factors influencing the dewaly improve the accuracy of the decay
function and therefore the mapped and forecasteghir flows. This leads to the central
research question.

Central research question

How can the current decay functions of the comrgddiight flow model applied on the
freight flows of South Africa transported by roael improved in a way that both the
current mapping of the freight flows as well as theecasts of the freight flows will be
improved by focussing on better insights in thédiacinfluencing decay?

To answer every aspect of the central researchigonas a structured way a set of sub
research questions are formulated. Combining theomes of these sub studies should
be sufficient to come to a conclusion regardingdietral research question at hand.

Sub research questions

1. How is the commaodity freight flow model for $ohifrica built up?

(Which modelling technigues form the backbone efrtiodel and why? What changes
have been applied since the introduction of the etbdVhat is the status quo of the
model?)

To be able to speak a common language with thegess and current users of the
commodity freight flow model it is important to usrdtand how the model was initially

established, which modelling techniques have begtieal and what changes the model
has gone through. This brings us to the currentistaf the model. Being aware of the
status quo makes it possible to indicate the imgmmeant opportunities of the research on
decay functions. Moreover it forms the basis faedavalidation of the suggested

improvements.

2. Which decay functions are currently used in¢benmodity freight flow model and
why?

(What decay function and parameters are applied amy? How are they derived?
What is the influence on the model?)

To make suggestions for improvement understandiagdle of the decay functions in
the commaodity freight flow model is essential.



3. What decay functions are available/commonly usedientific research?
(What decay function and parameters are appliedccamparable models/modelling
techniques and why? How are they derived?)

To be able to question the currently used decagtioms it is important to know what
other functions are available to describe decay tndnow their advantages and
limitations.

4. What factors that could influence the decayreght transportation are known in
literature?

(Which are currently applied or have been appliedhe past in commodity freight flow
models and why? What is the influence on the mpdel?

The decay function is currently established based trial-and-error method without a
proper scientific background. To be able to comdtrthe decay function in an
academically appropriate way based on the factgrsvhbich it is influenced, these
factors obviously need to be known.

5. How can the present commodity freight flow mddeimproved by including insights
on the factors influencing the decay?

After our analysis we expect to know how the d#farfactors influence decay and to
which extent. These insights should eventually mitkessible to establish a regression
model that enables CSCM to derive decay functioitBont performing a nation-wide
logistical survey or census or waiting for the iempkentation of the obligation for
companies to hand over their freight flow data.sT$gientific method should eventually
lead to better founded forecasts for the future.

6. What data are required for the model improvenaerat how can it be acquired?

Part of the analyses will be the measurement ofrtii@encing factors and the scoring
of the commodity grouping against these factorss Will be the biggest share of data
needed and needs to come from external partied.thélat current flows (output from

the model) are needed to test the results of thaydinction improvements, data that
come from CSCM itself.

7. How should the improvement of the decay funsti@nmeasured and validated?

Although both the decay functions currently used #re output flows from the model
are not proven to be totally correct they are thetlvalues currently available. The
validation will be done based on (parts of) thevidhat are most reliable.

8. How should the improved model be used and magsd&

The improvement will be limited to the decay funas so the changes to the structure
of the model are expected to be rather small. Thelevmodel is based on Flowmap.
This program will have limitations concerning inpugriables. That fact will be taken
into account throughout the research. The oveeitgption is that the basic way the
model is currently used will not change majorly.



The biggest challenge will be to obtain the neagsisgut data to score the influencing
factors as these scores are likely to change awer. fThis counts both for the yearly
update as well as for the future forecasts.

1.4 Research purpose

In the introduction of this report the main purpasfethis research, increasing the
accuracy of the model output (currently mapped @nedicted freight flows) by
improving the current decay functions, has alrelagign mentioned. By gathering more
knowledge about the factors influencing the dedalyamsported volume over distance
establishing the decay function will become mow faased. Therefore the accuracy of
both currently mapped flows and predicted flowsxpected to increase. In the current
situation the decay function is static for all theedicted years as no indicators for
change are available. However lacono et al. (2@0&ady indicated that the decay
function is often studied over time because ofcharacteristic of being dynamic and
changing in response to transportation network ldeweent for example. So by
knowing the factors influencing the decay it shooddpossible to predict changes in the
decay function if a change in one or more influagdactors is expected. Therefore a
significant increase in accuracy is expected inpifeglicted flows.

The shift from the current (sophisticated) trialaerror method towards a more fact
based approach to establish decay functions makesssible to give a validated
explanation for the chosen decay function, a regquént of the current clients of
CSCM.

An important additional advantage of the fact-baapproach is the time consumption
of the process. The model has to be rerun for eadjystment of the decay function,
which takes a lot of time, especially if it haskie done for 64 commodity groupings
individually. The current approach uses trial-ane#e which means a lot of
adjustments. The fact-based approach should bet@idsluce the amount of necessary
adjustments drastically and therefore the time edddr rerunning the model.

1.5 Research method

The first steps to understand the composition, erld behaviour of decay functions
within gravity modelling and the commodity freiglitow model in specific are
conducting a literature study and interviewing fgemple involved in the design of the
model, the construction of Flowmap and people wagkivith gravity modelling on a
regular basis (the experts).

The knowledge about the basics of decay functions$ the basis for the analysis of
factors influencing the decay. Again literature anterviews will form the starting
point, resulting in a list with possible influengiriactors. Based on statistical methods
the real influence of and correlation between thiguéncing factors should become
clear. This should generate sufficient input fa timal formula replacing the old decay
function.

To be able to carry out statistical analyses sieffic and verified data need to be
available. Therefore currently available data neetie verified and in-depth research
should be done on the characteristics and curdemt behaviour of the different
commodity groups. Understanding their charactesséind current flow behaviour are
essential to be able to make realistic comparisoneng them during workshops with



the CSCM team. Therefore different data sources lamaivledgeable people will be
consulted.

1.6 Boundaries

The research only concerns the transportation of goods on road

The commodity freight flow model combines the flowk goods (no passengers are
included) from all the different available modesSauth Africa. However this research
only concerns the transportation of goods on raadha flows of goods on the other
modes are known based on detailed and reliable Batad however counts for about
90% of the total tonnage of freight transported @&hdherefore of high interest for

CSCM and her clients.

The deep dive analysis will be limited to a maximum of 10 commodity groups

The deep dive analysis will be limited to a maximafrlO commodity groups that are
expected to cover the upper and lower bounds of réimg spectrum for every

influencing factor. This will speed up the procedsdiscussing and verifying figures

(rates) during the workshops, limit the amount iofet needed for this phase and is
expected to deliver sufficient information for theext steps in the research.
The other commodity groups will be rated and vedfoutside of the workshops based
on comparisons with the in-depth researched commagbupings and the derived

upper and lower bounds, without carrying out inttlepsearch on them.

Verification will be based on the latest modelled flows

Verification will be based on the latest modellddwis. These flows are no exact
replication of the actual flows but they currengiiye the best indication. The lack of
actual flows is a problem experienced often in tigkl of research as mentioned by De
Jong et al. (2004) and Brocker et al. (2010). bséhcases different sources of data have
to be combined to establish the overall view. Ohe factors influencing the accuracy
of the output of freight flow models is the largm@unt of modifications necessary to
make the already scarce, available data suitabilepas for the model (De Jong, 2004).
Although the modifications may have a serious immacthe output of the model this
impact will be the same for both the currently mitate flows as for the flows
established based on the model improvements. Tdrertie modification issues are not
taken into account within this research.

Manoeuvring within the possibilities and boundaries of Flowmap

The commodity freight flow model is based on andthuyp around Flowmap and its

required input variables. Changing the softwarekpge (switching to another provider
than Flowmap) is far from likely as it will be vegpstly and time consuming. Another
possibility would be to change the structure/codElowmap. However this will also be

a costly and time-consuming exercise, as CSCM dothave the authority nor the
necessary knowledge to make changes in the progfraicture by herself. Therefore the
intention of this research is to manoeuvre withie boundaries of what is possible
within the structure of Flowmap.

1.7 Thesis structure

The remainder of the report is organized as folld@isapter 2 consists of a literature
review where the focus will be on gravity modellimgtimating decay functions, the
factors influencing decay and topics from closeljated study fields. An in-depth



overview of the commodity freight flow model is givin Chapter 3. The analysis
methodology is presented in Chapter 4. Chaptesbries the data used to perform the
proposed analyses. The results of the study asepted in Chapter 6. Chapter 7 is used
to discuss the results of the study and Chapten8lades the report with most
important findings, an answer to the research guesind recommendations for further
research. On the next page a schematic overvighedstructure is shown.
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2. Literature review

We will use this chapter to review the history atwarrent application of gravity
modelling (Section 2.1). The resistance variabtes@ecay functions as well as the way
they are estimated from sample data will be disstigSection 2.2). We will review the
factors known in literature that have been prowrinfluence the decay functions in
freight transportation (Section 2.3) and we presamt evaluate decay functions used in
comparable models (Section 2.4). We will concluais thapter by touching on some
freight flow related topics (Section 2.5).

In the last decades the decay function has gaat aflattention in scientific research.
Numerous studies especially in travel behavioypesfestrians (willingness to travel for
work for example) and cross border freight transave been conducted in the last
decades, aiming to define and derive the “corregtay function (Haynes, 1984).
However the decay function that should explainfteeght flows within country borders
seems to be of less interest. The studies thadeatieated to national freight flows only
slightly touch the decay function but there seem$d a lack of research questioning
distance to be the only factor influencing the geca

The lack of research on factors influencing theagida transport freight flows may be
partly explained by fact that the field of scieiatifesearch on this topic is rather small
and the required budget to conduct proper studid¢his field is high. Besides that the
level of detail and the accuracy of the data abéelan most other countries with a
freight flow model in place are higher than theailednd accuracy of the South African
data. Therefore the derived decay functions areenagcurate and the need for more
information on the influencing factors is lackingp(regression model needed).

The amount of commonly available publications abdetay functions within national

freight flow models may be limited (Ostlund, 2008daHensher, 2008) but as said
earlier much about decay functions and their moleansportation modelling in general
has been researched. We will now first introdueerity modelling before we focus on

decay functions and the factors influencing them.

2.1 Gravity modelling

The universal gravitation law

Although a theoretical explanation for the applimatof the empirical gravity equation

for commodities was only given in 1979 (by Andernstire gravity equation was by then
already intensively used as a trade device for avguarter of a century. The principle
of the gravity equation, originally derived fromethiniversal gravitation law in physics
founded by Newton (in 1687), describes the intéwac{force) between two points

(masses) based on the size of both points andgstende between them (Roy and Thill,
2004). The level of interaction is proportional ttee product of the two masses and
inversely proportional to the squared distance betwthem. The original expression
has therefore the following form:

(2.1) F = G*(m*my/r?)
Here F is the force between the massgsamd m are the first and second mass and r is

the distance between the masses. G is the grawghticonstant, a constant of
proportionality used to make sure that F has a mgan magnitude.
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The gravity models currently used in the field minsportation are all based on this
early gravitation law. As expected these modelseifav various reasons evolved over
time, some just slightly others, like the traffierdand equations, have started to take on
the characteristics of large multiple regressiondet® (explained in Section 4.7)
(Taaffe, 1996). Later in this section we will sheame of the evolvements in the model
expression like the masses that may often be regplay supply and demand and the
squared distance that may be replaced by a contmnat a resistance variable and a
decay function.

Before the model formulation is discussed in matailit is necessary to see where the
gravity model fits in the broader process of tramtgtion forecasting to understand the
model components involved. An easily understood ehdthat is often used for
transportation forecasting purposes is the foys-atedel. The model includes all basic
steps involved in the forecasting procedure. W¢ didicuss the model and the separate
steps below.

The four-step model

The four-step model (FSM) was designed and apphedfirst time during the early
1950s. It was initially meant for the modelling tohvel behaviour to evaluate traffic-
engineering improvements. Later it has been usedifioan transportation planning,
environmental concerns and multimodal (multiple ewdof transport) planning
(McNally, 2000). Since the late 1970s when was ga&ed that the initial model was
not suitable for the emerging policy concerns marmdel upgrades and improvements
have been conducted. This has led to the starhat hvas grown to become the activity-
based approach and base for the current modellipgssenger transport.

Although the four-step model was, like many otherded concepts, created for travel
behaviour of passengers initially freight transptioin adopted this model too. It has
been in place for many years now. Each step hauketadapted to be applicable for
freight transportation forecasting but the basiogples have stayed the same (De Jong,
2004):

* Trip generation (supply and demand): the quaetit{in tons) of goods to be
transported from the various origin zones and thentjties to be transported to
the various destinations zones are determined. Tovay the marginals of the
OD-matrices (see Figure 3.3 for an example of ann@rix and Sections 3.2.2
and 3.2.3 for more explanation).

* Trip distribution: the flows of goods transporté@m points of origin to points
of destinations are determined, often using a gravodel function. They form
the cells of the OD-matrices.

* Mode choice: the allocation of the commodity fewn modes (e.g. road, rail) is
determined. This modal model may be of the logrrfqstatistical model for
predicting human choice behaviour), developed byaditen.

* Route choice: after converting the flows in taiesvehicle-units, they can be
assigned to networks.

Although the steps above seem to have a fixed sequithe possibility of feedback is
allowed and therefore makes the model principledebaligned with other existing
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concepts (like supply-demand equilibrium). A draskaf the model is that it has
difficulties in capturing adequately the factorattinfluence shippers and carriers route
choice behaviour (Southworth, 2006). Institutioaadd decision-making structures are
simply lacking in current applied models of thisitki These components, appearing in
other models, seem to play a significant role & éxplanation and forecasting of the
flows. However to be able to use these kinds otfionalities certain input data are
essential. If these data components are not alaithb four-step model does not have
serious limitations for the user compared to tHeeoimodels (that obviously need the
data to be able to make their extra features ugable

Recent model expressions

As mentioned above the gravity model is commonbdus the second step of the four-
step model, the trip distribution. However the gahenodel expression for this step
differs from the original expression of Newton. Téiges of the supply and demand
points are expressed in the level or volume of Bug@)) and level or volume of
demand ([). The squared distance between the points has tegdaced by a more
general resistance variable;fGombined with a certain decay function; €an still
represent the distance between the origins andndéenhs but also the travel time
between these points or general (transportatiostscd he decay function (in this case a
negative power function) describes the decay irs tmansported versus an increasing
resistance variable. Paramet@), (the decay parameter, determines the slope of the
decay function.

The expression may therefore have the followingntor

(2.2) Tij =a *Oi*Dj*Cij_B

In this expressionTis the amount of trips from;@ D and therefore comparable with
the force of interaction (F) in the original modexpression of Newtona is the
substitute for the gravitation constant (G) havihg same function in reducing the
estimated flows to more realistic magnitudes (with 0). The decay paramete)(is
generally positive. Only in case more volume gessributed over long distance than
over short distance (which is unlikely) the paraanétecomes negative.

The gravity model can also be used for a combinaticthe first and second step of the
four-step model, the trip generation and the tigtrdbution. This model variant is used
in case the actual supply and demand values ofditferent places of origin and
destination are unknown (in African countries fgample). The variables in the gravity
model expression have to be changed again slightly.

If we recall the original gravity model expressimgize is expected to be the most
important indicator for flow generation. The mostmamonly used indicator of size is
the gross domestic product (GDP), in the new meaptession represented by;)Yor
the origin and () for the destination. Next to GDP other origin alebtination specific
characteristics (like for example the size of thgion of origin, size of population or
productivity) can be included (Brocker, 2010). Tdwpression may have the following
form:

(2.3) Tij = (lYi*Yj*Cij_B
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This model expression (in more sophisticated fasrgften used in cross border freight
flow modelling, as GDP is known for most countriesth a reasonable level of
accuracy.

Many different variants of the original gravity neddare currently in use within freight

flow modelling and many other research fields. Hegrethe basic principles have not
changed tremendously. We still see substituteshiersize of origin and destination in
every model as well as combinations of resistamecebles and decay functions. In the
next section we will have a closer look at these tao elements.

2.2 Resistance variables and decay functions

In the previous section both the resistance variand the decay function have been
mentioned. The combination of both is referredddhbe level of resistance to transport
freight from certain origins to certain destinagoifthe combination determines how far,
long or against which costs certain goods are befagsported. The role of the
resistance variable and the decay function in graviodelling is significant. A more
detailed review is therefore desirable and givdowe

Resistance variables

In the original model expression of Newton (Equatidxl, see previous section) the
amount of interaction between two masses was ielyersroportional to the squared
distance between the two masses. Distance carebeasethe resistance variable within
this expression. Nowadays distance is still widedgd as a resistance variable in gravity
modelling however alternatives have been introdutrestead of transportation distance,
resistance can also be measured in transportathendr transportation costs (lacono et
al., 2008). Brocker et al. (1990) even included gyaphical, historical and cultural
transportation barriers in their resistance vaeabl

The choice for the resistance variable used ingtiagity model highly depends on the
purpose of the model and the available data.

In freight flow modelling distance is the most commmresistance variable. The
necessary data are often more reliable comparé@neportation times as only origin,
destination and (road) network are needed for tbkantce (objective data) compared to
the travel times which are self-reported and tlweekubject to the bounds of human
perception and cognition (lacono, 2008). Moreovent a cost calculation perspective
(in case of non-perishable goods) distance is dftermost important denominator. The
use of travel time as resistance variable is farempopular in urban passenger
transportation models, as travel time is the magbartant denominator for the far
majority of the people travelling for example frérome to work, school or the shopping
mall.

Distance related cost components like petrol awdktrdepreciation are by far the
biggest cost components related to road freighmspartation. From a macroeconomic
perspective they can be assumed to behave moeslihear with distance. Because of
this assumption of linearity the cost componentstmarepresented by distance only and
no general transportation cost variable is needéddel simplicity motivates the
preference of distance above a general transpmrtagst variable in case of road freight
transportation. There are situations were certagnifecant costs cannot be linked to
distance or travel time (for example an airplanartr) in these cases a transportation
cost variable can be used.

The transportation barriers mentioned by Brockex.ef1990) are specifically meant for
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gravity modelling in international trade.

Next to the fact that different resistance varialilan be used there are alternative ways
to measure these individual variables.

Distance can for example be based on a real raabrie a penalized road network or
the Euclidean distance among others. The choicethaneasure distance depends on a
range of variables but one of the important aspectdhie mode of transport as the
distance between origin and destination can diffdot when travelling by airplane
following Euclidean distance or by truck using tteaad network. Another aspect that
influences the choice of measurement is the sub-gbéhe model, does it aim for
shortest distance, avoiding of rural roads, avgjdihcongestion etc.

While making these choices and model assumptiayerdeng the resistance variable it
is essential to take the demand for data and fhesmce on the model complexity into
account.

The other component necessary to obtain the ldvedsistance in gravity modelling is
the decay function. This component is reviewedWwelo

Decay function

In the model expression in the previous sectioruéfiqn 2.2) the decay function is a
negative power function. However the function céso de specified as the inverse of
the resistance variable or with the more commomwiipation of a negative exponential
function exp(B*Cjj). A combination of the functions is also possibldis so-called
combined function, *exp(-8*Cj), is often used when the observed data show a
pattern comparable to the form of Figure 2.1 (Catu& Willumsen, 2001). This kind of
data is for example observed in vehicle transpourban areas.

i Observed data Combined function
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Figure 2.1: Combined function model fit

The type of decay function used in the gravity matgpends on the data related to the
subject of interaction (sample data). This can ksetaof trip lengths of a transported
commodity group for example. The decay functiort thas the best fit with the data,
based on a goodness-of-fit test (see Section wiB)normally be used. However the
choice for the decay function can also be limitgdhe software used for the modelling
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process. This is the case with Flowmap that onbyiples the choice between a negative
power and a negative exponential function.

Regardless of the mathematical expression useddéleay function is intended to
convey the decline in interaction as the distaritege or cost between origin and
destination increases. As mentioned earlier, theefmess of the) slope of the decay
function is determined by the decay parameter. We g more detailed description of
this parameter below.

Decay parameter

Simultaneously with the decay function the decayapeter is estimated from the
sample data. In essence there are two primary metlsimilar to other spatial
interaction models) for estimating a decay functaomd parameter: linear regression
using ordinary least squares on a transformed dégagtion and estimation of a
nonlinear model using maximum likelihood estimat{MLE) techniques.

To be able to use the ordinary least square metmanodel (for every type of decay
function) needs to be transformed into a linegpamameters form by taking the natural
logarithm of both sides (Fotheringham & O' Kell@8B):

(2.4) In(Ty) = In(@) + In(Q) + In(D}) - BIn(Cy)

The parameters in the model will be unbiased amdistent except for the estimate of
a, produced as"®?. This constant will be underestimated unless tbdehfit is perfect
(Heien, 1968). Depending on the level of desireztligacy this deviation becomes more
important.

The parameters in the unconstrained gravity moael also be estimated via a
maximum likelihood technique if it is assumed thderactions are the outcome of a
Poisson process (Flowerdew & Aitkin, 1982). Sevailgbrithms for the estimation of
the maximum likelihood are available for example tNewton-Raphson procedure
(Jennerich, 1976).

These are the two commonly used techniques fomastig decay parameters in case
sample data are available from surveys, censusstatsstical bureau. The alternative
method based on the MTL (see Section 1.2) is lesgrate and therefore less frequently
used.

In case the sample data are not available, agisutrent case in South Africa, we have
to look for an alternative, as mentioned in thstfahapter. Obviously, as also mentioned
in that chapter, CSCM has an alternative way tavdahe current decay functions but
this method was designed from a practical perspeetnd lacks academic background.
The proposed alternative to this method assumesr ddttors besides distance to
influence decay. Therefore in the next section vilepresent the findings about these
factors from literature.

2.3 Factors influencing decay

Repeated applications to real-world transportasdoations have made it clear that
there is no single “correct” decay exponent (depayameter) for all situations that
reflect some underlying law of human spatial intéom (Taaffe, 1996). Variations in
the decay function itself have become the subjéanapirical study since it became
apparent that decay paramet@) yalues will be different for different years, feifent
modes, different commaodities transported, to narfeva
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Several studies have pointed out evidence for ¢feion between the value of goods
and the decay parameter. It is stated that higakrevgoods should be less sensitive to
the increased costs of long-haul commodity shiprserde transport cost form a smaller
part of manufacturer’'s total costs (Taaffe, 199B)erefore higher-value goods are
associated with lower value decay parameters.

Another negative correlation that is empiricallpdied is the one between regional
specialization in the production of a good andvhkie of the decay parameter (Black,
1972). In case a region (for example the south-@aSouth-Africa) is highly specialised
in the production of a particular good (for exampMocados), it is less likely to be
sensitive to distance in its shipments as the alaxhave to be transported to the west
coast market anyway. A commodity grouping suchtasesthat is widely available will
be dominated by short-haul shipments because grtisemity of competitors and will
therefore end up having a high value for its dgzagmeter. The regional specialization
should be seen relative to the other regions exaaniSo regional specialization is high
when there is only one or a few regions able talpce a certain good. Alternatively, if
the entire production of the good is consumed lgcdlie to economies of scale,
perishability, and so forth, the decay parametdrbei high (Black, 1972).

Black also investigated the relation between deway the value (per unit weight) of
goods, however he concluded that regional speat#iz had a higher reducing effect
on the value of the decay parameter than the hadinevper unit weight.

Based on the relationships Black had found he deatenultiple regression model to
estimate the decay parameter. He included two hasa “regional specialization”
(supply side) measured by the proportion of totaivé shipped from the largest
shipping region and “local consumption” proportwintotal flows that are produced and
consumed in the same region. This multiple regoesgvith correlation coefficients for
regional specialization of -0.453 and for local ®@mption of 0.854; both significantly
different from zero at the 0.01 level) accounted dpproximately 87 percent of the
variation in the decay parameters examined.

This method is in line with the alternative apptoacggested at the end of the previous
section. However for Black the usage of this appihoaas not motivated by a lack of
access to actual flow data, which were availablé was meant as a study to investigate
the feasibility and accuracy of this alternatives e had actual flow data available, he
was able to compare the freight flow model outpasdnl on the decay parameters
estimated by the regression analysis with the Ilitefpw model output based on the
decay parameters estimated. For this estimatiarséé an iterative process based on the
actual flow data. Generally, the accuracy of batineated decay parameters turned out
to be nearly similar.

A relationship between the value of the decay patamand a macroeconomic
phenomenon is obviously also possible. For exarapléncrease in the price of petrol
will make long-haul shipments less attractive antl therefore result in a stronger

decay on the distance goods are transported. Binge@etrol prices will influence the

decay parameter of all commodity groupings (as & imacroeconomic phenomenon).
However the relative impact will be less for higivatue goods and is therefore in line
with reasoning that higher-value goods have lovesagl parameters.

Although the studies mentioned above indicatedeatgdiversity in the used values for

the decay function, some scientists have suggestethges. For the decay (negative
power function) on road a value of 2.0 has beegestgd for the decay parameter based
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on Chicago interregional data (Helvig, 1964). Focambination of road and rail in
Britain a value of 2.5 for the decay parameter pragposed by Taaffe (1996).

From a forecasting perspective the results of s¢wamnpirical studies concerning the
Chicago traffic are also interesting to mention.e3é studies show evidence for a
significant negative relation between time (in yaand the value of the decay
parameter (Helvig, 1964). Reasons for this negatalation might be the increasing
efficiency of truck shipments and therefore reducsdtive transportation costs.

Beside the relevant influencing factors just diseds there are many other
characteristics that do show correlation with de¢tgwever most of them turned out to
be only related to the origins or destinations rfilost cases cities) and not to the
commodity groupings. The difference in focus an@ tlact that the origin and
destination effects are already taken into accbyn€Conningarth (see Section 3.1 and
3.2), make these factors currently irrelevant s tesearch.

The factors that have shown to have significariuerfice on the decay (value, supply
concentration and local demand) in past studieb,bsiintroduced in our research as
possible influencing factors in the correlation alegression analysis. Next to these
factors other new developed factors will be redeziic The inclusion of possible
influencing factors and the methodology used to €dma regression model will be
explained in Chapter 4.

As we have seen in this section there has been slmsely related research carried out
in the past. Most of the studies were based on aecae freight flow models in the US

and Europe. In the next section we will brieflyaliss two related studies in which the
used decay functions are presented (which is rattece). This should give us an idea
of the decay functions and parameters used in otleels. The first study is carried out
by Black (1971), which formed the base for his expents with the regression model

amongst others. The second study is a recent gpediprmed in the Netherlands

regarding the structure of a new to build freigotM model and the initial outcomes (De

Jong et al., 2010).

We focus our discussion on the structure of the etgpdhe different decay functions

they considered and the derivation of decay funstio

2.4 Decay functions in other freight flow models

Black (1972) in the US

The gravity model formulation used by Black is cargble to Equation 2.2. The
magnitude constantj has the form of f/(D,—*Cij'B), in case of a negative power decay
function. In his study it is assumed that the syppld demand in each region is known
as well as the flows between the regions. Theretbee decay function (by Black
referred to as the friction factor) is the only nolwn component in the equation. He
uses an iterative procedure to derive these fadimrseach commodity grouping
separately. The procedure begins with a decay peearwith a value zero that is being
increased by 0.025 in each step. In each step tuelnis run and the generated flows
are compared with the actual flows. The procedtmpsswhen the correlation between
the flows fails to increase. Black only uses podetray functions within his procedure.
The outcome of his study, the derived decay pammetiues for both classifications,
are listed in Appendix B. Appendix A contains a l&§ the currently applied decay
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functions and parameters in South Africa.

Black uses the 1967 US Census of Transportatiorhi®istudy. One classification is
based on the 24 major shipper groups and the aitiers based on 80 commodity
groupings (see Appendix B for more detail on thenposition of the data sets). Both
classifications describe interregional commoditywis between nine regions of the
conterminous US. Black excluded flows within thedbproduction area (not defined)
and treated the other intraregional flows as ietgonal flows. The distances between
the nine regions are calculated based on Euclidesaance between the centre points of
each region. As limitation of his data he mentitinst they are based on a dominant
element classification. For example the commodityuging Cotton also contains raw
cotton, cotton seed, cotton yarn, etc. this makeifficult to predict the behaviour of
Cotton and compare it with other commodity groupinghis is comparable to the
situation in South Africa.

De Jong et al. (2010) in the Netherlands

The model is considered as a simple freight flondetdhat should be able to foresee
the government in information on freight flows imetNetherlands, information that is
currently lacking. The model will be used for tdjstribution and modal split and makes
use of several existing econometric and allocatmdels for the first and last step of
the four-step model, the trip generation and reti@ce (or allocation).

The distribution model is based on gravity modeglliand has the main purpose to
produce OD-matrices for future years. As inputitih@del uses a base year OD-matrix,
total supply (p and total demand figures;\dor every specified zone and a matrix with
resistance levels per OD-paif)(rThe used model expression is therefore moress |
equal to the model expression in Equation 2.2 &ssion 2.1) except for the fact that
there is no proportionality constant includeal ljas a different meaning here), the
resistance variable is OD-pair specific and isdfae not solely related to a commodity
grouping and for international relations (origind@stination outside the Netherlands) a
border resistance variable is included. This extraable (G) is necessary to account
for the negative influence of economical, admiaite and cultural differences among
countries in their international trade flows. letbrigin and destination are both located
in the Netherlands this resistance variable is.z&e initial decay function is of a
combined form and includes both a negative expaaefioinction as well as a negative
power function. Therefore the hybrid model expmsgiadapted to the terminology and
representation of variables introduced earliehis teport) looks as follows:

(2.5) Tij = Oi*Dj*l’ij
with 1 = exp(B1* (Cyj + Gy)) * (Cj + G)) P>

As the values for QD; and G were known, only the values ffy, B> and G needed to
be estimated. This left De Jong et al. with sevdiff¢rent options for the final model;
the choice between includingy or B, or a combination of them and including or
excluding the border resistance variable.

For the estimation procedure the Newton methodsisdu This method includes a
random combination of parameters in the model etierg and converges to an optimal
solution. The optimal solution is a matrix with iestted flows that fits best with the
actual flow matrix. The fit is quantified by theduared method.
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Based on a comparison of the outcomes of the esdimprocedure described above the
model is chosen that fitted best with the actualvfl. This model only includes and
leaves, and G out of the model. The decay function thereforey@ists of a negative
exponential function. The related derived decayapeaters, one for every commaodity
grouping (ten in total) that is included in the rebdre listed in Appendix B.

Both models are in essence comparable with the haggidied in South Africa, as they

are based on simple forms of gravity modelling. ldeer the differences in the

grouping of commodities (level of aggregation) dne amount and size of the regions
used, might give difficulties when comparing thetomme of the models with the

applied decay functions in South Africa. Moreovee tifference in time period (1967

vs. 2010) and geographically differences betweendbuntries should be considered
when a comparison is carried out.

Besides the freight flow forecasting gravity modwjlis applied in several other related
fields of research. In the next section we takdoger look at the use of this kind of
models in passenger transport and cross bordghtrtow modelling.

2.5 Related topics

Flow mapping and forecasting trip distribution iartsportation planning models are just
two topics from the broad range of contemporaryliagfons of the gravity model.
Besides the well-known fields of transportation gptuysics, the application of the
model includes archaeology for examining the laratof lost cities (Tobler et al.,
1971), biology for describing the spatial spreaglaint pathogens (Ferrari, 2006) and
economics for understanding (cross border) tradevsdland the influence of trade
barriers (Brocker, 2010). However these topics hms a vague relation with the
freight flow modelling we are currently looking &assenger transport and cross border
freight flow modelling have a lot more similaritiesxd are therefore worth a more
detailed review.

As mentioned earlier a lot of research has beere don passenger transport and the
travel behaviour of pedestrians. And although trstgadies may give starting points for
model improvement in freight transport some impatridifferences between the freight
and passenger transport markets need to be inditat@oint out the difficulties in
translating one model into the other. De Jong e(2004) specified the diversity of
decision-makers in freight (shippers, carriersenimtediaries, drivers, operators), the
diversity of the items being transported (from jphdeliveries with many stops to single
bulk shipments of hundred thousands of tons) armd litnited availability of data
(especially disaggregate data, partly due to cenfidlity reasons) as the most
important differences between the freight and pagsetransport markets.

Passenger transport

Despite the differences freight and passengergmhfave enough similarities to make
a short review of the studies in this field worthiehin the field of travel behaviour of
pedestrians mode choice and willingness to travelpmopular research subjects as it
supports (geographical) planning activities and ttedculation of measures of
accessibility (influence of distance on travel irban areas modified by the spatial
structure of activities). In both topics the rofedistance decay is undeniable. However
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while the concept of distance decay is able to igewa rough proxy for the effect of
travel cost on travel decisions, many researchave moted the incomplete nature of
distance as a predictor of spatial choice and trbgbhaviour. Timmermans (1996) for
example has sought to explain disaggregate spatialces, such as consumers’
shopping choice behaviour, in terms of aspatiahegal attributes. The results of this
and many comparable studies suggest that quadifatigpatial factors may exert a
significant amount of influence on travel behaviodonetheless, given the limited
policy tools available to change behavioural pageurban planners have stressed the
importance of bringing potential destinations irgceater proximity of residences,
returning the subject to distance.

Cross border freight flows

Long distance and cross-border flows grow fasteanthocal and regional flows
(Brocker, 2010). This is one of the reasons intef@scross border freight flows has
increased rapidly in the last decade. However tliera long tradition, starting with
Linneman (1966), of using GMs in empirical analyse#sinternational (country-to-
country) trade flows, which are, of course, closglgnected to interregional commodity
flow analyses (Celik, 2007). Standard explanat@sables, such as GNP and GNP per
capita in both origin and destination countrieg tfistance between countries, and
dummy variables related to adjacency, language tradéhg block affiliation have been
studied thoroughly and are extended in several mament studies.

Fotheringham (1989) suggested and studied theeinélel of competing destination. This
variable measures the accessibility of destinajida all (or a subset of) the other
destinations. Interaction with destination j desesa as more competing destinations
exist especially when they are close to destinatidfrankel and Wei (1998) created
“overall distance” variables, which measure haav &n exporting or importing country
is from all other countries. Use of these remotenesiables is linked to the idea that
the remoteness of an exporter from the rest ofntbed has a positive effect on trade
volume. Thus, Frankel and Wei appear to be thetbrsxtroduce measures of the spatial
structure in international trade GMs (Celik, 2007).

Brocker et al. (2010) proposed a prediction modelféiture cross border commodity
trade flows. It is a gravity-based model that id@s origin and destination specific
characteristics (for example GDP, size, produgfjyvita distance decay function
representing the trade impeding effect of transpodts as well as other (trade or
language) barriers and a commodity specific elégtiactor. The richer a region of
origin (/destination), the more it specializes idefnand concentrates on) goods that
have comparatively high elasticities (luxury goodBarriers are expected (based on
historic figures) to decline over time thereforé&ker et al. let them approach a lower
bound (lowest currently observed barrier) in a stimgoanner. The commaodity specific
elasticities are estimated with a regression metfi@davoid misspecifications of the
barriers to bias the elasticity estimates the dcstadecay function and other barriers are
represented by a constant effect. This comes atdise of losing lots of degrees of
freedom and therefore renders the standard errbrtheo elasticities rather high.
Eventually the evidence for systematic tendenaiestiuctural change revealed by the
estimates appeared to be not very strong.

2.6 Chapter summary
Gravity modelling seems to have earned a promip&de in the historic and current
field of commodity freight flow modelling. Althougthe essentials of the model have
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remained many new variables have entered the mamulit has found several new
fields of application in the last half a centuryratéty modelling is in different forms
still broadly applied for forecasting domestic coadity freight flows. This strengthens
the goal of this study to focus on improvementsetain elements in the model rather
than proposing the use of a completely new model.

Although the techniques to estimate decay parasiétem sample data are validated
they cannot be applied in the current situatioma@sctual flows are known by CSCM.
The alternative of deriving a regression model dase factors influencing the decay
has been applied in 1972 in the US. It showed @ngtrelationship between supply
concentration, local demand and decay. Other sumbefirm the relationship between
decay and the value of the commodity groupings. ifbkusion of these three factors
among others in the correlation and regressioryaisals discussed in Chapter 4.

Based on these validated relations we can statedmamon decay functions have high
value decay parameters for commodity groupings @i lvalue, low supply
concentration and high local demand and low valeeayg parameters for commodity
groupings of high value, high supply concentratemmd low local demand. These
common decay functions are either negative exp@iefunctions, a negative power
functions or a combination of both.

Many passenger transport and cross border frelght models have been based on
gravity modelling. However the issues that thesedel® address nowadays are not
applicable to the commodity freight flow model. Té#re there relevance for this
research is limited.
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3. The model

With the knowledge from the literature study itnisw possible to critically review the
structure of the commaodity freight flow model arelated decay functions currently
used. After briefly discussing the purpose of thedsl (Section 3.1) we present an
overview of the model structure by looking at thput, the process and the output of the
model necessary to fulfil its purpose (Section .34%) the derivation of decay functions
is of our special interest we will discuss thisqass separately in Section 3.3. Section
3.4 will be used to reflect on the grouping of coodlities within the model. Finally we
give an overview of comparable models applied addhe globe (Section 3.5).

3.1 Purpose

The initial purpose of the national freight flow de was to get insight in the freight
flows of all transported goods within South Afrigacluding import and export and
using these insights to answer logistical and stftectural questions on a strategic level.
This initial purpose is still the main driver betlithe model. However due to the rapidly
growing worldwide interest in environmental isswadculations of for example CO2-
emmesions start to play a bigger role in the mo#ldtitional models like the cost model
and the commodity freight flow model have been giesil and all three models have
been updated throughout the years to be able teesrssbroader range of questions and
to improve the quality and accuracy of the forexzast

The commodity freight flow model is able to fultihe second step of the four-step
model, the trip distribution (explained in Sectidri). The first step, generating tables
with supply (production) and demand levels for gvesmmodity grouping, is done by
an external specialist party, the Conningarth Eoasets (Conningarth). Although the
third and fourth step, mode choice and route chaice not carried out by the model
itself, they are still closely related and a shiiscussion is necessary for a clear holistic
view.

In the next section we will explain the model amed bontext in more detail focussing on
the process of trip distribution.

3.2 Structure

As lined out in the previous chapter the trip dttion is normally followed by the
mode choice. However in the case of CSCM these steppperformed in reversed order.
CSCM has been able to obtain all the actual flota deom all modes except for road
(and air, but the percentage of freight transpgrthiis mode is very small and therefore
excluded from the analysis). This made it possiblsubtract these known flows from
the figures in the supply and demand tables. If ggample a flow of 10,000 tons
fertilizer from Durban to Johannesburg would bewnas being transported by rail the
supply figure for fertilizer in Durban would be rezkd by 10,000 tons as well as the
demand figure for fertilizer in Johannesburg. Thpmy and demand tables that are left
after all known flows of non-road modes have badtracted contain figures that need
to be transported by road only. Therefore no mduece needs to be done after the trip
distribution. We will now go through the step aptdistribution in more detail.
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3.2.1 Input
The model needs several different kinds of dathet@ble to fulfil the first step of trip
distribution. The different types of input data aresented and discussed below.

Supply and demand tables

The tables with supply and demand figures per naggs district (MD) for all 64
commodity groupings is obtained from Conningartbnfiingarth is a multi-disciplinary
economic consulting firm specialised in macroecoicoand microeconomic analysis
and econometric modelling in various fields. Theomy and demand tables (two
separate tables) they provide may look as follows:

Magisterial district DECIDUOUS FRUIT CITRUS SUBTROPICAL VITICULTURE GRAIN SORGHUM LIVESTOCK MAIZE ....
Aberdeen - - - - - 1.79 -

Albert - - - - - 2.89 0.26
Alexandria - - 38.8 - - 7.71 -
Aliwal North - - - - - 2.56 0.25
Barkly-East - - - - - 1.65 -
Cofimvaba - - - - - 0.01

Cala - - - - - 0.11

Cradock 0.43 0.02 0.14 0.038 - 3.98
Graaff-Reinet - 0.03 - - - 3.09

Hankey 2.39 7.92 0.79 - - 1.34

Hewu - - - - - 0.11
Hofmeyer 0.69 - - - - 1.15
Humansdorp 5.62 1.41 - - - 6.51

Indwe - - - - 0.78
Jansenville - - - - - 0.79
Joubertina 8.13 4.68 - 0.13 - 0.18
Kirkwood - 2.44 - - - 0.56 -
Lady Frere - - - - - 0.07 4.50

* All values in ‘000 tons

Figure 3.1: Example of a supply table

Total demand and supply in the established tabkefabalance. Subtraction of the total
demand (consisting of consumption, investment axyploi) from the total supply
(consisting of production and import) will alwaysjual zero, as the surplus of
production will end up being (inventory) investment

Actual non-road freight flows

As mentioned earlier the model needs the actuahtrdlows from all the non-road

modes to be able to subtract them from the ingigbply and demand tables. This

includes:

* All the freight transport done by rail (includingiport/export). These data are
obtained from the only rail operator in South A&jdransnet.

* All domestic coastal transport by ships as wsllirmport and export through the
seaports. These data are obtained from the shipip@gompanies operating in
South Africa.

* All the movements of liquid freight through pijreés (including import/export).
These data are obtained from the pipeline operators

* All the freight transported by conveyer belts.€Ble data are obtained from the
different mining companies active in South Africa.

These data are also used as a check for the figurd®e supply and demand tables,
which are based on econometric models. If for exarthie demand level for a certain
MD mentioned in the table is less than what hassighyly been transported into that
MD by rail the figures in the demand table neetidéadjusted.
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Resistance variable

One of the input parameters in the gravity model mentioned the resistance variable.
In the commodity freight flow model distance is rantly applied as the resistance
variable. Therefore it uses a penalized road nétwwmmeasure the level of resistance
from origins to destinations. The road network Bnalized for the quality of the
different roads. In the model well-maintained higlyw are for example favoured
compared to dirt roads with a speed limit of 60 tkm/

Example 3.1 Penalising the road network

There are two roads, a dirt road (80km) and a kigi (90km) connecting city A with
city B. Based on only shortest route one would skeaibie dirt road. But on the dirt road
you can only drive 60 km/h, it is bad for the tiretc. Therefore if the difference is only
small, we would prefer using the high way. To makee that the model chooses the
right route we have to penalize the (dirt) roadghé dirt roads are penalized with a
factor 1.2 (and the penalized distance betweerritles by dirt road becomes 80*1.2 =
96km) the model will prefer and choose the high \iay

Based on this penalized road network and the pi@af shortest routes a distance table
is established that includes one distance for epaiyof MD’s. This implies that there
is no difference between the distance of the rrote MD i to MD j and the distance of
the route from MD j (back) to MD i. An assumptidmat is fair from a macroeconomic
perspective. A size dependent intra-zonal distdioceevery MD is included in the
distance table (for example the distance from Abendto Aberdeen, see Figure 3.2).
Therefore the input distance table may look a®¥adt

ORIGIN DESTINATION DISTANCE
Aberdeen Aberdeen 35.41
Aberdeen Albert 87.32
Aberdeen Alexandria 117.85
Aberdeen Aliwal North 53.43
Aberdeen Barkly-East 118.21
Aberdeen Cofimvaba 155.87
Aberdeen Cala 89.54
Aberdeen Cradock 214.42
Aberdeen Graaff-Reinet 289.07
Aberdeen Hankey 444.29

*c;i'stance in km
Figure 3.2: Example of a distance table

Decay functions

Next to the resistance variable a decay functioredgired by the model to be able to
derive the actual level of resistance. The impdctistance on the amount of tons
transported differs significantly among the comntpdiroupings. This is taken into

account by the model by providing every commoditpuping with its own decay

function.

As mentioned in the previous chapters the decagtium exists of two components, a
decay function and a decay parameter. Normallyetigerameters would be derived
from known flows obtained through a survey or ceneu from a statistical bureau.
Unfortunately because of time and financial limdas a less scientific alternative had

26



to be used by CSCM to be able to establish decagtifins. In Section 3.3 we will

explain more about this alternative procedure.rféw it is enough to know that CSCM
derives the decay functions and parameters thesseivainly based on rail data
obtained from Transnet.

Truck counts

SANRAL, monopolist in operating toll roads in Sou#frica, has truck-counting
stations throughout the country. These countintjosts. record the amount of trucks that
pass including their length and weight. CSCM isvmted with this information and
uses it to check the modelled freight flows. Inecéise number of trucks counted on
specific roads between two cities is far to litttetransport all the freight that should
pass those roads given the modelled flows, the méidput parameters) or the
supply/demand data need to be adjusted.

Now that we have defined all the necessary inpt#,dee can start describing the actual
processes that are carried out within the model.

3.2.2 Process

The model itself is responsible for the trip distition based on the input data. However
between obtaining all the data and the actualdisgribution CSCM has to put a lot of
effort in making all the data compatible with argpbcable in the model. We will now
look at the data conversion and trip distributinmriore detail.

Data conversion

The import/export data from the seaports, thatn@eessary for Conningarth to be able
to establish a complete supply and demand tabk,obtained by CSCM in a raw
format. All the products transported need to beigassl to one of the defined
commodity groupings. If this task is completed Gaogarth is able to provide CSCM
with a complete set of supply and demand tablesallo84 commodity groupings and
356 MD’s.

The next step is to process and convert all thaidd freight flow data from the non-
road modes so that these flows can be subtracbed tihe supply and demand tables.
What remains are reduced tables that consist gflgamd demand that will exclusively
be transported by road.

During this step the figures from Conningarth asareentioned before checked against
the known non-road freight flows.

Trip distribution — Flowmap

To execute the actual trip distribution CSCM usésmmap, a software program for
geographical analyses. We will first present Flownra more detail before discussing
the actual trip distribution.

Flowmap was designed in 1990 at the University éfetht and is specialized in

modelling and displaying interaction data. The wafe is mainly used for passenger
transportation but as it is based on gravity maagllit can, without too many

adjustments, also be used for freight flow modglliHowever at the moment CSCM is
the only user that applies Flowmap for this purpose

At this stage the program does fulfil the need<C&CM and the limitations of the

program have not yet become a serious problem gitinia trip distribution phase of the
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model execution. However the designers of Flownmrapcarrently looking for a sponsor
to turn the program into a dynamic modelling progrénat would be able to (quickly)
simulate the impact of certain infrastructural alpes (for example road extensions) on
the modelled flows. An interesting feature as défeé scenarios can be included in the
forecasting of freight flows.

The model that CSCM uses within Flowmap to distetihe flows is known as a doubly
constrained gravity model. The DCGM is a gravitydmloin which both the outflows of
origins and inflows of destinations are known buisi unknown how the freight is
distributed over the origin-destination pairs. Ither words the supply (production)
levels in the different origins are known as wallthe demand levels in the destinations
the only thing that is unknown is which origin slipp which destination with how
much volume. The sole purpose of the model is thexeo assign a certain volume to
each OD-pair in such a way that all demand is [fetfi supply volumes are not
exceeded and the accumulation of all volumes ti@mesg over certain distances follows
the pattern of a given decay function. This procesexis a more detailed description but
first we present the gravity model expression far tloubly constrained gravity model
as used in Flowmap (Van der Zwan et al., 2005).

1) Tij = A*B;*Oi*D* f(C;;,B) (trip distribution formula)
2) A =1/ ¢ B*Dj*f(Cy,B)) (origin constraint)
3) B =1/ & A*O* f(C;,B)) (destination constraint)

f(Ci, B) = exp($*Cj) in case of an exponential function
f(Ci, B) = Cij'B in case of a power function

where:

Tjj = the estimated number of trips between origind destination |

Ai = the balancing factor for origin i

B; = the balancing factor for destination j

O; = the constraint value for origin i, in other werbtal supply in origin i

D; = the constraint value for destination j, in oth@rds total demand in destination |
B =the decay parameter

C;; = the ‘distance’ between origin i and destinajion

The balancing factors (fand B) ensure that the sum of the estimated outflows per
origin equals the known origin total supply;Y@nd the sum of the estimated inflows per
destination equals the known destination total dem@). The balancing is based on
an iterative procedure, which continues until bddictors (A and B) are stable.
Depending on the amount of supply points) @d demand points (Dthe computation
time for the model can differ significantly, fronb@ut a few seconds for single supply
or single demand cases up to several hours focdhemodity groupings with supply
and demand points in almost every MD.

Formula 1 calculates the actual trips in the ODrixat

Formula 2 takes care of equating the total numberigs from a certain origin in the
matrix to the set value.

Formula 3 takes care of equating the total numbénipgs to a certain destination in the
matrix to the set value.
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This gravity model expression does not differ mdiim model expression 2.2 (see
Section 2.1) except for the constraints on theimsignd destinations. These constraints
are not included in model expression 2.2 as thatnisunconstraint gravity model
(Williams, 1976). In this type of gravity model dimitations to the amount of trips
departing from a certain origin or to the amountrgfs arriving at a certain destination
are set.

Trip distribution — Actual process

If a base year with known flows is available Flowmaill start with calculating the
mean trip length and the decay functions for al tommodity groupings. If no base
year data are available, the user is able to imsent mean trip lengths (optional) and
decay functions.

If no base year data are available and no MTL igwkn from other sources (like an
industry survey) Flowmap is able to generate an MbBised on the figures from the
supply and demand tables (all possible OD-paifs, distance table (minimum and
maximum possible distance between OD-pairs) andnserted decay function. This
MTL is essential for the next step.

In the next step the model starts the trip distidsu by assigning volumes to the
different OD-pairs, which implies that the assigvetlme of the commodity grouping
is transported from a certain origin to a certadstthation. These volumes are recorded
in an OD-matrix. The rows in the matrix represéat origins and the columns represent
the destinations. So all the volumes in one row @ming from one origin and all
volumes in one column are transported to one d&gim The volumes are assigned in
such a way that the weighted average transporntist (combining the volumes in the
cells of the OD-matrix with the related cells irttistance table) equals the given MTL.
After assigning volumes to each OD-pair the totdlines in each row and each column
are compared with the figures in the supply andatedtable, the origin and destination
constraints. If the difference between the assigidaimes and the constraint volumes is
bigger than the pre-set convergence criterion themes in the column or row with the
biggest deviation are adjusted. This process ieateu until the convergence criterion
(manually set) is reached.

This procedure is done for each commodity grougiggrately.

The outcome of the trip distribution process is atrim with assigned volumes
transported from each origin to each destinatianfentioned this matrix is called the
OD-matrix and will be explained in more detail iretnext section.

3.2.3 Output
After the process of trip distribution we have ohéal an OD-matrix for every
commodity grouping separately. An example of sutl®®-matrix is shown below.

Textile

Origin\Destination Aberdeen Albert Alexandria Aliwal North Barkly-East Cofimvaba ... Total
Aberdeen 0.67 0.23 0.03 0.66 0.06 0.17 ... 36.2
Albert 0.33 1.33 0.87 0.16 0.00 0.77 ... 25.6
Alexandria 0.05 0.2 0.43 0.07 0.00 0.03 7.3
Aliwal North 0.12 0.14 0.03 0.56 0.08 0.2 ... 12.3
Barkly-East 0.38 0.00 0.00 0.53 0.00 2.67 ... 18.0
Cofimvaba 0.00 0.00 0.00 0.21 0.00 0.36 3.5
Total 13.8 9.5 17.2 39.1 3.9 26.4

*in ‘000 tons

Figure 3.3: Example of an OD-matrix for the comntpdjrouping textile
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From the example we can see that from the totalymtoon of textile in Aberdeen 670
tons are consumed locally, 230 tons are going b 30 tons are going to Alexandria
etc. We can also see that Aberdeen receives 330ofalextile from Albert and 50 tons
from Alexandria.

In the following section we will discuss how thisatrix is used in the steps succeeding
the trip distribution.

3.24 Next steps

As modal choice, described as the third step ofdhestep model, is already done prior
to the trip distribution route choice is the neagital step in the process of freight
transportation forecasting.

Route choice - Flowmap

After generating the trip distribution the flowsetkto be mapped on the road network
of South Africa. As mentioned earlier the model sloet take any behavioural choices
of truck operators in account. Neither does itudel capacity restrictions on the shortest
routes (resulting in congestion). The generateddlare simply assigned to the shortest
route between two MD’s, the routes used in theadist tables, even when there are
more routes between the OD-pairs possible. Thexef@r cannot really speak of a route
choice.

The step of route choice is generally executed bgramore advanced and specific
traffic model. These models are available but &y toncentrate on human behaviour
the necessary data to apply this type of modeb&ee far more detailed level than the
gravity model for national freight flows. Howevaoi a macroeconomic perspective
the shortest route choice seems appropriate.

The mapping is performed by Flowmap but mainly ddoe rough visualisation
purposes as the realism of the flows over the sougelimited due to the reasons
mentioned above. An example of a map with plottedyht flows is shown below.

Figure 3.4: An example of a freight flow map foxtile

In the freight flow maps (like the example aboveg thickness of the displayed road
indicates the volume of freight that is transporter it. The lines do not display the
directions of the freight flow. Therefore the reldtdata need to be consulted.
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After the route choice, the last step in the faepsmodel, reality checks need to be
carried out before the OD-matrix can be used fadjtion purposes or answering
strategic logistical questions.

Reality check

The truck counts, mentioned earlier as being ifigutes for the model, are not used in
the trip distribution generating process itself fartthe purpose of performing a reality
check on the generated trip distribution afterwards

As described these truck counts are physical tooknts done along various roads in
South Africa. Unfortunately the type of load (conditg grouping) that is being
transported by the trucks is not registered buthag do register the weight of all the
trucks passing it is possible to calculate (bynesting the weight of the empty truck
itself) the total freight volume passing on certparts of the road network. If the OD-
matrices of all commodity groupings are accumulategives you the estimation of the
total freight flows in South Africa. As both theutk counts and the accumulation of
OD-matrices are supposed to give you (an estimaifprthe total freight flows on
certain parts of the road network it is possibledmpare both volumes. In this way the
comparison of the volumes works as a reality cloatkhe generated trip distribution.
However as mentioned the value of this reality &hiedimited because the model only
assigns freight flows to the shortest routes betm&gply and demand points. If for
example warehouses are located off-route this mi&yeince the amount of trucks on the
shortest route, resulting in strong deviations.

Another reality check is carried out by comparihg generated flows with actual flows
obtained from industry studies and expert knowledgecase a known flow is not

generated by the model CSCM will first verify thepply and demand figures from

Conningarth. In practise an under- or overestinmatibthe supply or demand level has
always been the cause of the disagreement betlvedmown and generated flows.

It should be clear by now that even with these high level reality checks in place
proper validation of the model is not possible.gieneral validation of the model is
based on a comparison with actual freight flowswieleer these actual freight flows are
not known by CSCM. So currently there is no waymeasure the accuracy of the
model. We will come back to this point in Secti@ghg and 6.3.

Future freight flow predictions

When the reality checks have been carried out aodni@garth has processed the
suggested adjustments (like actual freight flow®) the supply and demand tables,
Conningarth is able to generate the prediction dasgpply and demand tables for the
future. These tables are the main input for theliptions of the freight flows generated
by CSCM. All input parameters like the decay fuoet and the road network
characteristics are kept the same for all foredagdars as are the percentages of modal
split.

Strategic logistical enquiries

Both the overview of the current freight flows aslhas the future predictions of the
flows serve the initial goal of answering stratetpgistical enquiries. The type of
enquiries as well as the topic can vary a lot witthe field of freight logistics and

therefore often need more specific information thusmt the basic flows of certain goods
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between their origin and destination. To obtais thformation a lot of additional tailor-
made modelling and (industry) research is ofteressary.

This section has made clear that decay functiond (aeir related MTL’s) play an
important role in the process of freight transpiota forecasting for South Africa and
the trip distribution in specific. Although CSCMddnot had the luxury of having actual
flow data from a survey, census or statistical Aurthey have been able to derive decay
functions in an alternative way. In the coming settwve describe this currently used
method for deriving decay functions.

3.3 Deriving decay functions

When the model was run for the first time, the tepgths of freight transported by ralil
were used as input for Flowmap to establish théadce distribution curve of the

different commodity groupings. Decay functions,liming the decay parameters, could
be derived from these curves. These functions weeel as input for the modelling of
the flows. In case the flows were not appealingetlity more in-depth research would
be done on the flows of the commodity grouping.sidould result in adjustments of the
decay functions.

For most commodity groupings that were transpotieth by rail and road, CSCM

expected the distances freight was transported dilyto give a reasonably good

indication for the distances freight was transpbrtgy road. Therefore the decay
functions derived from rail data were expected itee qalso a good indication for the

decay functions of transport on road.

Next commodity groupings were compared and groupinigh (expected) comparable
flow behaviour would be assigned similar decay fioms. The similarity was mostly

based on industry knowledge (of experts) and comsenise.

However problems with this method occurred whengdarpercentages of the
commodities were transported by rail, as the behavdf freight transported by road
could differ a lot from the flow behaviour on railhis is less likely for commodity

groupings that have a fairly equal percentage @ifght transported on road and rail.
Another issue arises from the fact that a lot ahewdity groupings are built up out of
many sub-commodities. It could be the case thay @nicertain sub-commodity is

transported by rail but the values do not make esdos the rest of the commodity
grouping that is transported by road.

Problems also appeared in case the amount of pofntsource and destination for
certain commodities was limited as this limited #maount of different possible trip

lengths, making it difficult for Flowmap to come wgth a solid (and accurate) decay
curve.

In a later stage the decay functions were adjusss=gd on actual flow data. This was
mostly done by a trial and error method of estabig flows that correlated sufficiently
with actual flow values found.

Nowadays just minor adjustments are made in thayd&mctions based on issues that
arise from practical flow experience (from usershaf model output like Transnet).

Although the method does not seem to be very sophied it has some major

advantages above the other (historically used) odsth truck counting and
transportation surveys. In contrast to the truckntimg this model makes it possible to
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map the freight flows on a commodity group leveaiudk counting, which only counts
trucks passing by road, does not give insighthékind of freight that is transported.
This makes it almost impossible to make any sulistaad future predictions about the
freight flows. However as described in the previgastion it can be and currently is
used as a check up on the (commodity) freight thoedel.

The problem with the survey is the validity of thietained data, as the response rate is
in most cases low and the questions are answerearidom people (with a truck),
possibly in a subjective way.

The method used for the model in SA serves thegsarpf forecasting best because of
the detailed level of data on the 64 commodity giegs, making it possible to check
the modelled flows in several ways after running itinodel.

The grouping of goods into commodity groupings playcrucial part in the way the
process of freight transportation forecasting isw¢panodelled. In the next section we
will explain how the 64 commodity groupings areagdished and by whom.

3.4 Commodity groupings

Commodity groupings can exist of one (for exampkiz®) or more sub-commodities
(for example processed foods). The grouping has bleae by CSCM in accordance
with the wishes from their biggest client, the onBil operator of South Africa,
Transnet. All goods have first been divided in ¢hgeneral classes; agriculture, mining
and manufactured goods. Within those classes fubiteak down has taken place based
on the total volume (in tons) transported of thigedent goods. All the goods that have
insignificant transportation volume are merged igraup ‘others’ (for example ‘other
agriculture). In case certain goods were of spentarest because of for example high
export or import volumes they are considered asparsite commodity grouping. As
mentioned earlier each commodity grouping has laesigned an own decay function.
A list of all currently applied commodity groupingad assigned decay functions can be
found in Appendix A.

The commodity groupings follow the classificatioh the widely used SIC codes
(Standard Industrial Classification of all Economictivities) listed for South Africa in
the 58" BMR report (Du P Potgieter,1993).

The top 28 commodity groupings (in terms of volurag) more extensively researched
by Conningarth than the other 36 remaining comnyagtibupings. These 28 commodity
groupings represent 90 percent of the total freligintsported in South Africa.

Now that we have a clear view about the structdith® model and its components we
are able to make comparisons with similar modetside South Africa.

3.5 Other models

Traffic forecasts are used for several key purpasgesansportation policy, planning,

and engineering: to calculate the capacity of stfiecture, e.g., how many lanes a
bridge should have; to estimate the financial aouas viability of projects, e.g., using

cost-benefit analysis and social impact assessnmad; to calculate environmental
impacts, e.g., air pollution and noise. The foréngsmodels capture and produce an
extensive amount and variety of data and theredtiosv a broad range of studies to be
carried out. This is also a necessity as theseiestuidave to cover the significant
investments made to establish the models (Hen2068).
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Although the main reasons for constructing the n®dewadays may be quite
comparable among different countries the availdbka, followed procedures and detail
of model output may differ significantly. In thelllmving section other modern freight
flow models will briefly be reviewed but first sonearlier South African attempts will

be discussed.

A historical overview of freight flow modelling 8A

In the last decades several logistical studiesautls Africa were (partly) dedicated to
mapping the freight flows in the country (Smith,719 (Hamilton, 1983), (Pretorius,
1990) and (Freight transport data bank report, L99Beir main purpose was to get
insight in the truck costs and related issues. @kfgrence in study purpose is one of
the reasons for the lack of detail in the freigbtvs itself, which were only part of the
input data, and lack of explanation for or reasgriehind the established flows.

The data used as explained earlier came from ssirfeyth low and subjective
response) or truck counting (without informatioroabthe specific goods transported)
resulting in low reliability and a lack of detail the output of the models.

Moreover, the way of grouping commodities and dafjnthe origin and destination
zones differed between every study. This maderi @ compare the models and their
outcomes in a meaningful way.

Although not quantitatively tested the improvemeuoitshe current flow model for the
purpose of forecasting national freight flows franqualitative perspective (level of
output detail and reliability of data) seem sigrafit. To place the model in a modern
perspective a review of other currently operatingight flow models worldwide is
required.

Freight flow modelling around the globe - Europe

Throughout the world several different types ofigne flow models are applied. In
Europe alone 65 freight transport models and 29 booed freight and passenger
transport models were existing in 2002 (EuropeandéfioDirectory). Underlying
principles and necessary input data as well agsys$tinctionalities and output detail
differ significantly among the different types. Timodels have been classified in several
ways. One of the most recent extensive classifinatifocussing on the models in
Europe has been carried out by De Jong et al. 20Wds classification is based on the
earlier mentioned four-step model approach, rejathe types of models to the four
different steps involved in freight flow forecagjinWithin every step De Jong lists
relevant currently applied models and refers tcemégublications describing their
purpose, data requirements, structure and outpuniafio

In the step of trip distribution two types of maoslake distinguished: gravity models and
input-output models. The former type of model islied in the following models
among others:

* Dutch TEM-II model (Tavasszy, 1994)

* Dutch SMILE model (Tavasszy et al., 1998)

The Strategic Model for Integrated Logistics andlgations (SMILE), one of the first
models for decision-making purposes in strategitional freight transport, was
designed in 1997 and has since then been used Mdtherlands for several studies and
analyses (Tavasszy, 2006). The goal is to perforg-term freight flow forecasting (30
years) and policy impact analyses. Therefore 4@bnsgand 50 commodity groupings
are divined. Similar to the South African model $Hluses a gravity model for the
distribution of trips. Depending on the charactad phase of the decisions making
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process that needs support the input for the mmaahejes from economic growth figures
to policy scenarios for domestic freight flows. el the South African model SMILE
makes a clear distinguish between freight flowsegated by domestic production and
consumption and the freight flows that cannot diyelee related to the Dutch economy.
These flows include for example transit flows usthg ports for transhipment and
intermodal change only (Tavasszy et al., 1998)hBlotws are treated separately and in
a different way and therefore give unique oppottesifor specific policy analyses of
both flows.

A more recently designed freight flow model for theetherlands, GoodTrip, is a
logistics-based freight model focusing on the miaaiglof logistical chains rather than
origin/destination data of intermediate producteplained in more detail below). The
model also assigns flows to routes based on aedtorbute algorithm. However it
concentrates on urban freight distribution insteddhe macroeconomic focus of the
South African model.

As mentioned in Chapter 2 a third model, BasGagduirently being developed in the
Netherlands. This model is in more extend descrine@hapter 2. Both BasGoed and
GoodTrip are based on the earlier modules of SMILE.

The input-output models are able to perform both #tep of generating supply
(production) and demand tables and distributingstriThe national model applied in
Italy (Cascetta, 1997) is an example of a multwegl /0O model. The freight flows

between OD-pairs follow from a multiregional I/Oadysis; region-to-region trade flows
for each economic sector using final demand figaed elastic coefficients for inter-
regional trade. After converting the value figurego volume figures they are

regionalized (divided over the different regionsdi on for example their population
size). The same principle is used in the followimgdels among others:

* STREAMS (Williams, 2002)

* SCENES (SCENES Consortium, 2001)

* NEAC (Chen et al, 2000)

* Fehmarn Belt freight transport model (FehmarntBeaffic Consortium)

A big difference between the two types of modeksduis the trip distribution is the data
requirement. The gravity model is based on relgtigemple supply and demand data
while the I/O model needs multiregional input-outfables (based on detailed regional
input figures). On the other hand the latter moti@le a strong link to the economy and
are able to include land-use interactions (chanigethe road network effects the
economy and vice versa). The modelling of policiees is limited for the gravity
model. In case of the I/O model it strongly dependsthe coefficients used, fixed
coefficients reduces the possibilities of modellin§ policy effects significantly
compared to elastic coefficients.

Freight flow modelling around the globe - Europe

A more recent classification of freight flow modelsas conducted by Yang et al.
(2009). This classification focuses on the modgigliad in the US and uses another
approach to classify. The authors distinguish talt@ classes of increasing complexity
and application purposes. The freight flow modeSotith Africa fit best in class D, the
Four-Step Process Commodity Model. Many Americaatest have built and

implemented a comparable model. The Wisconsin maleonsidered a good and
complete example as it predicts both the statesepaer and truck traffic volumes
(Proussaloglou et al., 2007). This class of moteppreciated for its link between the
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vehicle flows and commodity flow patterns (Yang &t 2009). This is not really

applicable to the South African model as the linikhwehicle flows is currently not

present. However the applicability of the model&insted to regional areas as it is not
able to realistically capture urban service tripsl adrayage activities. This latter
disadvantage is irrelevant for macroeconomic appbos.

State-of-the-art — logistics based models

Models of all kinds described above are evolvingstantly as new ways of capturing
data are developed, new fields of application aicated and different models are
made compatible to one another.

The same counts for SMILE and her derivatives. Thiglel was the first to integrate
trade flows and transport flows in one module whgralternative chain types and
warehouse locations are considered using the deaistics of products, industries and
transport services (Ostlund et al., 2003). Thisdkiri model is called logistics based
freight model as it establishes logistical chaipsbnnecting activities from consumers
(via supermarkets, hypermarkets and distributiantres) back to producers. They also
take into account how consolidation of shipmentkiénces shipment sizes, costs and
mode choice. All in all are the estimates of tramsflows as outcome of these models
more accurate compared to for example the Soutlicakfrmodel as the costs of
transporting goods over a certain geographic distancludes the inventory\ holding
costs and handling costs at warehouses (Ostlual, @003). Another advantage of the
supply chain approach is that each OD-relatiorhexgupply and demand table can be
transformed into a chain of multiple OD-pairs, easing different inventory locations.
In that way the geographical position of each negiothe chain is taken into account
when it comes to modelling for example the use afeliouses.

Norway and Sweden have recently adopted and impitadehe idea to insert a logistic
module into their currently existing freight flow adels. It focuses on capturing
individual shipments instead of customers or shipp€his approach is discussed in De
Jong and Ben-Akiva (2007). This development in nhaa®vation might be interesting
for South Africa given their wish to include thefdrent logistic cost factors in their
model.

3.6 Chapter summary

The commodity freight flow model, aiming to predibe freight flows of 64 commodity
groupings 30 years into the future, is used to ansstrategic questions of public and
private enterprises in South Africa. One of thestef the model, the distribution of the
trips is based on gravity modelling and the sugplg demand data of an external party,
Conningarth. The available data from other pantiede it possible to distinguish road
from all other transportation modes. Thereforedherno need to make a mode choice
after the trip distribution as is common in therfstep model.

Despite several new approaches in freight flow rimdemany freight flow models
currently used around the globe are still basethergravity model or a derivative. One
of the input parameters for the gravity model i decay function. In general this factor
is derived from actual data obtained from a sia@istbureau or through a census or
survey. However the statistical bureau in Southcafidoes not have the required data
and the other methods are currently too expengidetine consuming to be carried out
by CSCM or a related institution. The way of deryidecay functions used today by
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CSCM therefore lacks scientific background and they looking for an alternative
method.

In the next chapter we will look at the methodolegyome to an alternative method for
deriving decay functions.
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4. The methodology

Based on the approaches described in literaturett@dtatus quo of the commodity
freight flow model it is possible to formulate thpproach to answer the central research
qguestion in more detail. In Section 4.1 we willsfidiscuss the order of steps in our
approach before we use Section 4.2 — 4.5 to gaigfwrthe steps in detail. In Section 4.6
finally the verification and validation of the praged model will be briefly discussed.

4.1 Order of steps
The proposed approach consists of the followingsste

1) Establish a list of possible factors influencaegay

2) Establish metrics for the measurement of thigémicing factors

3) Score the 64 commaodity groupings against tHeenfkcing factors

4) Conduct a correlation analysis to indicate wiaators are related with decay, how
they are related (signs) and how strong the relakhip is

5) Conduct a regression analysis to indicate whatnpination of) factor(s) has an
obvious effect on the decay and how strong theceffeof each factor

The analyses in the last two steps are based @4 @ibmmodity groupings, their decay
parameter values and scores on the influencinga¢see Sections 4.4 and 4.5).

The result of this approach will be a regressiordehancluding the factors influencing
decay and their (relative) importance.

Now we will go through the steps above in somewhate detail and explain their
interrelationship.

The first step in the way to formulate a regressiadel for the relation between decay
(dependent variable, represented by the decay p#eaimand the influencing factors
(explanatory variables) is to establish a (complégt of factors that are expected to
influence the value of the decay parameter (sedeTéli). When the list is in place a
metric has to be assigned to every factor to be tmbmeasure/score it. Next step will be
to score the 64 commodity groupings against theofadased on the assigned metrics.
However we will start scoring against the influergcifactors that have easy accessible
data (given the applied metrics). The other factoight be included later in the process
if the initial factors are not sufficient in exphang decay. Scoring the commodity
groupings also includes the choice what scoringesydo use; a scale or quantitative
numbers. The result at this stage will be a talite scores as shown below.

Dependant variable Explainatory variables
Commodity grouping Decay parameter  Value per ton Scarcity Supply concentration Local demand Homogeneity Brand
COAL 0.05 492 0.01 0.20 0.00 1.0 0.0
STON 0.04 52 0.00 0.07 0.00 0.9 0.1
IRON 2.78 730 0.00 0.92 0.00 1.0 0.0
FOOD 0.15 7722 0.09 0.09 0.57 0.6 0.8
FUEL 2.00 8000 0.17 0.48 0.03 0.9 0.4

Figure 4.1: Visualization of hypothetical resulfstwe proposed approach

When every commodity grouping has a separate Joorthe different factors we are
able to conduct a correlation analysis to indicaitat factors are (significantly) related
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with decay and how they are related (in sign). Ftbra analysis we can also see how
the factors influence each other, which is impdrtanthe regression analysis.

Decay Supply Local
parameter Value per ton | Scarcity | concentration demand Homogeneity Brand

Decay parameter 1 ,625 ,692 -,008 -,217 -,235 ,186
,017 ,006 978 ,456 420 524
Value per ton 625 1 ,526 270 ,016 -,269 524
,017 ,053 ,350 ,956 351 ,055
Scarcity ,692 526 1 ,109 -,249 -,011 265
,006 ,053 ,709 ,390 971 ,359
Supply concentration -,008 ,270 ,109 1 -,031 ,438 -,146
978 350 ,709 915 117 620
Local demand -,217 ,016 -,249 -,031 1 -,356 494
,456 ,956 ,390 915 211 ,073
Homogeneity -,235 -,269 -,011 438 -,356 1 -,532
420 351 971 117 211 ,050
Brand ,186 524 265 -,146 494 -,532 1
,524 ,055 359 ,620 ,073 ,050

Table 4.1: Visualization of hypothetical resulitbé correlation analysis (step 4)*

* All correlation coefficient tables in this repate derived from SPSS. All commas in these taiglesesent dots.

The final step of our approach to come to a fornfiofehe decay parameter is to apply a
regression analysis to derive a regression modet model contains the factors that
have an obvious effect on the decay parameter hodssthe relative weight of this
effect on the explanation of the variability in tiecay parameter for each factor.

4.2 Step 1 and 2 - List of influencing factors and theimetrics

Based on literature research and an initial worgshibh the persons responsible (within
CSCM) for the updates to the model and the decagtions in the past few years (the
panel) a list is established of factors possibfluencing the decay. This list of factors
has been discussed with people from the developmepartment of Flowmap and
colleagues from the logistical department of thivensity.

Below the factors and possible metrics for theiramwgement are described. A
hypothesis is added to describe the expectedaeéidtip between the influencing factor
and the decay. We also discuss the independenctheofinfluencing factors as
relationships among the influencing factors catudisthe regression analysis.

The goal is to score all commodities on these érfing factors. These scores will
partly be based on available data and partly oseasus within the panel (see Section
4.3).

Metrics

As briefly mentioned in the previous section a grometric should be in place to be
able to measure variables (in this case referreastinfluencing factors). The metric
plays a key role in the preparation phase of cati@ and regression analyses as the
way a variable is measured influences the outcomeh® analyses significantly.
Because there are no strict guidelines for choosingroper metric to represent a
variable, as it also depends on the available aladathe purpose of the measurement, it
is a complex step in the approach. It is very wmbsible that the metrics for the
influencing factors need adjustments during thedoetion of the study.

Value per ton

As mentioned in the literature review (Section 2&yeral studies in the past have found
a relation between the value of goods per unit iatedond the distance over which they
are transported. The assumption is that relativa# 0b transport decreases when the
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average value of the product increases and thendistover which the product needs to
be transported will have less influence on the @hoif the supply point.

The term ‘value per unit weight' however can hageesal interpretations. We could for
instance look at the value of production or theigadt the moment of consumption. And
when a significant part of the total supply of theod is imported we could also choose
to work with the value of the goods when they etiter seaport. Moreover we have to
choose whether we take all goods from within a cowlity grouping into account or
only a dominant (representative) product group idssthat, one could debate about the
unit weight. We could for instance take the weigith or without packaging.

None of the past studies put much effort in exptajrtheir precise metrics, leaving us
with the choices just described.

Although we seem to have a lot of choice, the atdé data will limit our possibilities.
The data obtained from Conningarth represent theevaf products at final production
(excluding transportation and packaging). For ingxbrproducts the value at the
moment of landing is used. To obtain these figuBamningarth consults various
published and non-published sources. The weighbased on the goods without
packaging material.

Therefore we use the production value (combinech vimport values) of a total
commodity grouping divided by the total amountafig produced (and imported). This
is expressed in Rand per ton to be able to make damparisons between the
commodity groupings.

The value of goods might, for several reasons (lilereasing raw material prices),
differ over the years. However as we expect thee/alf goods to influence decay we
also expect a change in the decay functions.Hars to predict if the relation will stay
exactly the same over the years. A separate stedgisnto be carried out to answer this
question.

Hypothesis:
The higher the average value per ton of the comiyggoup the lower the value of the
decay parameter.

Scarcity

If products are not broadly available, consumerssfiy companies in this case) start
making long term contracts to have security of $upghese contracts are not
necessarily made with the nearest supplier. Teceas® their supply security even more
they tend to spread their risk by contracting défe suppliers. In some cases a large
part of the supply will even come from overseassgaports, which are normally not
centrally located. That increases the distancee&hipments on road.

There are different ways to divine and measurec#garActual demand (fulfilled +
unfulfilled) versus total supply (production + impocould be used as an indicator of
scarcity. If the actual demand is much higher tthentotal supply, scarcity is considered
high. However finding out what the actual demanseisms quite a complex exercise.

In some cases the relative price of goods coulddssl as an indicator for scarcity as
products that are scarce are normally more expen&ior example in a desert region
fruit will be more expensive (as it is scarce) tlarihe fruit plantation itself. However
detailed data, regarding product prices, need @vhdable for this type of measuring.

A metric that would be possible to use based onabailable data indicates what
percentage of the total demand is fulfilled by imipés one could assume that import
generally only exists when local production is swificient to fulfil total demand.
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The scarcity is therefore measured by dividingtthes imported into South Africa by

the total demand within the country (including estpper commodity grouping.

One could argue about the relation between scaaaitlythe value per ton especially in a
development country. Cheaper products like raw naseand agricultural goods are

mostly produced in the country itself while the m@xpensive products like electronic
equipment and high-tech machinery are often imploréhis possible relationship is

taken into account during the correlation analysis.

Hypothesis:
The higher the scarcity of the products in the camity grouping is, the lower will the
decay parameter be.

Supply concentration

The study done by Black (1972) indicated conceiatnatof supply as a factor
influencing decay. In case there is only one regligupplier for a certain commodity
grouping and the goods produced by this suppliedamanded by all the other regions,
the shipments of these goods will have to coveyelatistances.

We will briefly recall the example given in Secti@rB.

If a region (for example the south-east of Southe& is highly specialised in the
production of a particular good (for example avaxsjdit is less likely to be sensitive to
distance in its shipments as the avocados have tahsported to the west coast market
anyway. A commodity grouping such as stone thataely available will be dominated
by short-haul shipments because of the proximityashpetitors.

Black measured ‘Supply concentration’ by the prapar of flows from the largest
producing region (supply in a certain MD) relatiethe total amount of flows (total
national supply).

If production would be used instead of supply, impevould not be taken into account,
which would for some commodity groupings have aniigant impact on the flow
pattern. From Black’s report it does not becomearcleow the production regions are
defined. In his model he works with nine main regidout it is unclear if a production
region is equal to one of the nine main regions. St our study with supply
concentration on a MD level.

‘Supply concentration’ and ‘Scarcity’ could be fteld as a high supply concentration
could indicate that goods are not everywhere rgaibilable which might suggest a
high level of ‘Scarcity’. However if a single suggboint (no sea port) produces enough
to fulfil the total demand of South Africa ‘Scancitwill be (close to) zero. The
correlation analysis will show whether a relatisrpresent.

Import figures of products will, like their valuehange over time. This does not mean
that the relation with decay will change. Howeuegives rise to additional research for
both the value of the decay parameter as welleagibort figures over time.

Hypothesis:
The higher the concentration of supply, the lovmerdecay parameter.

Local demand

Black (1972) suggested that in case the entireymtozh of a certain good is consumed
locally, due to for example economies of scaleasighability, the average distance over
which the goods are transported would be low.

For the measurement of local demand Black propdsedse the proportion of the

production that is consumed in the same region (MB)where it is produced; the
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intraregional transportation. In this case the sassee as just mentioned for supply
concentration arises regarding the size of the ywrooh (or local) region. The impact
for ‘Local demand’ is expected to be even biggeswiver unlike we can with ‘Supply
concentration’, it is not possible for ‘Local dendario aggregate the MD level into
province level. This is due to a lack of data, @&would need to know the flows from
all the MD’s within a province to each other. THere we will use scores based on MD
level.

In case a region has a high supply concentratiogoafds of which the processing
(facility) is capital intensive (for example woacahd transportation is relative expensive,
one can expect that the processing facility willbot in the region of supply. In other
words for some high ‘Supply concentration’ commgpdgroupings a high ‘Local
demand’ can be expected. However for processeduptedthat deliver to final
customers this relation does not make much sense.

Production facilities can change location howeves ts expected not to be as variable
as the earlier mentioned import figures for example

Hypothesis:
The higher the proportion of local demand, the dighe decay parameter.

Homogeneity

The level of homogeneity within commodity groupinigsexpected to influence the
freight flows. Customers will not be willing to payore for products from further
supply points if the local products in their opimiare highly similar.

We look at the homogeneity between sub-commodityugings from an end-user
perspective; to what extend can products withinoenroodity grouping be used as
substitutes for the same purpose. Although thera wifference in grade of wheat
between different wheat producing areas, it caballised for the same purpose. On the
other hand boats (part of the commodity groupingrafisport equipment) cannot serve
the same purpose as a motorbike (same commodiypimg) if we want to travel
between home and work. Therefore the commodity girmuwheat will be assigned a
higher level of homogeneity than the commodity giag of transport equipment.

As it is difficult to clearly define homogeneitycaring this factor is a challenging task.
No studies that fit this specific aggregation ofmeoodity grouping have been carried
out and subjectivism in the scoring will alwaysibeluded. We have therefore chosen
(also due to time and budget restrictions) to stbeecommodity groupings based on
consensus within CSCM and discuss this with colieagfrom the economics and
marketing faculty within the Stellenbosch Univeysit

Instead of the end-user perspective it would aks@ib option to look at homogeneity
from a sales location perspective. The homogeméttyin a commodity grouping would
be high if all sub-commodities would be sold via teame distribution channel for
example. Question is if this metric would give eglouinformation regarding the
distance over which the goods are transported.

In general high value products are considered rheterogeneous (people put more
effort in comparing different offers). However beages and processed food, both not
expensive, are considered highly heterogeneous.leWdertain minerals are very
expensive but highly homogeneous. A very strongti@h between ‘Value per ton’ and
‘Homogeneity’ is therefore not expected.

‘Homogeneity’, if scored correctly, would be a vestable factor as the purpose of raw
materials and processed products does not chamgeagedly.
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Hypothesis:
The higher the homogeneity within a commodity grahe higher the decay parameter.

Brand

Brands are expected to influence the willingnesscafisumers to (let companies)
transport the products they want over further dis¢s (and pay for that). In other words
if brands are able to distinguish themselves, enete get brand preferences and finally
become brand loyal. In this stage they are wiltmgonsider supply points further away
to eventually get their preferred brand.

Like with ‘Homogeneity’ it is difficult to define assimple but complete metric for
‘Brand’. Next to the amount of brands one can &lsok of brand loyalty, brand
awareness and amount of advertisement (in budgefmple) among others.

The most important limitation in the choice of theetric is the available data. In our
case there are no data readily available within KBS®@e will make use of a similar
panel as mentioned above due to similar reasonioned for ‘Homogeneity’.

“Brand” will be measured by (the combination ofyot metrics. We will take an
estimation of the amount of brands within a comrmodiouping into account as well as
a rate for the brand loyalty that is associatech wite commodity grouping. Brand
loyalty will give additional information about tleistomers buying behaviour necessary
to get a better understanding of brands influence.

These two metrics have been chosen, as they amctexpto contain the necessary
information regarding the influence of brands oa ftheight flows and they are most
appealing for the members of the panel and thexefasier to score.

In general ‘Homogeneity’ and ‘Brand’ are expectede related as more brands, types
and variations indicate more heterogeneity. Howasewe look at ‘Homogeneity’ from
an end-user perspective this relationship mighteotery apparent.

‘Brand’ and ‘Value per ton’ might show a relatiofstas products of high value (for
example motor vehicles) often have higher brandltyyHowever the amount of brands
in processed food and beverages are very higthbutalue per ton is rather low.

The amount of brands as well as the brand loyadty gpmmodity grouping can be
considered stable. Therefore also ‘Brand’ as p&ssitfluencing factor is expected not
to change much over time.

Hypothesis:
The more brands are present in a commodity grougpimbination with a high brand
loyalty the lower the decay parameter.

In some cases characteristics of sub-commodititisirwone commodity grouping can
differ a lot. An example is the difference betweehicycle and a boat, both part of the
commodity grouping transportation equipment. Thedg&rent characteristics might
influence the scores of the possible influencingdes (for example the value per ton).
In that case an indication of the inequality of thstribution (of value per ton over the
sub-commodities) might be useful. This could foample show that only one sub-
commodity increases the value per ton for a whotaroodity grouping significantly. A
method used for this purpose is known as the Giefficient (see Appendix C for more
detail). However a lot of in-dept industry knowledis necessary to be able to use this
coefficient in an appropriate way. Because of timetations we will therefore have to
leave this additional instrument out of the reskedoc now.
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Now that we have defined a separate metric for edche influencing factors we are
able to score the different commodity groupingsragahe influencing factors.

4.3 Step 3 - Scoring the commodity groupings

The process of scoring the commodity groupings dépemainly on the way the
metrics, to measure the factors, are being forradlaScores for ‘Value per ton’,
‘Scarcity’, ‘Supply concentration’ and ‘Local dentircan be derived directly from the
available data (hard, quantitative data) at CSCldwelver as mentioned earlier scores
for ‘Homogeneity’ and ‘Brand’ will be establishedtiin CSCM by organizing a panel
discussion (on scales, see Appendix D). Althoughstientific value of this method is
limited it might give a reasonable good indicatignether further research on these two
factors will be useful.

The end result of the scoring procedure may hasdaim of the table below.

Commodity grouping Decay parameter Value per ton Scarcity Supply concentration Local demand Homogeneity Brand

BARLEY 0.5 2416 0.35 0.54 0.03 0.9 0.02
COTTON 0.15 4000 0.31 0.55 0.18 0.9 0.02
DECIDUOUS FRUIT 0.15 4243 0.0 0.4 0.12 0.75 0.1
CITRUS 0.15 2832 0.0 0.32 0.0 0.8 0.1
SUBTROPICAL FRUIT 0.15 4620 0.02 0.1 0.0 0.8 0.1
VITICULTURE 0.15 3438 0.0 0.14 0.0 0.9 0.05
GRAIN SORGHUM 0.50 1818 0.14 0.14 0.0 0.9 0.02
LIVESTOCK 0.01 20870 0.1 0.05 0.06 0.7 0.15
MAIZE 4.0 2500 0.0 0.1 0.17 0.9 0.05
SOYA BEANS 0.5 4023 0.19 0.15 0.01 0.9 0.02
SUNFLOWER SEED 0.5 4272 0.09 0.06 0.0 0.9 0.02
VEGETABLES 0.01 2200 0.02 0.06 0.0 0.7 0.15

WHEAT 0.05 4000 0.38 0.15 0.0 0.85 0.02

Table 4.2: Scoring of comfﬁodity grdﬁpings..égaimqnle inflﬂencing factors

In case scoring is done with hard numbers (qudiviitadata) there will probably be
outliers in the data. Next we explain how we wabdwith them.

Outliers and transformations

Because extreme values (outliers) can seriouslyante the outcome of the next step,
the correlation analysis, it is important to giteem sufficient attention. An often-used
method to deal with extreme values is to use ormtotransformations. A commonly
applied transformation in the steps towards a &aiom analysis is the log-
transformation. This transformation overcomes tfablem of extreme ranges between
values of interest. It enables the user to spredadhe cluster of low values and pulling
in the higher values (Taaffe, 1996). The transfaiomaresults in the regression equation
log Y = a + b log X, which becomes Y = A*(Xjvhen taken out of logs. In some cases,
depending on the data, this transformation provaléetter description of the relation
between Y and X than did the original untransforragdation of Y = a + b*X as shown
in the fictional schematic example graphs below.
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Original data Log transformation
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Figure 4.2: Visualisation of log transformationlioiear relationship

An even more common reason to use one-to-one tnanafions appears when the
observed relationship is obviously curvilinear eatthan linear.
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Figure 4.3: Visualisation of log transformationanirvilinear relationship

Now that we have scored all the commodities agaihst influencing factors and

transformed the data in such a way that the relahtip between the influencing factors
and the decay parameter is best described we ¢dn tree hypothesis concerning the
relations. Therefore a correlation analysis willdoeducted.

4.4 Step 4 - Correlation analysis
A correlation analysis is meant to measure thealimelationship between two variables,
resulting in a correlation coefficient (Gujarat)ds):

(4.1)p = cov(X, Y)loyoy

The coefficient has a value between -1 and 1, tmeér meaning perfectly negative

correlation and the latter meaning perfectly pesitcorrelation. If two variables are

(statistically) independent the coefficient will bero. However the opposite is not true
as two variables can have a relation that is noeali (and therefore has a correlation
coefficient of 0), for example Y =%
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We will start by analysing the relation between deeay parameter and the influencing
factors one by one in a so-called univariate amalyfihis means we have to conduct six
separate correlation analyses. To visualize thegelations we will create scatter plots,
commonly applied for this purpose. In the exampdolw we visualize a correlation
analysis for the relation between ‘Value per tondahe values of the currently used
decay parameters. All commodity groupings that Haitally been assigned a negative
power decay function have been included. Theredoary observation (blue dot) in the
scatter plot represents a certain commodity graupin

vecay parameter

Correlations

Value per ton
) Decay parameter -,193
100000 150000 200, ,084

Valia nar tan

Figure 4.4: Fictive relationship between valuetperand decay (left)*

Table 4.3: Correlation coefficient table (right)

* All scatter plots in this report are derived fr@®SS. All commas in these figures represent dots.

From the scatter plot (Figure 4.4) we can see awesak relation between the value per
ton of a commodity grouping and their assigned ggzarameter values. The graph
shows a remarkable pattern; commodity groupingsiroflar value per ton have all been
assigned different decay parameters. Compare fampbe the commodity groupings
barley 3 = 0.5) and maizef3(= 4.0), both having a value of circa R2500 (seeles in
Figure 4.4 and values in Table 4.3).

In this section the scatter plot is only used a&saalization example. In the next chapter
we will look into this matter in more detail.

The correlation coefficient presented in Table dodfirms our observation from the
scatter plot. The value of -0.193 indicates a weeak negative relation between the
value per ton and the value of the decay paramétes. significance (0.084) is not
important for now and will be explained in morealein Chapter 6.

For the initial correlation analysis the currerglyplied decay parameters will be used.
As a rule of thumb used by statisticians the mimmamount of observations needed for
a correlation analysis is ten per variable (infiag factor) studied. In total 64
commodity groupings are available, meaning 64 ofadiems. However 11 of these
commodity groupings have been assigned a negatpenential decay function and 53
have been assigned a negative power decay func#anthe decay parameters of the
two functions in their current format are not comgide we will have to split the
correlation analysis; one group for each type efge®d decay functions.
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For a univariate analysis both observation groupsoé sufficient size. However in the
regression analysis (multivariate analysis) we inigblude several factors (that were of
significant influence in the univariate analysig)the same time. For this type of
analysis the group with negative exponential déaagtions will be too small.

In case more than one factor seems to significanflyence decay, we can choose to
use only the group with negative power decay fumstior we have to assign a negative
power decay function to the commodity groupingg tharently have been assigned a
negative exponential decay function. The functiovis not be the same (having a
different form/shape) but it will be the closespeagximation.

In both cases the total amount of observations avdag sufficient to handle the
inclusion of at least five factors in a multivagatnalysis may that be the outcome of the
univariate analysis.

A standard significance level of 0.05 will be udedin or exclusion of factors for the
multivariate analysis.

If a factor is highly significant in the univariatnalysis but is not significant in the
regression analysis, in combination with other degt this normally indicates a high
degree of multicollinearity between the factors.high degree of multicollinearity
means that there is a high correlation betweenommore explanatory factors. A fictive
example is given for ‘Scarcity’ and ‘Value per tan'Table 4.4 and Table 4.5.

Variables Value Scarcity ~ Supply Local Variables Value Scarcity ~ Supply Local
concentrat demand concentrat demand
ion ion
Decay 0.959105 0.906870 -0.565907 -0.381906 Decay 0.927309 0.014248 -0.020167 -0.021743

Table 4.4: Correlation coefficient table after threvariate analysis (left)

Table 4.5: Correlation coefficient table after thgression analysis (right)

We can see from Tables 4.4 and 4.5 that the reld@ween decay and ‘Scarcity’ was
strong during the univariate analysis while theatieh was low in the regression

analysis, indicating multicollinearity. To overcorttgs problem we will have to carry

out extra univariate analyses between the explané&otors. This can either be done on
beforehand or when the regression analysis indicataticollinearity.

The table below shows the correlation among aluéricing factors. ‘Scarcity’ and
‘Value per ton’ are correlated but the relationskipot very strong.

Decay Supply Local
parameter Value per ton | Scarcity | concentration demand Homogeneity Brand

Decay parameter 1 ,625 ,692 -,008 -,217 -,235 ,186
,017 ,006 978 456 ,420 ,524
Value per ton ,625 1 ,526 ,270 ,016 -,269 ,524
,017 ,053 ,350 ,956 ,351 ,055
Scarcity ,692 ,526 1 ,109 -,249 -,011 ,265
,006 ,053 ,709 ,390 971 ,359
Supply concentration -,008 ,270 ,109 1 -,031 438 -,146
,978 ,350 ,709 915 117 ,620
Local demand -217 ,016 -,249 -,031 1 -,356 ,494
,456 ,956 ,390 ,915 ,211 ,073
Homogeneity -,235 -,269 -,011 ,438 -,356 i | -,532
420 ,351 971 ,117 211 ,050
Brand ,186 524 265 -,146 494 -,532 1

,524 ,055 ,359 ,620 ,073 ,050

Table 4.6: Correlation coefficient table for unieée analyses among influencing factors
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If two variables are both significant in the mudthate analysis there may still be a
chance for multicollinearity, but this would teral lte small as the one variable would
already contain most of the information. It is immt to detect multicollinearity as
including linear correlated variables in the fin@gression model can cause large
standard errors in the estimation of the parametetise influencing factors. Especially
as the purpose of the study is not just to foreaasiean value for the decay parameter
but to obtain a reliable estimation of the indivatiparameters included in the model.

It is important to note that correlation does netessarily imply causality. The expected
influencing factors can be correlated with decayhwit really influencing it. An
example is the size of the trucks used for thespart of the commodity groupings;
although the size of the truck increases if thendpart distance increases (decay
parameter becomes lower) because it is economicatlye interesting, it does not
influence the value of the decay parameter it#edf.truck company would decide to use
bigger trucks (because it was a special offerpésinot mean that the distances goods
are transported suddenly increase. In that caséatiter can still enter the model but
behaves more like a predictor. The factors in teisearch are expected to actually
influence decay. If for example the supply gets enooncentrated (because of the
merging facilities) the distance the produced goads transported is expected to
increase. This lowers the value of the decay paeme

A thorough investigation with an open mind is neseeg to make sure that also hidden
correlations are brought to the surface. It isewample possible that certain factors do
not show a clear correlation when looking at thaltset of commodity groupings but
when excluding the low value commodity groupingsoawious relation would appear.

4.5 Step 5 - Regression analysis

Regression analysis is as mentioned earlier coadewith the study of the relationship
between one variable called the dependent variabte one or more other variables
called explanatory variables. To be able to in@dicatelation between the variables, data
from the total population or a sufficient part bfare necessary. If data from the total
population are available it is possible to estébdigpopulation regression function (PRF)
(Gujarati, 2006).

(4.2) E(Y|X) = B1 + BxX;

E(Y|X;) is the expected value of Y corresponding to a&givalue of X. Band B are
called the parameters, also known as the regresseeificients. B is referred to as the
intercept (coefficient) andBas the slope (coefficient).

If we want an expression for the relation on a llefendividuals within a population an
extra component besides the mean value of the popailneeds to be included. This
component represents the deviation of the individtese from the mean of the
population. Therefore the PRF function is now @ tbllowing form:

(43) Yi=B1 + B2X; + u

The extra component is known as the stochastic error term. Besidesram due to the
randomness of human behaviour the stochastic gmor may represent the influence of
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those variables that are not explicitly includedhe model. Sometimes these variables
are not known but often these variables are leftbmcause their explaining value is
little and inclusion would make the model unnecelssaomplex.

As an example randomness of human behaviour iraewpg freight flows can occur
due to a lack of information; customers are notraved the closest supply point.

In case it is not possible to base the regressiothe® total population a sample data set
is used. As just a sample of the total populat®hkniown it is only possible to make an
estimation of the population parameters. This cphce known as sample regression
function (SRF). The stochastic version of the eiguatnay be written as (Gujarati,
2006):

(4.4) Yi = by + bpX; +e

Where e represents the difference between the actual Yiegahnd their estimated
values from the sample regression-(¢ —Yi, whereY; = by + byX;). The parameters; b
and b are the estimators of respectivelydad B.

Extra explanatory variables can easily be addetidcexpressions stated above turning
the simple or two-variable regression models intdtiple linear regression models. The
stochastic sample regression function may for examgve the following form:

(4.5) Y = by + pXoi + X3 + uXyi + X5 +6

Linear regression can be interpreted in two walyeality in variables or linearity in
parameters. The PRF and SRF expressions aboveinager in both variables and
parameters. The expressions below show examplesrefinearity in variables (first)
and non-linearity in parameters (second).

(4.6) Yi=By + BX{® + u
(4.7) Yi=B1 + BX; + u

The economic theory is usually not strong enougieltais the functional form in which
the dependent and explanatory variables are relBygdhoosing the wrong functional
form, the estimated coefficients may become bissstinates of the true coefficients
(Gujarati, 2006).

We will start with an expression for the decay paster that is at least linear in his
parameters. If we obtain indications for the usemdther model expression this form
will explicitly be mentioned and tested. In thaseavariables do not necessarily have to
enter the model linearly.

Dummy variables

The regression model can consist of quantitativenanerical as well as qualitative
variables. Qualitative variables (e.g., genderpuwnql nationality) are represented by
dummy variables. These variables can take on valil@or 1, indicating the absence or
presence of that attribute. For the rest they belsamwilar to the numerical variables;
they have a weight factor and can have a non-liretation with the depending variable.
The dummy variables are not applicable for theentrpossible influencing factors but
other factors in a later stage might come in socmét.
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Ordinary least square method

To estimate the parametergs &dnd b of the SRF expression stated above different
methods can be applied. One of the most commordy usethods is the ordinary least
square method (OLS). This method estimateartd b in such a way that the residual
sum of squarege?, is as small as possible (Gujarati, 2006). Theqipie states:

(4.8) Minimizeze? = 2(Y; - by - bX;)?

When the mutually uncorrelated influencing factdrave been identified and the
regression analysis including the application ef @LS method resulted in a regression
model a goodness-of-fit test needs to be carri¢damansure that the regression model
is sufficiently accurate in describing the decasapzeter.

The measure developed for this purpose is knowthesoefficient of determination
denoted by the symbol’RR-squared). Rmeasures the proportion or percentage of the
total variation in Y explained by the regressiond®io In other words, it indicates the
degree to which the explanatory variables explanvalue of the decay parameter. The
equation for Ris:

(4.9) B = 1- &y - 9) 2/ =(yi - 0) d) ( = 1- (residual sum of squares / total sum of
squares))

WhereX(y; - i) 2is the variability about the regression line thaidft over after the
regression model is fittec(y; - [) % is the total amount of variability in the response
variable Y (in other words the sum, over all obsénns, of the differences of each
observation from the overall mean).

This equation can be rewritten into:

(4.10) R = (1 -3e?)/ 3y

As we know the residual sum of squares from théeeapplied OLS, Rcan now be
computed.

Most of the previous steps can easily be perform&idg a statistical program (like
SPSS). Nevertheless it is good to know the theehjrtal the presented output.

In case the factors included in the regression moblased on their significant
correlation with the decay parameter, do not expdaiough about the decay this could
be an indication that the initial list of potentiafluencing factors was not complete or
that the metrics used for the measurement of tbrfs were not chosen properly. It
could also be possible that the factors are rigittthe relation between the depending
and explanatory factors is non-linear (see Figudebélow), in that case the functional
form of the model should be adapted (which is aglorated task).
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Figure 4.5: Nonlinear relation between decay apdssible influencing factor

Besides choosing the wrong functional form errarshie model can obviously arise by
errors of measurement in the dependent or explpnatariables. Errors in the
measurement of the dependent variable will incréfasestimated variances of the OLS
estimators because an extra error gets added twothenon error term,;uHowever in
practice this error does not seem to matter muciaf@ti, 2006).

Errors in the measurement of explanatory variafriake the OLS estimators biased and
inconsistent. That means a more serious problerd.asmo real remedies exist, making
sure that the gathered data for the explanatonghiarare as accurately as possible is of
the utmost importance.

4.6 Verification and validation

If the regression model passes the goodness-oddit it is sufficiently accurate in

describing the decay parameter from a statistioaitpf view. However carrying out a

reality check on the formula is a critical nextpst&he reality check should include a

test of robustness:

* How does the decay parameter (and therefore Weeage distance goods are
transported) change when the value of an influendector for a certain
commodity grouping increases or decreases withitaingpercentage.

Verification and validation will be discussed incBen 6.3.

4.7 Chapter summary

The proposed alternative method for deriving defemgctions is based on regression
modelling. To come to a model that is able to aostdecay functions based on the
characteristics of commodity groupings the possibiieiencing factors must be listed,
metrics for the measurement of the influencing dextneed to be established, the
commodity groupings need to be scored againstrith@encing factors and correlation
and regression analyses must be carried out. Adependent variable for the regression
model the decay parameter is chosen. From therfaet@ected to influence the decay
parameter, the explanatory variables, ‘Value pef, t&carcity’, ‘Supply concentration’
and ‘Local demand’, are based on quantitative ddtde ‘Homogeneity’ and ‘Brand’
are scale values and based on the outcome of agiaoession.
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When the regression model is established it needstextensively tested before the
outcomes can be used in the commodity freight fioodel.
The intermediate results and final outcome of tegcdbed methodology are presented

in Chapter 6. However in the next chapter we wviifitfdiscuss the data used as input for
the different steps of the method.
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5. Data

In the previous chapter we have explained the ndetlogy that should lead to a
regression model for the decay parameters in thhSafrican commodity freight flow
model. To be able to score the commodity groupiagainst the influencing factors
(step 3) and conduct the described correlationyarsa(step 4), specific input data are
required. In this chapter we will list the necegsdata and their sources (Section 5.1)
and try to verify their quality (Section 5.2). Theesent input data that do not fulfil the
expected quality are compared with figures usedimilar models (Section 5.3). In
Section 5.4 ways to obtain alternative data arepgsed. The results of the data
gathering and the data processing are presentgddtion 5.5 and 5.6 and the currently
used and newly obtained decay functions are cordpgar8ection 5.7. This chapter will
be concluded by a robustness analysis of the neiMgined decay functions (also in
Section 5.7).

5.1 Required data

The proposed metrics in step 2 of the presentetiadetogy implies the availability or

gathering of commodity grouping related data. Wecualés the required data for the
metrics below followed by the additional data regdifor conducting the correlation
analysis; the decay functions.

511 Metrics

The required data for every proposed metric differstheir main source is similar. All
data are initially provided by Conningarth. The adaequirements count for all
commodity groupings as they all need to be scored.

Value per ton

* Average value per ton; derived from the totaluealbf supply of a commaodity
grouping divided by the total tons supplied

Scarcity

* Total imports

* Total demand; one figure readily available (camitegy total consumption,

intermediate demand, total investment (inventong ttal imports)
Supply concentration

* Total production per MD
Local demand

* Total production per MD

* Total consumption per MD

5.1.2 Decay functions

To be able to analyze the relationship betweenirfigaencing factors and decay, a
decay parameter is required for every commodityupgirey involved in the correlation

analysis. As stated in the previous chapter we witlally use the decay parameters
applied by CSCM in the commodity freight flow model

5.2 Data quality verification
Influencing factors
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All the required data for the scoring of the pragmsmetrics are provided by
Conningarth. Conningarth’s role has briefly beescdssed in Chapter 3. They do not
give full insight in their model, as this is thewdr for their business. However in case
of specific questions regarding certain supply emend figures they generally reveal
detailed figures from reliable sources. Althougeytihave to make assumptions in their
econometric model, that might be debatable, they lsadedicated team of more than 40
people with various industry backgrounds full timerking on the model. A source that
can definitely compete with a nation-wide survey aansus when looking at the
(disaggregated) supply and demand figures.

The data from Conningarth, as described in theireonents above, have been reviewed
and seem appealing.

Decay functions

As the lack of scientific background for the usetw current decay functions was one
of the main reasons to start this research vetifinaof the quality of these factors was
required. As the amount of known freight flows we sufficient to verify the quality
of the decay functions, findings from previouslyfpemed scientific studies have been
used. These studies mentioned in the literatureewesuggest and confirm relations
between decay parameters and certain influencior& (‘Value per ton’, ‘Scarcity’,
‘Supply concentration’ and ‘Local demand’, see aBertion 4.3). The same relations
were expected to be found using the provided data Conningarth and the currently
applied decay parameters. A visualization and summfthe results of the conducted
correlation analyses are presented below. We ligit@oncentrated on the possible
influencing factors that could be scored basedeawlity available data. The correlation
analysis between ‘Homogeneity’, ‘Brand’ and decayl we discussed in the next
chapter.
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Figure 5.1: Correlation analysis between propos#dencing factors and decay*

Supply Local
Value per ton | Scarcity | concentration demand
Decay parameter Pearson Correlation -,193 -,198 ,182 -,176
Sig. (1-tailed) ,084 077 ,096 ,104
N 53 53 53 53

Table 5.1: Correlation coefficient table*
* Based on the decay parameters of the 53 initegliglied power functions

The correlation analysis presented above is baseatieo 53 commodity groupings that

were initially assigned a negative power decay fionc Using the negative power decay
functions gives us a sufficient set of observatiansl the possibility to compare the
decay parameters with other studies (that haveaeappkgative power decay functions,
see Section 5.3). In Appendix E the outcome ofcthreelation analysis based on the 11
negative exponential decay functions can be foundthe same appendix we also
present the results of the correlation analysiethasn all 64 commodity groupings

(where the commodity groupings with a negative egmial functions are assigned the
best fitting negative power functions). Both analge not result in better correlations.

From the correlation coefficient table (Table 5itloecomes clear that none of the
influencing factors has a significant relation @giva significance level of 0.05) with the
decay parameters currently used in the commodiiglit flow model. The scatter plots
(Figure 5.1) reveal one of the underlying reasamnmodity groupings with very
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different characteristics (or scorings on the pgassinfluencing factors) have been
assigned the same decay parameters.

While the commodity groupings with assigned decasameters higher than 2 (maize,
iron ore, chrome, fertilizers, petroleum, gas, femeus metal basic industries and jet
fuel) seem to be the outliers, they are (for thet three factors) actually in line with the
hypotheses. From that perspective all commodityigirggs in the lower left corners of
the first three graphs are the ones that are ‘far(see Appendix A for the related
commodity groupings).

There is no clear indicator (common characterisgitjong the commodity groupings,
which got assigned a high decay parameter thatdyostify a different treatment from
the other commaodity groupings at this point.

An explanation for the phenomenon just observeddctwe that the scoring of the
commodity groupings on the influencing factorsnsarrect. As mentioned above the
data provided by Conningarth seem relatively rédiabnd appealing. It is however
possible that the definitions of for example valper ton and local demand differ
between this study and the ones in the past (as ol@arly described the definitions
used). Instead of the data it is also possibletti@tifferences in methodology between
the studies influenced the correlation analysise $ize of the regions, grouping of the
commodities and the use of the Euclidian distan@y rhave altered the expected
relationships between decay and possible influgnfzantors. Another explanation could
be that the assignment of the decay parametetsetedmmodity groupings has been
based on other characteristics than used in that/sin. From the perspective of this
analysis they should therefore be considered amriext. A last explanation could be
that the relationships between influencing factansl decay as confirmed in earlier
studies do not apply for the current situation auth Africa.

One or more of the four possible explanations @oezte data, wrong methodology,
incorrect assignment of decay parameters and imayiity to current South Africa)
might be the cause of the non-existence of corogldietween decay and the possible
influencing factors. However due to many (time aladia) limitations we will take the
data for granted for now as well as the appliedhodtlogy (although size of the
regions has been researched, see Appendix F).Urhent opinion within CSCM is that
the hypotheses as stated in the previous chapteddslapply for South Africa in her
current state as well. Therefore we will first fecon a more thorough quality check of
the currently applied decay parameters.

5.3 Comparison of decay parameters

A first step in the quality check of the currentiged decay parameters is to compare
them with other decay parameters obtained and unsenhilar models. In Section 2.4
the models of Black (1972) and De Jong et al. (20#0/e been discussed and their
related decay parameters have been listed in App@&dPublication of applied decay
parameters in freight flow modelling is scarce #mel comparison we want to use them
for is indicative (as differences between the medebke a meaningful comparison
difficult) therefore we will limit ourselves in thicomparison to the decay parameters
related to the two models just mentioned.

As the level of aggregation in commodity groupimgifuences the spread between the

decay parameter values (Black, 1972) it makes nserese to compare the relative
values (high/low) of the parameters instead ofattteial values.
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The high values for Fertilizers and Pesticides J#43ugar Cane (#16) and Stone
Quarrying, Clay and Sand-Pits (#28, #29, #30) amdficned by the studies of Black
while the value for Fertilizers is assigned a loalue in the Dutch model. Petroleum
Refineries and Products of Petroleum/Coal (#45)assegned a high level value in the
BasGoed model too, however in both studies of Blhely have been assigned a low
value. ‘Bricks’ is part of Structural Clay Produc(g325) in Blacks’ commodity
classification and is therefore expected to haverg high parameter value. However in
the South African model the parameter value ofcBsi is only average (0.60). A clear
reason for this deviation cannot be given at ttates

Besides these high values also the low valuesatigaassigned in South Africa to Cotton
(#2), Motor vehicles (Parts and Accessories (#58) #lachinery and Equipment (#56)
and Textiles, Clothing, Leather Products and Foatw#37) are confirmed by the other
studies.

The Dutch model is the only model confirming thevlealue for Food and Food

Processing (#34). CSCM assigned a low value to rheeutical, Detergents and
Toiletries (#44). This is in line with Drugs (#28B) the commodity classification of

Black. However when paints and other chemicals atded, like in the Shippers

classification (#8), the value of the decay paramb&comes very high.

Remarkable differences between the applied decayners are the values assigned to
Dairy (#15) and Poultry Products (#14). Both arsigiteed a very low value by the
CSCM while they have amongst the highest parametdwes in the commodity
classification. It is very well possible that kemgpicattle was more usual in the US in
1967 than it is in South Africa at the moment.

The low values given to Beverages (#35) and Tob&¢86) are also in contrast with the

outcome of Black's studies. In the Shipper clasation they are scored amongst the
highest values. It might be that both product geowere produced in more but smaller
production facilities 40 years ago in the US thiaaytare now in South Africa (where

almost all tobacco products are produced in orglesifacility).

As we have seen there are some clear similaritiesdaviations between the applied
decay parameters. We have not looked at the pessdlifferences in scores on the
influencing factors (as we do not have scoresHerdther studies) but the differences in
the parameters can already significantly influetheecorrelation between decay and the
possible influencing factors. The observed diffeemin the decay parameters suggest
that there are either significant differences betwthe countries and/or time periods or
that the assignment of the decay parameters irhS&fica have been incorrect. In the
next section we will present an approach to tastlést hypothesis.

5.4 Obtaining actual freight flow data

As an approach to test if the assignment of theeotrdecay functions has been
incorrect we propose to obtain actual freight flotksm the industry, derive decay
functions from these data and comparing the newaindéd decay functions with the ones
currently applied.

Obtaining actual freight flows is considered asfacdlt task as for most industries this
type of information is not centrally recorded and the individual players in the market
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there is very little gain in supplying the datafsfilling the request for information has

low priority. Apart from that there are often issuound confidentiality and the bigger
the organisation the more this type of data isteced over different divisions.

Moreover to obtain sufficient information on a cowuiity grouping with many sub-

commodities many different players need to be atath

It would be preferable to derive decay functionstfee commodity groupings of which

the decay parameters showed the biggest deviatom the parameters obtained in the
other studies (see previous section). However giliertime restrictions of this project

we will limit the data gathering process to the comality groupings of which we expect

to have the highest potential of obtaining suffitiedata. Therefore we pick the

commodity groupings:

. for which we have relevant contact persons
. with industry boards

. with dominating companies in the market

. with limited supply and/or demand points

The commodity groupings we have focused on andsariidion of their industry are
listed in Appendix G.

The data we try to obtain are preferable detait#dad origin-destination data including

distances and volumes transported. Although diss&rand volumes transported are
sufficient to derive decay functions, the actuadiorand destination data can give better
insights in the actual movements of the commodityugings and therefore help in

understanding the industry characteristics. In taldithese figures are more valuable
for the reality check of CSCM on the modelled flowése data should preferably cover
the whole range of sub-commodities otherwise attlé@e majority. We consider the

obtained freight flow data sufficient if the accuated data for a certain commodity

grouping represent at least 30% of the total toarssported of that commodity grouping

within South Africa. Census and surveys generaltyeat even a lower percentage.

5.5 Processing obtained data

Before the obtained data can be used for the damvaf the decay functions they need
to be processed in the right format. As the datmecdrom a variety of boards,
associations, research institutes, governmentaebahd commercial organizations the
way it is provided differs significantly. Some dfet provided data existed out of three
columns: origin, destination and volume. Based asmpBburce (GIS software) and a
shortest routes criterion the distance betweerotlygn and destination was calculated.
But in several cases confidentiality limited themganies in giving exact points of
origin and destination. In some of those cases disances and tons transported were
provided or in cases of high level locations (pneés) an average distance needed to be
derived, normally using the middle points of thdigated regions. Depending on the
industry the volumes were not in tons but in amaeitunits. In those cases average
weights had to be obtained to be able to converathount of units into tons.

In Appendix G assumptions are listed for everyodeibtained data to be able to use the
information for the next step; deriving decay fumcs.

After the distances and transported volumes of diierent sources for a certain
commodity were converted into the desired formayttvere combined in a volume vs.
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distance graph as shown below. These graphs faermput for the derivation of decay
functions.
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Figure 5.2: Unclassified observations for beverages

As mentioned before the decay parameter generadligates how transported volume
decreases over distance. Figure 5.2 seems to Ibeeiwith this definition. To derive a
decay parameter from this graph we need to fieaddine (or decay function) to the
observations.

However we cannot use this graph for the derivatibthe decay parameters yet. This
has to do with the fact that all the observatiomsegjual-weighted. If a line (a negative
power function for example) would be fitted to thesbservations, a cluster of many low
volume-short distance observations and a couplehigh volume-short distance
observations, it would go through the low volumastér (as shown in the figure below)
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Figure 5.3: Fitting curve to unclassified obsemas for beverages

This contradicts with our definition of decay are tvisual presentation in Figure 5.2.
The remedy is to add up the low volume-short distanbservations with the high
volume-short distance observations before wetfiead line to the data.

In this procedure small distance buckets are déf(f@ example buckets of 20km) and
the volume of all observations within each bucketadded-up. The result of this
procedure, called binning, is illustrated by thapir below.

The size of the bins depends on the provided datalee distance over which the goods
are being transported. The more detailed the datsmaller the spread, the smaller the
bin sizes. In Appendix H the commodity groupingsdrages and deciduous fruit are
used as example to show the influence of the bippimocedure on the decay parameter.
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Figure 5.4: Observations for beverages binned ibi8§

The established graphs, with the tons againstltssiéied distance (as shown in Figure
5.4), form the final input for the derivation ofad#gy functions.

5.6 Deriving decay functions from obtained data

In this section we will show how we generally derdkecay functions from the obtained
data, still using the commodity grouping beveraagan example.

The commodity grouping consists of alcoholic beges soft drinks and mineral water.
In general these types of products have comparkgistical flows therefore the
information of alcoholic beverages (obtained floata) will be used as sample data for
the derivation of the decay function. The datah& three biggest alcoholic beverage
manufacturers in South Africa are combined (seeir€ih.2) and classified in 80 bins
(see Figure 5.4). The next step is to fit a lingh@ a negative power or a negative
exponential function) to the data that describesdicay in tons over distance in such a
way that R-squared between the line and the datanisnized, resulting in the best fit.
The (steepness of the) slope of the line is whaketermined by the decay parameter,
which in this case has a value of 1.677 (relateal negative power function, see Figure
5.5).
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Figure 5.5: Fitting curve to obtained and binnethdar beverages
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The same procedure is followed for the other tamteommodity groupings involved in
the analysis. The resulting decay functions atedign the table below. In Appendix | a
table is presented with more detail regarding timnibg of the data sets and the
equivalent decay parameters related to the oppagitay function (negative power
function into negative exponential function andawersa).

Commaodity grouping Decay function Decay parameter
Beverages Power 1.68
Bricks Exponential 0.01
Cement Exponential 0.0068
Fruit
. Deciduous fruit Power 1.58
Citrus Exponential 0.0022
Sub-tropical Power 1.088
Viticulture Exponential 0.0034
Jet fuel Power 1.63
Motor vehicles Power 0.040
Paper & paper products Exponential 0.0021
Sugar Cane Exponential 0.052
Wheat Power 0.58
Cotton Power 0.75
Tobacco Power 11

Table 5.2: Derived decay functions from obtainethda

Now that we have decay functions that are derivechfactual freight flow data, we are
able to compare the new derived decay functionis thi¢ currently used decay functions
to indicate the differences.

5.7 Newly derived vs. currently in use

In the Table 5.3 the newly derived decay functiareslisted next to the decay functions
currently in use. Some of the commodity groupingsehshifted from a power function
to an exponential function. This has to do with fibet that the decay function is chosen
that fitted best (highest3Rwith the (binned) data. As mentioned earlier aarview of
the equivalent decay function and parameters ismgin Appendix I.

A first glance at both figures indicates big diffaces; the mean trip length (MTL)
related to currently used decay functions is inagirmall cases higher than the MTL
related to the new derived decay functions. But adsnarkable similarities; the figures
for cement are nearly equal. As we have only ohefsgbservations we do not have any
insight in the spread of the parameters and thexefee cannot test if the decay
functions differ significantly from each other.

When comparing the new derived decay parameterk thié parameters used in
comparable studies (see Appendix B) there seem etomore similarities. The
agricultural products (the different fruits, ‘Tolwa¢ and ‘Sugar cane’) are in line with
the Dutch model (De Jong et al., 2010) as wellhasnodels from Black (1973). The
parameter value for ‘Motor vehicles’ is low, fordper and paper products’ it is average
and for ‘Cement’ and ‘Beverages’ it is high. Thss dimilar to Black’s models. The
relative low value for ‘Bricks’ however contradictise high value for ‘Structural clay
products’ derived by Black. No reasonable explamatian be given at this stage.
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New deriveddecay functiors Currently used decay functiors
Commodity grouping Decay Decay MTL Decay functior Decay MTL
function parameter parameter
Beverages Power 1.68 286km Power 0.15 707km
Bricks Exponential 0.01 120km Exponential 0.035 185k
Cement Exponential 0.0068 310km Exponential 0.00644 | 318km
Fruit
. Deciduous Power 1.58 723km Power 0.15 843km
thlt Citrus Exponential 0.0022 608km Power 0.15 928km
. Sub tropical | Power 1.088 485km Power 0.15 662km
. Viticulture Exponential 0.0034 263km Power 0.15 329km
Jet fuel Power 1.63 202km Power 2.00 194km
Motor vehicles Power 0.040 607km Power 0.01 624km
Paper & paper products Exponentia 0.0021 332km dPow 0.15 615km
Sugar Cane Exponential 0.052 30,7km Exponential 00.1 3km
Wheat Power 0.58 553km Power 0.50 583km
Cotton Power 0.75 664km Power 0.15 668km
Tobacco Power 11 425km Power 0.15 1063knj

Table 5.3: New derived vs. currently used decaygtions

However to be able to interpret the figures ana gneaningful comments on both the
differences and similarities it is also importanthiave an idea of the robustness of the
decay functions.

Robustness analysis

This analysis should give us an idea how much #ve adeerived decay functions deviate
from the currently used decay functions from a ficat point of view. In other words
how many of the currently used decay parametelsvighin an allowable range from
the new derived decay parameter values. To betalist the robustness of the derived
decay functions we had to formulate an applicaletindion. We define robustness as
the change in the decay parameter given a cettainge in the mean trip length (MTL).
We use the MTL as it represents the transport mistaas well as the volume
transported.

As the MTL in many cases strongly depends on tlog@ghical locations of the supply
and demand points it is hard to predict the rangpossible MTL values. For some
commodity groupings (with a small range of possitidsv sets and related MTLS) it
might take several attempts to discover the alldevednge of MTLs, which is very time
consuming. Therefore we inversed the robustnes$ysamaby changing the decay
parameter values and looking at the effect on tfie. MEventually this gives the same
outcome for the analysis (see Figure 5.6).

The green and red line indicate respectively thpeumnd lower limit of the 10%
deviation range (315 — 257km) of the obtained M2B&km). The black dotted lines
point out the related range for the decay paramedkre (1.37 / 2.20). The chosen
ranges are arbitrary and only used to give an aiitin. Therefore no (hard) conclusions
can be based on the analysis.
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Figure 5.6: Robustness analysis of ‘Beverages’

In the table below the range of possible decaymater values is listed (fourth column)
that lead to approximately the same MTL as the Mdlated to the new derived decay
parameters (range of +/- 10%, see Figure 5.6 amNéation). In the last column the
difference (in percentage) between the MTL relatedthe currently used decay
parameter and MTL related to the new derived dgeaagimeters can be found.

Commodity grouping Decay functior | Decay Range (4/- 10%) Decay parameter | Deviation in
parameter in range MTL

Beverages Power 1.68 1.37/2.20 No 147%

Bricks Exponential 0.01*

Cement Exponential 0.0068 0.004/0.013 Yes 1%

Fruit 0.44/>3.16 No 16%

. Deciduous fruit | Power 1.58

. Citrus Exponential 0.0022 0.001/0.007 No 53%

. Sub tropical Power 1.088 0.84/1.34 No 40%

. Viticulture Exponential 0.0034 0.001/0.014 No 65%

Jet fuel Power 1.63 12/>4.0 Yes 3%

Motor vehicles Power 0.040 <0.001/0.2 Yes 1%

Paper & paper products Exponential 0.0021 0.0@LBe032 No 85%

Sugar Cane Exponential 0.052 0.04/0.06 No 22%

Wheat Power 0.58 0.43/0.75 Yes 6%

Cotton Power 0.75 <0.015/>3.0 Yes 1%

Tobacco Power 11 0.2/>33 No 11%

Table 5.4: Robustness analysis for the new derdesdy parameters

*Obtained data not suitable for this exercise

Black (1973) mentioned that in general the gramiydel is not particularly sensitive to
slight changes in its exponents. However from T&bfiewe can see this does not count
for all commodity groupings in our research as rbleustness of the decay parameters
differs significantly between the commodity grougsn In case of for example
‘Tobacco’ and ‘Cotton’ the decay parameters caohanged over a broad range without
influencing the MTL significantly while for exampllae MTL values of ‘Cement’ and
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‘Sugar Cane’ show considerable changes when trearders are changed only slightly.
In case of commodity groupings like ‘Tobacco’ a@btton’ with very limited supply
and/or demand points (see Appendix G) there aresaomany alternative flow sets
possible. If there is for example only one supphnp all the demand points need to be
supplied form this single supply point. In this edise value of the decay parameter does
not influence the flows (as they are ‘fixed’) ahertefore barely any change in the MTL
can be observed.

The last two columns show that for certain commpoditoupings like ‘Cement’ the
currently used and new derived decay parametershigidy comparable while the
parameters and related MTL of for example ‘Bevesaddfer significantly.

The findings from the robustness analysis and coisgra between the current and new
obtained decay parameters give rise to a new atisalanalysis between decay and the
possible influencing factors but this time basedjust the decay parameters derived
from the observed data.

5.8 Chapter summary

The proposed methodology to come to a regressiatehrequires several reliable data
sources. It is hard to verify all figures suppligg Conningarth but currently they offer
the data that comes closest to data obtainable &dwgistical survey or census and the
presented figures appear appealing. As there wadate available to derive decay
functions from we proposed to use the currentlyliagpdecay functions for the
correlation and regression analyses. However anivariate correlation analysis with
these decay functions showed very weak and insogmf relations between the
influencing factors and decay. Besides that, aenpaitterns in the decay functions are
present, which makes them inappropriate for thegse of regression analyses.

A comparison between the currently used decay petexs)in South Africa and the
decay parameters used in comparable models, reivesal®e interesting differences.
These differences give rise to find out if the lowrrelation coefficients for the relations
between the influencing factors and the decay fthm initial univariate correlation
analysis might have been caused by the incorregrament of decay functions to the
commodity groupings. To test this hypothesis weehi@vrepeat the correlation analysis
with (for this purpose) newly derived decay funnso The differences between the two
groups of decay parameters (current vs. new), linddr by the outcome of the
robustness analysis, and the fact that the neweatkdecay parameters are more in line
with the parameters used in comparable studiemgitnien the idea of performing a new
correlation analysis. This correlation analysisydnktludes the 14 commodity groupings
that have been assigned a new decay parametethé-oest the new analysis will be
similar to the initial one. In the next chapter tesults from the new correlation analysis
are presented.
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6. Results

Now that we have decay functions based on actesgHt flow data, we are able to
repeat the initial correlation analysis to verifithe new decay parameters do show the
expected relationship with the influencing factofée will start this chapter with the
outcome of the correlation analyses. The influepdiactors that show a significant
relationship with decay will be used in the regm@ssanalysis. This analysis will be
presented in Section 6.2. We will conclude by dsstug the verification and validation
of the model in Section 6.3.

6.1 Correlation analysis

In Figures 6.1 and Table 6.1 the outcome of theetation analysis between the newly
derived decay parameters and the possible inflngndactors (‘Value per ton’,
‘Scarcity’, ‘Supply concentration’ and ‘Local dendiphis presented. The analysis is
based on the 14 commodity groupings presentedeirptavious chapter (and listed in
Appendix G).
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Figure 6.1: Correlation analysis between the newiveleé decay parameters and possible
influencing factors*

*based on the 14 derived power functions listeAppendix G
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Again, like in Chapter 5, we had the choice betwsereral approaches regarding decay
functions. We could have split the 14 commodityugiags into two groups; one for
commaodity groupings for which the negative powandtion fitted best to the data (8)
and one for commodity groupings for which the naga¢xponential function fitted best
(6). However as14 commodity groupings is alreadgry small number of observations
to base a regression model on, a further split opldvmake it even more difficult to
draw founded conclusions. We could also have chtseransform all negative power
functions into negative exponential functions. Tinisvever would mean that we have to
transform the decay functions for eight commoditgupings instead of six (when we
would transform the other way around). Moreoverdicgethe analysis for the currently
used decay functions already based on a set of calityngroupings with negative
power functions assigned. Therefore all 14 comnyodibupings in this correlation
analysis have been assigned a negative power deoation. This means that
commodity groupings with a negative exponentialction as a best fit with the
obtained data have been assigned the closestdelatative power functions (second
best fit). In Appendix J the correlation coeffidielables of the correlations analyses
based on the other approaches are presented. Sdime aorrelation coefficient tables
show significant relations of moderate strengthwkeer the squatter plots do not
visually underline these relations.

The correlation coefficients related to the scatlets in Figure 6.1 are summarized in
the table below. The figures in the first row oé ttable are the correlation coefficients,
the second row shows the observed significancdddgtee chance that this relation is
actually non-existing) and ‘N’ indicates the amouwftobservations included in the
analysis.

Supply Local
Value per ton | Scarcity concentration demand
Decay parameter Pearson Correlation -,625 -,692 ,008 217
Sig. (1-tailed) ,008 ,003 489 228
N 14 14 14 14

Table 6.1: Correlation coefficient table (with nderived decay parameters)

Verifying hypotheses

Although we know that most of the new derived defiactions differ a lot from the
currently used functions, the correlation analydisws us that also these new decay
functions do not clearly express the expectediogighips with the influencing factors.
Therefore we cannot yet conclude if (the valuethefdecay parameters in) the currently
used decay functions are the reason for the wéatame between decay and the possible
influencing factors as stated earlier in Chapter 5.

From the correlation coefficients in Table 6.1 vea cee that ‘Value per ton’, ‘Scarcity’
and ‘Local demand’ have the correct sign given ligpotheses stated in Chapter 4.
‘Supply concentration’ seems to have no relatigmsiith decay at all. Possible
explanations for these observations will be consideluring the discussion in the next
chapter.

Given the observed significance levels (see Tahle) éhe weak to moderate
relationships between ‘Value per ton’ and decawels as ‘Scarcity’ and decay seem to
be significant (using a significance level of O&3bstated earlier in Chapter 4).

When we look at the individual scatter plots (Feyi.1) we see that especially the
graph of ‘Value per ton’ and ‘Supply concentratig@ives rise to apply a logarithmic

66



transformation (see Section 4.4) to reduce thei@nite of the outlier (in both cases the
commodity grouping ‘Motor vehicles’). Therefore werform a similar correlation
analysis, as done before with the new derived déeagtions however this time both
the decay parameter as well as the scores of theemeing factors will be log
transformed.

The coefficient table for this correlation analyisipresented below.

Supply

Value per ton
(log)

Scarcity (log)

concentration
(log)

Local
demand (log)

Decay parameter (log)

Pearson Correlation

Sig. (1-tailed)
N

-,696
,003
14

-,389
,106
12

-,162
,290
14

,082
,405
11

Table 6.2: Correlation coefficient table (basedamntransformed data)*

* The reduced amount of degrees of freedom areechlg missing or not transformable values

Although the log transformation increased the digance level of ‘Scarcity’ it
decreased and therefore improved the significaaeel lof both ‘Value per ton’ and
‘Supply concentration’. The significance level af@ly concentration is still far above
the threshold of 0.05. If we look at the scattent if the log transformed relation of
Value per ton’ and decay (below) we can see thatdhation still does not appear to be
very clear and strong and is still dominated bydb#ier. This means that including (the
log transformed) ‘Value per ton’ in a regressiond®loto predict the decay parameter
would be debatable and most probably meaningless gbedictor). Therefore we decide
to include only ‘Scarcity’, out of the four reselaed possible influencing factors above,
in the regression model (see next section), addhter showed a moderate relationship
with decay.

1551

Decay parameter (log)

-1,0

-1,5 T T T
2,0 3,0 4,0 5,0

Value per ton (log)

Figure 6.2: Scatter plot of the relation betweea litg transformed decay parameter and log
transformed ‘Value per ton’

Beside these possible influencing factors we hadse studied two factors that are not
scored based on known quantitative figures but base the knowledge of expert;
‘Homogeneity’ and ‘Brand’. We will now look into ése two factors and their possible
influence on the decay.
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Homogeneity & brand

As stated in Section 4.3 we expect the level of bgeneity and the amount of brands
combined with brand loyalty to influence the vabfethe decay parameters. The initial
plan was to perform in-dept industry research as¢htwo factors to be able to use
figures derived straight from the industry itself (hard figures are not readily available
within CSCM). However due to the fact that the dation of new decay functions got
priority combined with time restrictions on the @asch forced us to use expert
knowledge instead.

The scoring of the three factors (as ‘Brand’ ex@stsAmount of brands’ and ‘Brand
loyalty’) by the panel of experts is explained gtall in Appendix D.

These scores have been used in the correlatiopsasads presented below.
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Homogeneity Brand

Figure 6.3: Correlation analyses between the neweatkdecay parameters, ‘Homogeneity’ and
‘Brand’

Homogeneity Brand
Decay parameter Pearson Correlation 235 -,186
Sig. (1-tailed) ,210 262
N 14 14

Table 6.3: Correlation coefficient table

From the correlation coefficient table (as welltls scatter plots) we can see that both
factors behave in line with the hypothesis state@éction 4.3. The observed level of
significance shows however that the relationshipwben the possible influencing
factors and decay is weak. Both scatter plots d@ive rise to use a log transformation
as no clear outliers can be detected.

Given the analysis above there is no reason taidieciHomogeneity’ or ‘Brand’ in a
regression analysis. As ‘Scarcity’ turned out tothe only serious candidate for a
regression analysis performing multivariate analyisi not necessary and there is no
chance of multicollinearity. In the next section wil therefore present the outcome of
the regression analysis with ‘Scarcity’ as onlydiceor.
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6.2 Regression analysis

The main outcome of a regression analysis is ndymgiven in three tables; a
coefficient table, an ANOVA table and a table witle model summary. The coefficient
table (Table 6.4) shows the coefficients for thgreesion model (listed under ‘B’) as
well as the significance level (Sig.) for the irsdal factors.

Standardized

Unstandardized Coefficients Coefficients

Model B Std. Error Beta t Sig.
1 (Constant) 1,528 , 148 10,348 ,000
Scarcity -2,628 791 -,692 | -3,321 ,006

Table 6.4: Regression coefficient table (decaympatar as dependent variable)

Given the coefficients in the table the regressmmuel at hand is of the following form:
Decay parameter = 1.528 -2.628 Scarcity

Suggesting that the decay parameter for, for exanapiScarcity’ of 0.4 would be
1.528 -2.628 * 0.40 = 0.46.

The significance level in the last column showsiféegknt result as in the correlation
analysis because SPSS performs standard a twotsisted his figure therefore needs to
be divided by 2 and shows that the relationshipiben ‘Scarcity’ and decay is negative
with a significance level of even less than 0.01.

From the analysis of variance (ANOVA) table we d¢ema out how much of the total
variability is being explained by the regressiond@lo(Regression Sum of Squares) and
how much variability is still unexplained; the mhsal (or Residual Sum of Squares). In
this case 1.864 out of 3.892 is being accountethyahe model. The other 2.028 is the
amount of variability that still cannot be accouhfer after the regression model has
been fitted to the observations.

Sum of
Model Squares df Mean Square F Sig.
1 Regression 1,864 1 1,864 | 11,029 ,006"
Residual 2,028 12 , 169
Total 3,892 13

Table 6.5: Analysis of variance (ANOVA) table (withe decay parameter as the dependent
variable and a constant and ‘Scarcity’ as the ptets)

The model summary (Table 6.6) shows us the explapatalue of the regression
model. R, the multiple correlation coefficient,tige correlation between the predicted
and observed values, which is for a simple linesgreassion model equal to the
correlation coefficient as found earlier in our redation analysis. In the column of R
we can see the percentage of variability in theeddpnt variable that can be explained
by the regression model. In this case the explaypatdue of the model is 47.9%.
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Adjusted R Std. Error of
Model R R Square Square the Estimate

1 ,692° 479 435 4110974

Table 6.6: Model summary (with the decay parametsr the dependent variable and
a constant and ‘Scarcity’ as the predictors (ingiddy?))

The explanatory value of the regression model nsitéd. Only half of the total
variability in the decay parameter can be explaibgdpplying this model. Therefore
predicting the value of the decay parameter base@ oegression model that only
includes ‘Scarcity’ would probably result in signdnt deviations from reality and is for
that reason not recommendable. However, the m@debe used as an indication of the
decay parameter value. A list of indication valdes the decay parameter of the
commodity groupings that have not been researahéépth during this research can be
found in Appendix K. However as accuracy of theresgion model is low (see Section
6.3) we will not discuss all the listed decay pastars.

By looking at the scatter plot of ‘Scarcity’ vs. cdy (Figure 6.1) the commodity
grouping of bricks (at coordinates (0.009;0.61)pmse to be quite far of the trend line.
We know from the description of the data (Appen@ixthat they have been obtained in
a different way (part of it was already binned irGobins) than most of the other
commodity groupings. This might have influenced degivation of the decay function
and the value of the decay parameter and therdfereegression analysis.

Given the regression model and the assigned sgamiie for ‘Bricks’ this commodity
grouping is supposed to have a decay parametee wbse to 2. This is a high value
relative to the decay parameters of other commagtityipings researched. However, if
we compare this value with other studies, stonecday products have often the highest
scores (see Black (1972) for example). This inegdhat our derived decay parameter
value might be incorrect.

In case we would exclude ‘Bricks’ from the regressanalysis the explanatory value of
the model increases significantly {Recomes 0.681). Besides the explanatory value
also the significance level improved (0.001). Tdiges rise to a reconsideration of the
obtained data for the commodity grouping of ‘Bricks

6.3 Verification and validation

The next step after establishing the regressiorefriedo verify and validate it.

A verified model means that the model operatesectly; it is logically consistent and
complete.

Validation is the process of determining whethex thodel is a sufficiently accurate
representation of the real system it is designedftect (Turnquist, 2006).

Without sufficient and correct data it is a diffitcdask to verify and validate the
regression model. Because of its simplicity itasyeto say that it is logically consistent.
However the moderate explanatory value of the mautitates that there should be
more or other factors included and therefore wenotstate at this stage that the model
is complete.

To be able to validate the model we need more déwagtions derived from actual
freight flow data (that reflects reality).
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Prediction intervals

The 95%-prediction interval of the regression magleés an indication of the accuracy
of the model itself. For every value of ‘Scarcity’gives the range of possible decay
parameter values. This range is two times the standrror of the regression model
(one to each side of the of a point on the regoedane). If this range of values is small
(small standard error) the accuracy of the modéligh. However a broad interval (in

combination with only a moderate relation) tendsalow almost all decay parameter
values for every value of the explanatory varialble Figure 6.4 the 95%-prediction

interval for ‘Paper & paper products’ (with a ségrezalue of 0.15) is shown.

2,0 Upper 95% prediction line|

1,54

1,0

5 \

R: Linear = 0,479
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Figure 6.4: 95%-prediction interval for ‘Paper &yes products

From the graph above it becomes clear that, asiomeat above, almost all possible
decay parameter values (assigned to the commaditipangs in this research) are in the
95% range of the scarcity value of 0.15. This brioéerval is caused by the relative big
standard error of the regression model.

From a validation perspective this means that tdoeirmcy of the model is rather low.

In the table below the 95%-prediction intervals tfee other commodity groupings have
been listed.

Commodity grouping Lower 95% prediction line Upper 95% prediction line
Beverages 0.49 2.37
Bricks 0.56 2.45
Cement 0.11 1.98
Fruit 0.57 247

Deciduous fruit

Citrus 0.57 2.48
*  Sub-tropical 0.53 242
»  \Viticulture 0.58 2.48
Jet fuel 0.44 2.31
Motor vehicles -0.46 1.57
Paper & paper products 0.21 2.06
Sugar Cane 0.58 2.48
Wheat -0.49 1.56
Cotton -0.25 1.70
Tobacco -0.02 1.87

Table 6.7: 95%-prediction intervals for the regi@ssnodel
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Road vs. rall

The idea of using rail data to validate the motielutd be reconsidered at this stage. As
mentioned before the currently used decay functi@ave been based partly on these rail
data. From the comparison between the currentlgt asd new derived decay functions
we would expect the rail data to differ signifidgrftom the data on road. Therefore a
validation based on rail data would be inappropriat

The rail data can however be used to obtain degagtibns for rail (if it exist in suitable
format) and perform a similar correlation analyamisl maybe even a regression analysis.
We could then compare the obtained decay functibestelationships with the possible
influencing factors and (if the correlation anatygives rise to it) the regression model.
This could give CSCM more insight in the differemedehaviour of the influencing
factors between road and rail. This will be statethe recommendations.

6.4 Chapter summary

A correlation analysis between the new derived geftanctions and the possible
influencing factors has been performed. The comtyagibupings were for the purpose
of the correlation analysis assigned a negativeepalecay function that fitted best to
the related data. All relationships, except for thlation between decay and ‘Supply
concentration’, follow the expected behaviour astest in the earlier formulated
hypotheses. However most relationships are weakradsignificant except for the
relationship between ‘Scarcity’ and decay. Themfa regression analysis was
performed with ‘Scarcity’ as the only predictor.€lTastablished regression model has an
explanatory value of 47.9%, which can be increased®8.1% if the commodity
grouping ‘Bricks’, of which the data have been aied in a different way compared to
the other researched commodities, is left out efahalysis. The accuracy of the model
is still not very high but it gives an indication the value the decay parameter should
have. In the next chapter possible explanationg#meak relationships between decay
and the other possible influencing factors willdigcussed.
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7. Discussion
The fact that only one of the expected possibléuémiting factors seems to have a
significant explanatory value for the decay pararstgives rise to search for possible
explanations for the non-existence of the othereetgad relationships. In this chapter
different possible reasons will be presented ansdudised.

In essence there are three main reasons for thdepmoat hand. Either the used data
(sources) are incorrect (Section 7.1), the usechodetogy is inappropriate (Section

7.2) or the relations as demonstrated in literatiorenot fit the current characteristics of
South Africa (Section 7.3). We will discuss the §ibke reasons in respective order
below. We will end the chapter with an outlook itite future (Section 7.4).

7.1 Incorrect data (sources)

The whole study depends heavily on the data thatbaing used. Wrong input will
obviously lead to wrong output. However as has beeted by many authors and
experienced by CSCM too, high quality data arerofftard to find and obtaining them is
a costly and time-consuming exercise. If we lookhat data that have been used to
conduct the correlation and regression analysescare distinguish three sources;
Conningarth, expert knowledge and industry.

Conningarth

As mentioned in Chapter 5 the best readily avadldigures in South Africa regarding
the characteristics of the commodity groupingsatchare at the moment produced by
Conningarth. However this does not mean that therdis are correct. On almost weekly
basis CSCM finds out about actual freight flowsttda not match the data obtained
from Conningarth. This has for example to do wi#td lalignment of what commodities
are assigned to which grouping. Although this isyale of continuous improvement,
mistakes in for example the locations of productowrthe amount or place of import
will obviously have their influence on the assigrsbres of the different researched
possible influencing factors. The influence of #hesrors might for certain commodity
groupings be significant.

Expert knowledge

Expert knowledge is a great source of informatlwat is rather easy to obtain but it has
its down sides. The data are only as good and sixteas the knowledge of the experts
and often has some level of subjectivism. In amlidase the expert knowledge would
be used in combination with a fact-based reseanchoroad survey. Both were
unfortunately not possible in this study due toetiand budget restrictions. The used
scores for the factors ‘Homogeneity’ and ‘Brandéeréfore need to be used with a
certain level of caution. Although experts claimafaply inter-subjectivism (representing
the subjectivity of a broad group) it is hard tg sdnat the actual quality of these figures
is, as mentioned fact-based industry research dhmutone to verify this data source.

Industry

Given the fact that the currently used decay famstihave been found by trial-and-error
methods and sophisticated estimations (‘guesstims)i the quality of the decay
functions obtained by in-depth industry researcly mepect to be higher. However also
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this in-depth industry research has not been perfieenany cases the industry figures
have been based on only one or a few companies.niilght have led to skewed data in
case a company was specialized in short or long thauosport, a specific region or a
specific sub-commodity. The percentage of obtaidath might for some commodity
groupings have been too low to obtain a reliable @epresentative sample resulting in
comparable errors as just mentioned. In some ¢heeasbtained data needed extra unit —
weight or value — weight conversions. As we neeldime versus distance figures for
the derivation of decay functions (see Figure &r2amount of cars or the value of cars
needs to be converted into volume (tons). Theseoliem estimations or averages as
specific conversion rates are not known (even ley gtoviders of the data). Another
important factor was the assignment of high-lewgdply and demand location data to
specific low-level MD’s (or cities). Because of dalentiality some of the companies
provided consumption data only on a sub-provinieia¢l, while MD levels were needed
for distance calculations. All these conversiond adaptations will have influenced the
accuracy of the data. The significance of thisu@fice is hard to quantify.

7.2 Inappropriate methodology

Next to incorrect data also an inappropriate meathayy can be the cause of the non-
existence of the correlation between decay angdissible influencing factors. Hereby
one should think of how the metrics have been anode way the commodities have
been grouped, the application of model specifidatise choices and we can even
question if the right possible influencing factbesse been chosen.

Choice of metrics

The way the metrics have been chosen has a mdjaenge on the scoring of the
possible influencing factors. The metrics for ‘Valper ton’, ‘Supply concentration’ and
‘Local demand’ have been chosen based on literatudeare therefore expected to show
similar correlations but the metrics for ‘ScarcjtBrand’ and ‘Homogeneity’ have been
designed specifically for this research. It is vergll possible that a different metric,
with different scoring would have led to a strongaore significant correlation.

Grouping of commodities

As has been mentioned in Chapter 1 and 5 the waynmlities are aggregated into
commaodity groupings might influence the valuesta tecay parameters as well as the
scoring of the commodity groupings on the differpassible influencing factors. Black
(1972) studied the differences between decay paeamepplied in two different
models. One model used 24 commodity groupings whiesecond model applied 80
(see Section 2.4). The outcome of his study watsthiese was a clear difference in the
magnitude of the decay parameters (the spreadeirdéitay parameter values of the
more aggregated commodity groupings was far smaltowever the decay parameter
values of the two models were proportional to eettter. For example in both models
stone-related commodity groupings were assigneditjeest decay parameter values
(11.25 and 5.325) and industrial machinery the Bive05 and 0.25). This suggests that
the correlation would not be effected by the gragpf the commodities.

However we have no information about differencesh@& scoring of the influencing
factors. The fact that different commodities witiffetent characteristics (for example
different purposes, qualities or values per tonyehbeen aggregated into the same
commodity groupings might have led to compound hhwlred scores. Especially the
scores for ‘Value per ton’ and ‘Supply concentnatiwill be influenced. The scores of
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the first one for obvious reasons and the scordbefatter one because supply points
might be specialised in the production/supply eédain product (type). For example in
case of many supply points one would expect shartsport distances however if the
supply points all produce a different kind of prot(type) this expected behaviour will
not be observed. But as mentioned in the first tdramodel complexity will increase
significantly if more commodity groupings would bdded. Compared to other models
the distinction between 64 commodity groupings lreaay of higher detail than the
average model and does not deviate much from the80nodity groupings studied by
Black. Therefore only a change in the way the couiittes are grouped (the
composition) would actually be an option for invgation.

Selection of commodity groupings

The selection of the commodity groupings includedhis study could be of significant
influence in the applied correlation analyses. &sec of the value of the goods our
selection of groupings is very skewed to the low&agoods with ‘Motor vehicles’ as
the exception. This makes it difficult to verifyetthypothesis regarding the relationship
between decay and ‘Value per ton’. Because no detee made available by the
industry, none of the mining commodity groupingsdnaeen part of the analysis, while
they have been included in comparable studies (lilee one carried out by Black
(1972)). These commodity groupings generally havdigh supply concentration
(limited amount of mines) and high local demand¢gssed close to the mines). Their
value per ton has a broad range (coal vs. diamointi€refore the exclusion of mining
might have a significant influence on the scorethefpossible influencing factors.

Size of studied regions

Although the level of detail in which the study aiie divided might not really influence
the value of the decay parameter it will definitgiffuence the scores of the influencing
factors. The South African model uses 356 areas'$MBlack (1972) studied only nine
regions on a national level in the US (not cleaw ltloe size of a local production area is
defined), which are therefore expect to be largantthe MD regions. In case of local
demand (total consumption of a certain product e aegion divided by total
production of that product in the same region)gtze of the area that is considered as
local might have been much bigger in the US studntthis study in South Africa.
Therefore one would expect far lower scores foalaemand in South Africa (currently
ranges only between 0 and 0.4). Dividing South ¢&frin fewer regions will keep the
decay parameters more or less the same but itdefihitely influence (increase) the
scores for ‘Local demand’.

Data processing

Another important point in this discussion is theywobtained data have been processed.
In the previous section we already mentioned thevesion of for example units into
tons but as the obtained data often included @iffesteps in the transportation process,
finding the right distance for deriving the decaydtions was complicated and needed
processing of the data. The data included for eXxarmansport distances from the
production plant to the package facility, from theeckage facility to the warehouse and
from the warehouse to the final customer (all piledi as separated shipments). This is
in contrast with the model applied by CSCM thatyordres about the distance from the
initial production to the final customer. As explad for ‘Motor vehicles’ in Appendix

G a lot of steps were necessary to trace backdabdsyfrom the final customer to their
initial production point. This might have influerttéhe derived decay parameter values.
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Distance metric

We can also question the use of the distance medrimentioned in Section 2.2. In this
study actual road distance has been used whildtamative like Euclidian distance,
used by Blake (1972), might have led to differemtiues (more negative decay
parameters as distance is reduced). To find ateifinfluence of the metric is a cause
for the difference in correlation strength and #gigance between this study and
literature, an extra study would be necessary.

However as the model eventually needs to trangitete@enerated freight flows onto an
actual road network (with actual transport distajcé would be impractical to use a
different distance metric for the derivation of dgdunctions.

The use of a different metric should therefore ltasusignificant model improvements
(this should be the outcome of the additional studlgfore implementation will be
considered.

Choice of possible influencing factors

Before we even had to choose the metrics for tflaencing factors we first had to
decide on the possible influencing factors thatwa@ted to include in this study. Partly
based on literature and partly based on well-fodrugothesis. This however does not
mean that we have been complete. There might leg sibtors that correlate with decay
stronger and more significant than the ones praposéhis study.

Choice of decay function

In the correlation analyses we have chosen to apative power decay functions. We
could, as explained in earlier chapters, also fehasen for a different approach. We
could have assigned all commodity groupings a meggtower decay function or split
the set of commaodity groupings in two groups; ooewhich a negative power decay
function fitted best to the related data and omeMuich a negative exponential function
fitted best to the data. However for the currened decay functions we have seen that
neither the assigning of negative exponential fionmst nor the split up did result in
better correlations (see Appendix E). In case ef tlbw derived decay functions the
assigning of negative exponential functions tacalhmodity groupings did not result in
better correlations (see Appendix J). The splitbepveen the two groups on the other
hand seem to show stronger correlations betweeaydard the possible influencing
factors. However the scatter plots are not realbywvincing and the amount of
observations per group is really small. Therefdne split up would only be an
interesting option if the amount of observationsnmodity groupings with sufficient
actual freight flows) would increase.

Moreover from Appendix | we can see that the R-segiavalues for the best fitting
decay function and their alternative do not diffeuch (same order of magnitude). This
suggests that it should not make a real differevitat approach is applied.

Binning

In Appendix H we have already discussed the infteeof binning data, which seems
hard to quantify. In the next chapter we proposeal&rnative research plan that does
not include a binning procedure at all.

76



7.3 Non-fit with current South African characteristics

The studies regarding decay parameters done inpdis¢ took place in developed
countries like the US, England and the Netherlahidseems a reasonable question if the
findings for the other countries apply to Southiédrgiven the fact that geographical,
economical and cultural differences are significant

Decay parameters

Black (1972) showed that resizing the studied didanot have significant influence on
the derived decay parameters. Therefore the difteren size between the countries
being researched is not expected to seriouslyanfia the correlation. On the other hand
the fact that the majority of freight transportatia the country takes place just between
Johannesburg and the two other biggest cities (Jagwen and Durban) might have
significant influence on the decay functions ashiswn in the following example.
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Figure 7.1: Observations of ‘Paper & paper products

From the graph above it is clear that there arepeaks at 500km and 1200km. These
are exactly the distances between Durban and Jekaarg and Johannesburg and Cape
Town (freight flows between Cape Town and Durbanguing via Johannesburg). This
indicates that the main paper mill is located clws@ohannesburg.

This effect is reduced by binning the data but miglduce even more (or in a different
way) if we would use a more aggregated area l&zetrently the MD level is used. If
we would use a more aggregated province level adstall transport also gets
aggregated. Peaks in the graphs will be less eisibtl influencing, obviously at the cost
of loss of amount of observations.

Time factor

Obviously a lot has changed globally over the pgedly years. As suggested by for
example Helvig (1964) the exponent varies with timedlecting improvements in
transport, changes in production and inventory tioog, changes in demand for
transportation, varying mode preferences and clangerea interaction. This is an
important reason to make the comparison betweetthSduica now and the US and
England four decades ago with caution. As no resemties have been carried out that
confirm that relationships found in the past ar wtlid in the current economical and
infrastructural environment, it is hard to makerfistatements without further research.
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Value per ton

Because of differences between the countries ane geriods, the performed studies
might have dealt with very different costs of tpaot. This could be an influencing
factor in the relationship between ‘Value per tand decay. Fuel prices were lower as
well as labour and vehicle costs. On the other hamodluct prices were also lower,
which makes it hard to indicate the influence détige costs without a proper research
on this subject.

Another issue that might explain the differencéravel distance between high and low
value goods has to do with a trend on the tradekehaBince the last decade it has
become popular to use agricultural goods as sp@mulanstruments. This has
influenced the storage and (therefore) the tratsgdadistance significantly. Especially
the lower value agricultural products have incrdage their transported distance,
resulting in less negative decay parameters.

7.4 Outlook into the future

The current trend where the business environmecrttasging into a more supply chain
oriented environment can have significant influemcethe current flows (Turnquist,
2006). The traditional ‘within’ firm decisions aohanging into ‘across’ firm decisions
resulting in new flows that transcend the usual amate or less predictable flows of
single separate commodity groupings. Raw mate(i@s example ‘Wood & wood
products’) may for example travel longer distanasshe related processed product (in
this case ‘Paper & paper products’) productionlifées are located closer to the end
consumer causing lower total transport costs. iif@ans that decay parameters in decay
functions of raw materials will decrease while tlezay parameters in decay function of
processed or end product (often associated withigheh price) will increase.
Contradicting for example the hypothesis of thetiehship between ‘Value per ton’
and decay.

Another evolving dimension in trade flows, globatisn with e-commerce as example,
will also have its effect on the freight transptida flows. Suddenly the amount of
(information about) supply points increases trenogisty (as the market becomes
global), because of this international competingntoes start specializing and in many
cases this means that more products will be imgortais will increase the scarcity of
many but mainly processed or end products (fromaAttie US and Europe). The
logistical chains get shorter as often productssaweed and shipped immediately from
the production plant or a big central warehousean3port is often outsourced to
specialised parties who are, because of econonsgalé, able to ship the products of
different clients more efficient. This will redudiee total average transportation distance
of mainly the end products and therefore influetiee (historical) relationship between
‘Value per ton’ and decay.

For the current form of the model the impact ofoeamerce will be limited as most
original supply and demand point stay the samee@xior the increasing importance of
seaports). However as soon as CSCM decides to rimaple more logistical elements
(warehouse locations, shipper behaviour, etc.)irtbeeasing influence of e-commerce
on the transportation flows should be accounted for
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7.5 Chapter Summary

Many factors have or may have influenced the cati@ and regression analyses.
Especially the level of detail (size of the regiprselection of commodity groupings,

amount and quality of the obtained data and theqssing of the data have had their
impact on the values of the decay parameters aoes®f the possible influencing

factors. Besides the issues with data and methggdaltso the different time frames and
countries will have influenced the comparison bemvéhe studies, the derived decay
functions and their relationships with the possibfuencing factors.

The different possible reasons for the non-exisgesiccorrelation between decay and
possible influencing factors suggest improvememthié current research design as well
as completely new studies. In the next chapter Vebesides the overall conclusions

also discuss these recommendations.
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8. Conclusions and recommendations
This research started based on a main researcticquddow that all the sub questions
have been answered in the previous chapters the guastion can be answered. This
will be followed by general conclusions based oe gerformed analyses and related
discussion (Section 8.1). Finally recommendaticegarding model development and
further research will be presented (Section 8.2).

8.1 Conclusions

8.1.1 Themain research question
The question that gave rise to this research wamuiated and presented in the first
chapter of this report as follows:

How can the current decay functions of the comrgddiight flow model applied on the
freight flows of South Africa transported by roael improved in a way that both the
current mapping of the freight flows as well as theecasts of the freight flows will be
improved by focussing on better insights in thédiacinfluencing decay?

The answer to this question can be given by comyithe findings from the previous
chapters and is stated below.

By applying a regression model based on the relship between new derived decay
functions and ‘Scarcity’ a prediction with moderatzuracy can be made for the values
of the decay parameters for all commodity groupimg$South Africa transported by
road.

The use of these predicted decay functions shoofafdve current mapping as well as
forecasting the freight flows. However therefordidation of the model by newly
obtained data is necessary.

The fact that the ratio between import and totahaed (‘Scarcity’) can be used to
predict (or influense) the decay function meang (redical) changes in this ratio will
have his reflexion on the decay function. If it d@ foreseen that the ratio will change
in the (near) future the decay parameter in thedasting module should be adjusted
accordingly. This will improve the accuracy of tleeecasts.

8.1.2 Data

Current decay functions

The correlation analysis between the currently usechy functions and the possible
influencing factors (derived from literature) indted no significant relationships. Based
on the related scatter plots one could conclude s$ivailar decay functions were
assigned to commodity groupings with very differeobres on the possible influencing
factors.

A comparison between the current and new derivedaydefunctions shows big

differences. However as only one set of observatisnavailable (all used for the
derivation of the new decay functions) nothing bansaid about the spread in variation
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of the values of the new derived decay functioreer&fore no conclusions can be made
regarding the significance of the differences betwthe two sets of decay functions.

Robustness of the new decay functions

If one would accept a +/- 10% deviation from thé¢éaned mean trip length (MTL), only
five out of fourteen currently used decay functitag within the allowable range. This
gives enough reason to apply a correlation analyste the new derived decay
functions.

8.1.3 Correlation & regression

The observed relations between the new derivedydeasmeters and the six possible
influencing factors were all in line with the hypesis as stated on beforehand.
However only ‘Scarcity’ has a relationship with dgcthat is significant and of
moderate strength.

The regression model with only ‘Scarcity’ includesl predictor has the following form:

Decay parameter = 1.528 -2.628 Scarcity

The explanatory value®Rs 0.479 at a significance level of 0.05. Eveia aignificance
level of 0.003 the relation between ‘Scarcity’ atetay is expected to be negative. If the
commodity grouping ‘Bricks’ is excluded from thegression analysis (based on the
obtained data and comparison with decay functionsstone or clay products in other
models) the Rincreases to 0.681 with a significance level sslthan 0.001.

As no verification data are available it is hardjt@mntify the quality of the model. Given
the 95% prediction intervals the accuracy of thelehas not very high. Therefore it can
in the best case be used as an indication forebaydparameter value.

8.1.4 Limitations

The research has many limitations of which quargiy quality of available data have
been the most important factors. Further has tkd nsethodology played an important
role as for example the size and amount of theorsgunder research have had serious
influence on the scores of some of the possibleenting factors. The same counts for
the choice of the commodity groupings included um @search. All these choices have
influenced the scores and therefore the correla@mhregression analyses.

However it is impossible to conclude that the latiins mentioned are the cause of the
weak and insignificant relationships between deaay the possible influencing factors
as several of the expected relationships were basatludies performed over more than
forty years ago and in other countries. As bothagleftinctions and the scores of the
possible influencing factors vary over time andwssn countries the comparison
should be made with caution.

Nevertheless this research has revealed some sesswes in the application of non-
fact-based gravity modelling, indicated points ttet and need to be taken into account
in future derivation of decay functions and pointed some interesting starting points
for further research. These will be presented enriéxt section.
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8.2 Recommendations

There are many recommendations to give regardie@piplication of the South African
commodity freight flow model, derivation of decaynttions in the future and starting
points for further research. In this respectiveeordie will briefly present the most
important recommendations below.

Model improvements

Currently the value of the model is limited to taflows while there are many
ambitions and attempts within CSCM to translates¢h#Bows into transportation flows
of trucks without appropriate model adaptationse Tinst recommendation is to try to
improve the model by integrating a transportatiowfmodule (including transportation
and inventory cost components) into the currenterdlow based freight flow
forecasting model. This will improve the link witlctual freight flows on the road
network. In line with this model extension it woulte recommendable to include
(shipper/driver based) behavioural conditions & ithad choice. This would next to the
fact that it makes the model more realistic makalsb easier to use truck counts as a
proper quality check tool, something that is cortgdlemissing at the moment.

In the current forecasting module all parametekg Hixed values. By implementing an
accurate regression model at least changes iratfzeneter value can be predicted based
on assumed changes in the explanatory variablhi@rcase ‘Scarcity’).

Although it is obvious that CSCM is not able to ckall figures that come from third
parties (like Conningarth) it would be advisablétold in some quick quality checks on
the data. The model output is only as good as dke tthat are used as input.

Future derivation of decay functions

In the quest to find reliable decay functions, obitey sufficient and high quality data is
the absolute key factor. Without new data it is asgible to validate and improve the
regression model, a model that could fulfil the lwisf scientifically (or fact-based)

derived decay functions.

As long as no obligation exists for companies toccutoent details about their
transportation, the best way to obtain the necgsdara would be by carrying out a
survey or census. However as mentioned these nmetiosd a lot of time and money so
convincing government or other financial strongtpars to support such a project
should be a priority. Without these sources daedrte be obtained straight from the
source and that has turned out to be a very diffead especially a time-consuming
task.

However it should not be to hard to keep the corgsatinat have supplied data for this
research involved in the coming years by sharisglte from the analyses. For them it
is often interesting to see how far their prodwttially move, how that changes over
time and what the prediction for the future is.

With obtained data over several years a compamgsonbe made between the derived
decay functions for each year to see if significg@lr@nges occur over time. This type of
data (five succeeding years) is already availatmétfe commodity grouping ‘Cement’,
which could therefore be used as a pilot.

If more data are obtained, it is possible to aggiregommodity groupings so that model
and decay function behaviour can be compared wifteranodels and their parameters
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(that often have higher levels of commodity aggtegd. This should lead to more
insights in the behaviour of both and thereforénre higher model accuracy.

As mentioned in Chapter 1 does Flowmap only allawer and exponential decay
functions as model input. It might be interestiogstudy the influence of applying a
compound function in the derivation of decay fuoos and the correlation and
regression analyses. If this results in a regressiodel with a higher explanatory value
it might be worth to discuss the implementatiornhi$ functionality in Flowmap.

Future research

The origin and destination specific data obtained the derivation of the decay
functions can also be used to test the qualithefcommodity freight flow model. To be
able to use the data for quality check purposés litecessary to aggregate the output
flows to the same level (province or sub-provinmedxample) as the provided data.

In this way it is also possible to compare the aefdhces in outcome between the
currently used and new derived decay functions.

With the available data relationships between demag other possible influencing
factors could be tested. Instead of changing tlo¢ofat is also possible to just test
alternative metrics.

The obtained data from the commodity grouping ‘Bsicshould be reconsidered.
Probably an alternative way to obtain the data hbe designed and implemented.

The reasoning behind the hypotheses claiming oelsitips between ‘Homogeneity’ and
decay and ‘Brand’ and decay seems still plausiblerefore we suggest that a fact-
based industry research should be carried outrity\and improve the figures obtained
from expert knowledge. Moreover extending the pariedxperts (with more industry

authorities for example) would also increase thaliguof the figures.

Alternative research setup
With the knowledge gathered throughout this resedrbecame possible to design a
new research proposal that will take away manyatliffies experienced on the way.

As mentioned before the most important step iskiaio as much OD-data for every
commodity grouping as possible. Then for every caity grouping construct OD-
tables based on the obtained data. Next producegmemodity grouping a set of OD-
tables based on a gravity model using differenaggrarameters with the restriction that
the totals of the rows and columns of these tafdesl to be equal to (or within a certain
range from) the row and column totals of the ODOdatkbased on the obtained data.
Compare the individual cells of the observed ODeand the constructed OD-tables
and calculate the sum of the squared differenc@s Slect the gravity model with the
decay parameter that results in the lowestTRis gravity model can now be used to
produce OD-tables based on the supply and dematestsupplied by Conningarth.

This alternative method should be able to givedbedstimations for the decay functions
as they are derived straight from the obtained @atd no binning procedures are
included. However the major challenge in this mdthall be to obtain sufficient OD-
specific data. To simplify the exercise the amoohtregions should be seriously
reduced. Constructing OD-tables on a provinciaéld®x9) should be sufficient. If the
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gravity model is not able to come to an OD-tableduse the observed table has too
many empty cells (not enough data are availabled wight aggregate commodity
groupings that are closely related.

With the data obtained during the current resed@reould not have been possible to
carry out the proposed alternative method as inyn@ases the data included only
distance and volume and no origins or destinatvegr® included, which are essential to
construct the OD-tables in this alternative method.

New applications

In the future this type of research in combinatwith the proposed model extensions
(inclusion of transportation flows) can be a gretrting point of new research. As
mentioned in Chapter 2 interest in emissions arfterotenvironmental issues is
increasing. Based on reliable data (or a valideegdession model) it should be possible
to predict the influence of possible new behavialranging policies from the
government on COemissions from road transport for example. Thid arany more
interesting studies one could think of can evolk@nf the research concentrating on
decay functions.
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Appendix A List of commodity groupings and currently used decay functions

Commodity grouping

BARLEY

COTTON

DECIDUOUS FRUIT

CITRUS

SUBTROPICAL FRUIT

VITICULTURE

GRAIN SORGHUM

LIVESTOCK (SLAUGHTERED)

MAIZE

SOYA BEANS

SUNFLOWER SEED

VEGETABLES

WHEAT

POULTRY PRODUCTS

DAIRY

SUGAR CANE

OTHER AGRICULTURE

COAL MINING

CRUDE PETROLEUM & NATURAL GAS

IRON ORE (HEMATITE)

MAGNETITE

CHROME

COPPER

MANGANESE

TITANIUM

ZINC

OTHER NON-FERROUS METAL MINING

STONE QUARRYING, CLAY & SAND-PITS: GRANITE
STONE QUARRYING, CLAY & SAND-PITS: LIMESTONE & LIME WORKS
STONE QUARRYING, CLAY & SAND-PITS: OTHER
MINING OF CHEMICAL & FERTILIZER MINERALS
OTHER NON-METALLIC MINERALS

OTHER MINING

FOOD AND FOOD PROCESSING

BEVERAGES

TOBACCO PRODUCTS

TEXTILES, CLOTHING, LEATHER PRODUCTS AND FOOTWEAR
WOOD AND WOOD PRODUCTS

FURNITURE

PAPER & PAPER PRODUCTS

PRINTING AND PUBLISHING

INDUSTRIAL CHEMICALS

FERTILIZERS AND PESTICIDES
PHARMACEUTICAL, DETERGENTS AND TOILETRIES
PETROLEUM REFINERIES AND PRODUCTS OF PETROLEUM/COAL
RUBBER PRODUCTS

OTHER CHEMICALS

NON-METALLIC MINERAL PRODUCTS

BRICKS

CEMENT

FERROCHROME

FERROMANGANESE

OTHER IRON AND STEEL BASIC INDUSTRIES
NON-FERROUS METAL BASIC INDUSTRIES
METAL PRODUCTS EXCLUDING MACHINERY
MACHINERY AND EQUIPMENT

ELECTRICAL MACHINERY

MOTOR VEHICLES

MOTOR VEHICLE PARTS AND ACCESSORIES
TRANSPORT EQUIPMENT

OTHER MANUFACTURING INDUSTRIES

WATER SUPPLY

GAS

JET FUEL
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Decay function Decay parameter

Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Exponential
Power
Exponential
Exponential
Power
Power
Power
Power
Exponential
Power
Power
Power
Exponential
Exponential
Exponential
Exponential
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Exponential
Exponential
Power
Power
Exponential
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power
Power

0.50
0.15
0.15
0.15
0.15
0.15
0.50
0.01
4.00
0.50
0.50
0.01
0.50
0.01
0.01
0.10
0.50
0.05
0.01
2.78
0.50
2.04
0.50
0.00
0.50
0.50
0.50
0.04
0.04
0.04
0.04
0.50
0.50
0.15
0.15
0.15
0.15
0.50
0.15
0.15
0.01
0.15
2.00
0.15
2.00
0.15
0.15
0.20
0.04
0.01
0.01
0.01
0.04
2.00
0.08
0.15
0.15
0.01
0.01
0.20
0.15
0.15
2.00
2.00



Appendix B Decay parameter values from comparable odels
# Commodity grouping Decay parameter Correlation

1 Agriculture 1.602 0.680
2 Processed food 0.912 0.771
3 Petroleum 2.752 0.978
4 Crude oil 1.363 0.945
5 Ores 0.887 0.984
6 Metals & semi conductors 0.539 0.637
7 Crude minerals 1.462 0.855
8 Fertilizers 0.969 0.670
9 Chemicals 2.148 0.817
10 Others 1.016 0.815

Table B.1 Decay parameter values obtained andinggasGoed model (Dutch)
Data source: De Jong, G., De Bok, M., Ruijs, K. nfif&k, D. (2010): Schatting
BasGoed. Significance

Shipper Group Title Decay parameter Correlation
1 Meat and Dairy Products 2.625 0.957
2 Canned and Frozen Foods 2.825 0.960
3 Candy, Beverages and Tobacco Products 1.975 0.963
4 Textile Mill and Leather Products 0.850 0.995
5 Apparel and Related Products 1.025 0.961
6 Paper and Allied Products 1.500 0.977
7 Basic Chemicals, Plastics and Synthetics 1.675 0.970
8 Drugs, Paints and Other Chemical Products 2.450 0.991
9 Petroleum and Coal Products 0.275 0.856

10 Rubber and Plastics Products 0.950 0.981
11 Lumber and Wood Products 0.675 0.946
12 Furniture and Fixtures 0.975 0.952
13 Stone, Clay and Glass Products 5.325 0.980
14 Primary Iron and Steel Products 0.950 0.983
15 Primary Nonferrous Metal Products 1.100 0.961
16 Fabricated Metal Products 1.875 0.959
17 Metal Cans, Misc. Fab. Metal Products 1.525 0.981
18 Nonelectrical Industrial Machinery 0.250 0.985
19 Machinery (except Electrical and Industrial) 0.600 0.970
20 Communication Products and Equipment 0.425 0.982
21 Electrical Products and Supplies 0.375 0.990
22 Motor Vehicles and Equipment 0.500 0.992
23 Transportation Equipment 0.400 0.966
24 Instruments, Photograpic Equipment, Watches and Clocks 0.500 0.928

Table B.2 Classification based on 24 major Shigpeups (Black, 1972)
Data source: US Census of Transportation, 1967nii@odity Transportation Survey”,
Reports TC67-Cl-1 through TC67-Cl-24, issued 1970

TCC Group Title Decay parameter Correlation
201 Meat, Poultry and Small Game Products 1.55 0.926
202 Dairy Products 5.25 0.995
203 Can and Preserved Fruits, Vegatables and Seafoods 0.70 0.963
204 Grain Mill Products 2.25 0.937
206 Sugar Beet and Cane 1.75 0.937
207 Confectionary and Related Products 0.30 0.962
208 Beverages and Flavroing Extracts 2.60 0.975
209 Miscellaneous Food Preparations and Products 2.50 0.965
221 Cotton Broadwoven Fabrics 0.50 0.992
222 Man Made Fiber and Silk Broadwoven Fabrics 0.35 0.968
227 Carpets, Rugs, Mats, Textile 0.60 0.960
228 Yarn and Thread 0.50 0.998

Table B.3 Classification based on 80 distinguist@timodity groupings (Black, 1972)
Data source: US Census of Transportation, 1967mi@odity Transportation Survey”,
Part Il
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TCC Group Title Decay parameter Correlation

229 Miscellaneous Basic Textile 0.50 0.928
231 Men's, Youths' and Boys' Clothing 0.95 0.906
233 Women's, Misses', Girls' and Infants' Clothing 0.30 0.929
239 Miscellaneous Fabricated Textile Products 1.05 0.903
242 Lumber, Dimension Stock and Other Mill Products 0.75 0.963
243 Millwork and Prefabricated Wood Products 0.35 0.962
249 Miscellaneous Wood Products 1.25 0.879
251 Household and Office Furniture 1.30 0.959
262 Paper 1.15 0.940
263 Paperboard, Fiberboard and Pulpboard 1.20 0.973
264 Converted Paper and Paperboard Products 1.35 0.950
265 Containers, Boxes and Related Products 3.25 0.986
281 Industrial Chemicals 1.65 0.973
282 Plastic Materials and Plasticizers 1.00 0.899
283 Drugs 0.25 0.915
284 Doap and Detergents, Cleaning Preparations 1.45 0.950
285 Paints, Varnishes, Lacquers 1.85 0.956
287 Agricultural Chemicals 3.40 0.993
289 Miscellaneous Chemical Products 1.50 0.971
291 Products of Petroleum Refining 0.20 0.857
295 Paving and Roofing Materials 3.30 0.989
301 Tires and Inner Tubes 0.95 0.958
306 Miscellaneous Fabricated Rubber Products 1.00 0.979
307 Miscellaneous Plastic Products 0.90 0.951
314 Footwear (except Rubber) 0.45 0.900
316 Luggage and Handbags 0.25 0.897
322 Glass and Glassware, Pressed and Blown 2.05 0.974
324 Hydraulic Cement 11.25 0.945
325 Structural Clay Products 3.20 0.976
326 Pottery and Related Products 0.60 0.892
327 Concrete, Gypsum and Plaster Products 3.30 0.992
329 Miscellaneous Nonmetallic Mineral Products 2.00 0.981
331 Steel Works and Rolling Mill Products 0.90 0.980
332 Iron and Steel Castings 2.15 0.979
333 Nonferrous Metals, Primary Smelter Products 1.05 0.921
335 Nonferrous Metal, Basic Shapes 0.55 0.960
336 Nonferrous and Nonferrous Base Alloy Castings 1.20 0.990
339 Miscellaneous Primary Metal Products 1.35 0.987
341 Metal Cans 2.85 0.982
342 Cutlery, Hand Tools and General Hardware 0.50 0.944
343 Plumbing Fixtures and Heating Appartus 0.65 0.956
344 Structural and Miscellaneous Metal Products 2.30 0.949
345 Bolts, Nuts and Other Industrial Fasteners 1.60 0.986
346 Metal Stampings 0.70 0.994
348 Miscellaneous Fabricated Wire Products 1.45 0.939
349 Miscellaneous Fabricated Metal Products 1.00 0.950
351 Engines and Turbines 0.40 0.983
352 Farm Machinery and Equipment 0.65 0.984
353 Construction, Mining Machinery 0.35 0.975
354 Metalworking Machinery and Equipment 0.45 0.992
355 Special Industry Machinery 0.75 0.945
356 General Industrial Machinery and Equipment -0.05 0.970
357 Office, Computing and Accounting Machines 0.00 0.975
358 Service Industry Machines 0.90 0.910
359 Miscellaneous Machinery and Parts 1.25 0.993
361 Electrical Transmission and Distribution Equipment 0.10 0.935
362 Electrical Industrial Apparatus 0.45 0.987
363 Household Appliances -0.05 0.967
364 Electric Lighting and Wiring Equipment 0.50 0.928
365 Radio and Television Receiving Sets 0.45 0.986
366 Communication Equipment 0.05 0.947
367 Electronic Components or Accessories 0.35 0.961
369 Miscellaneous Electrical Machinery and Equipment 1.35 0.972
371 Motor Vehicles and Motor Vehicle Equipment 0.45 0.988
372 Aircraft and Parts 1.90 0.901
379 Miscellaneous Transportation Equipment 1.40 0.907
382 Measuring and Controlling Instruments 0.70 0.918
386 Photographic Equipment and Supplies 0.05 0.985

Table B.3 (Continued) Classification based on 8limjuished commodity groupings
(Black, 1972)
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Appendix C Background for using Gini coefficients
The Gini coefficient, founded by the Italian statgn Corrado Gini in 1912, is a
measure of the inequality of a distribution, a eatf 1 expressing total equality and a
value of 0 maximal inequality (see below). The esgsion for the Gini coefficient (G) is
as follows:

G=A/(A+B)

A is the surface below the cumulative line and Al & together represent the total
surface below the “Pure equality”-line.
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Figure C.1A and Figure C.1B Visual representatibthe Gini coefficient

The graphs above show the visual representati@an@ini coefficient related to brands

in a commodity grouping. In this example 50% of #hé-commodities has only 1

brand, 20% has 3 brands, 10% has 5 brands, 10%hsnds and the last 10% has
100 brands. This results in a Gini coefficient 6f8) associated with a quite strong level
of equality.

The Gini coefficient can as explained in Sectidd de used to get better insight in the
influence of the inequality within a commodity gping (different characteristics of
sub-commodities) on the scores of the possibleéniting factors.

If for example there are a few sub-commodities Jiitie tonnage transported but an
exorbitant high product value relative to the othelb-commodities the Gini coefficient
will be close to 1. This might indicate why the aowdity grouping has a very high
average value but does in logistical sense not Jeelad expected. In this case the
commaodity grouping might only travel short distani¢éer example.

An in-depth industry research is necessary to obitae essential data to be able to
calculate (or approximate) the Gini coefficient.
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Appendix D Scoring of ‘Homogeneity’ and ‘Brand’
In the table below the scores assigned to ‘Homagerand ‘Brand’ are listed.

Commodity groupings Homogeneity Brand

Beverages 0.6 1.0
Bricks 0.7 0.39
Cement 0.8 0.05
Decidious fruit 0.8 0.17
Citrus fruit 0.9 0.11
Sub tropical fruit 0.85 0.11
Viticulture 0.95 0.14
Jet fuel 1.0 0.31
Motor vehicles 0.7 0.94
Paper & paper products 0.6 0.28
Sugar Cane 1.0 0.01
Wheat 0.9 0.06
Cotton 1.0 0.06
Tobacco products 0.9 1.0

Table D.1 Scoring of ‘Homogeneity’ and ‘Brand’

In scoring both factors we have taken into accdhbat it should be possible to include
other commodity groupings when sufficient data@tined. In case of ‘Homogeneity’
we have chosen to base the lowest score on the odityngroup of processed food,
which is not yet included in our research, and es¢be rest of the commodity groupings
accordingly. Therefore the lowest score on ‘Homegh that is included in our
research is for beverages and paper & paper praduct

To score ‘Brand’ we have first scored ‘Number adiimis’ and ‘Brand loyalty’ on a scale

of 0 — 100. Next we have added up the two scordsnanmalized these scores between
0 and 1.
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Appendix E Correlation analyses based on currentlysed decay functions

In Chapter 5 the correlation analysis was basedhen53 commodity groupings that
initially had been assigned a negative power ddoagtion. In the tables below the
results of correlation analyses with the other @ihmodity groupings (that have been
assigned a negative exponential function) anddatt@nmmodity groupings together (the
commodity groupings with a negative exponentiaktion have been assigned the best
fitting negative power function) are presented.

Decay Supply Local
parameter Value per ton Scarcity concentration demand
Decay parameter Pearson Correlation 1 -,003 -401 -141 -156
Sig. (1-tailed) 496 111 ,340 ,323
N 11 11 11 11 11

Table E.1 Correlation coefficient table of the etation between decay and possible
influencing factors *

* Based on the 11 commodity groupings that wertsilly assigned a negative exponential decay foncti

Decay Supply Local
parameter Value perton | Scarcity | concentration demand
Decay parameter Pearson Correlation 1 -,184 -,181 ,148 -,167
Sig. (1-tailed) ,073 ,076 121 ,093
N 64 64 64 64 64

Table E.2 Correlation coefficient table of the etation between decay and possible
influencing factors **

** Based on all 64 commodity groupings, assignetkgative power decay function

None of the correlation analyses show a stronggoifcant relationship.
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Appendix F Effect of resizing regions on ‘Supply cocentration’

As mentioned in Chapter 5 the size of the regiagedor this study are different from
the sizes of the regions used by for example B{A&k'2). The correlations tested are
partly based on Black’s earlier research. The sizthe regions may therefore by of
influence and a cause for the non-existence otdneelation between the currently used
decay functions and the possible influencing factor

In the table below the outcome of the correlatioalgses based on the 11 provinces,
instead of the 356 MD’s, in South Africa are preaedn

Supply
Supply concentration
concentration (resized)
Decay parameter Pearson Correlation ,182 ,180
Sig. (1-tailed) ,096 ,099
N 53 53

Table F.1 Correlation between currently used degmyameters and ‘Supply
concentration’ based on province level (11 regibns)

* Based on 53 commodity groupings initially assidrenegative power decay function

Supply
Supply concentration
concentration (resized)
Decay parameter Pearson Correlation ,008 234
Sig. (1-tailed) 489 ,210
N 14 14

Table F.2 Correlation between new derived decayarpaters and ‘Supply
concentration’ based on province level (11 regitns)

** Based on 14 commodity groupings with new derivechgignarameters (all assigned a negative power danation)

The sign of the correlation coefficients in botblés indicate a (very weak) relationship
that is in contrast with the hypothesis in Sectidh
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Appendix G Overview of selected commodity groupings

In this appendix an overview of the commodity groggs is given that have been
selected for the derivation of new decay functidnsight is given in the composition of
the commodity grouping, their industry, the obtaikata and the processing of the data.

Motor vehicles

The commodity grouping of motor vehicles (1.1 rotiitons) exist for the far majority
out of cars. About 40% of all new motor vehiclesitpat in South Africa are being
imported by the seaports of Durban, Port Elisabeth East London. The other 60% is
being produced by the 8 car manufacturers in Safriba; Toyota (22%), Volkswagen
(21%), GMSA (15%), Ford (8%), Nissan (7%), Merce(i&%), BMW (6%) and
Renault (3%).

The cars that get exported (278.000 tons) are ynpeiiduced close to the seaports
where they leave the country. The seaports useekfoorts are the same as the ones
used for importing cars.

Some of the car manufacturers transport theirtcatise dealers themselves but most of
the cars are transported by logistical companies{®d (16%), Motorvia (42%),
VDS(42%)).

Difficulties in data translation

Before an overview is given regarding the obtaideth it is necessary to express one of
the difficulties that needs to be coped with wheimg these data. In many cases the
logistical companies only keep track of the shipta¢hey fulfil and not of the
whereabouts of specific cars. The obtained infolenatontains therefore every step that
a car makes in the logistical chain between pradotinport facility and final customer
as a separate shipment. In other words the trges flant to intermediate depot and
intermediate depot to final dealer are seen aga&pshipments by the logistical
companies. If we would use this information withpubcessing on beforehand the
average travel distance would be much shorterithagality. Therefore all the cars that
arrive on an intermediate depot need to be reakddm the different original plants or
ports based on the proportion of total inflows frimat plant/port.

Although the cars are being transported over lodgagances (port-city — Johannesburg
+ Johannesburg-final destination) the freight fimadel is, as mentioned in Chapter 3,
based on initial origin and final destination orfjerefore we reassign the vehicles to
their initial origin. If we would have taken thetaal transport distance it would have
increased the average travel distance and therifared the model to flow cars
between origins and destinations with a longeradist. It would for example force cars
demanded in Zimbabwe to be transported from PasaBkéth (1200km) instead of from
Durban (1000km). Moreover the general trend is thate and more the direct, shortest
route is being chosen between origins and destimainstead of making use of a far-
off-route depot or warehouse. Therefore using limetest route is consedered more
appropriate.

Information obtained:

VDS provided a year round overview of their cangjgortation activities. Over 90% of
their transportation is between the port-cities doldannesburg. Of those destinations
Johannesburg is the only hub (intermediate defot}the cars that come from
Johannesburg originate from one of the port-ciflémse cars are therefore reallocated
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to the different port-cities based on the proported inflows into Johannesburg (as
mentioned above).
VDS uses an average weight of 1.85 tons per vehicle

Motorvia provided a six months overview of their t@nsportation activities. They
confirmed the assumption that multiplying the daggwo would give a good estimation
of year round figures. The origins are specificaigicated; Durban and Weswood
(Gauteng). All the cars dispatched from Weswooaiginally come from Durban.
Therefore we have added all destinations and elaikimes to the figures of the
Durban dispatches. The destinations are indicateal sub-province level (provinces are
divided in 1 to 5 sub regions). Middle points peb-grovince have been taken as final
destination. The average weight used internalMatbrvia is 1.6 tons per vehicle.

Grindrod provided a four months overview of their transportation activities. The
volumes are in units but internally they use arraye weight of 1.5 ton per vehicle.
Both origins and destinations are given on a lef@rovinces however as the
production facilities of the car manufacturers lanewn the origins can be traced back
to specific locations. For the destinations miduidnts of the provinces have been
taken.

From the cars that Grindrod transports from Dureaiohannesburg the far majority
(90%) is meant for the Gauteng market. Only 10%dggdatched further. The four
months figures have been multiplied by three to erthlem year round figures and
comparable with the figures of the other companies.

Beverages

The commodity grouping of beverages (14.4 milliond) exist out of alcoholic
beverages as well as soft drinks and mineral water.

Only half a million tons is imported through theperts of Durban, Port Elisabeth and
Cape Town. The rest is produced all over the cguntr

The market of alcoholic beverages is divided betwbece big players (SAB Miller
(58%), Distell (30%) and Brandhouse (10%)) and@pt® of small ones. They all take
care of their own logistics. The soft drink markstwell as the market for mineral water
is dominated by Coca Cola. Their transport is donéBl.

Information obtained:

Distell provided a detailed overview of their Iaigsl operations for a year round period
(based on 2010 figures). This includes their brdks$port, internal transport, wines and
packed liquor. Their bulk and internal transpottinsted to very short distances to
production and bottle facilities. Therefore onlg thacked liquor figures, from the
production and bottle facilities to the final depadre taken into account. The places of
origin and destination are given on a town/cityeleso only distance between the OD-
pairs needed to be calculated.

SAB Miller provided three matrices (total amouniadds, total amount of kilometres
and total tonnage) for their primary (brewery —&maouse) and logistical flows. The 7
breweries are placed in the columns and the 59ts@pthe rows. By dividing the total
amount of kilometres driven between each OD-paewery —depot combination) by
the total amount of loads delivered from the bremierthe depot the average trip length
between the brewery and the depots can be detetmiiés average distance is
assigned to the volume from the brewery to the tdepo
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Brandhouse provided year round figures in a coniparf@rmat as the packed liquor of
Distell with the only difference that the shortamal flows were still present. These
distances have been filtered out to overcome daudalating. As well as for Distell this
means incurring a small distance error.

From all three beverage suppliers only primarygpamt (brewery to final depot) is
provided. The secondary transport (depot to fifiaht) takes place in a 50 to 100-
kilometre radius. Including the secondary transpartild have increased the average
distance and the spread. The transport volumesdanclude for all three suppliers
their packaging material (about 15% of the totduxtes).

The information of ABI has been promised but neeeeived. But as the logistical
structure of the soft drinks/mineral waters analhddic beverages is comparable the
received information as described above should gisefficient sample for the
commodity grouping.

Bricks

The commodity grouping of bricks (15.9 million tgreonsist of face as well as
pavement bricks, tiles (all made out of clay) arehgnother mostly marble related
products. The products within this commodity grawgpget produced and consumed all
over the country. Bricks represent the majorityhef transported tonnage within this
group. Bricks are mainly produced by a couple gffdayers (Corobrick, Westend,
African bricks, Ocon) and a lot of smaller players.

The tile industry is less than a tenth of the biredustry. They are mainly produced by
Ceramics (310.000 tons) and Johnson (200.000 tiakje owns the majority (65%) of
the selling points (under the name CTM) all over ¢ountry. Part of their tiles is
produced locally by the two SA producers the otfeat is being imported.

Obtained information:

In corporation with the Clay Brick Association wiglé small survey within her group
of members (producing 80% of all bricks in Southiéd). The members were asked to
give the percentage of their bricks that gets frarted over a certain distance (six
categories). In the end we did receive responsge &ibthe members. Therefore the
survey is definitely representative for the totahsport of bricks in South Africa.
Ceramics provided year round data from their tée$portation. The origins and
destinations are divined on a municipality levehlyOdistance needed to be calculated.
Johnson provided high-level figures regarding dwius of distance of their transport.
These figures could be used to verify the figuresifCeramics.

Although the survey covers the far majority of breek industry it has some serious
limitations. The data are already binned in onkylsns therefore we lose a lot detail and
it is difficult to compare the output data in arca@te way. A second disadvantage is
that it is hard to include the obtained data reldtethe tile industry as their figures are
not grouped at all. Comparable bin sizes can bé bseit will never be really
comparable.
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Cement

The commodity grouping of cement (16.2 million tpesist of ready mix for cement
and concrete and cement and concrete based prodectbuilding blocks, building
sections, bricks and tiles.

The main producers of cement and concrete in SAfriba are PPC (40%), Afrisam
(30%) and Lafarge (20%).

About 3 million tons of cement and concrete is im@od (far majority from
Mozambique). The production takes place mainly e place per province. Only 0.7
million tons get exported (mainly Botswana and Naiaji

Obtained information:

Afrisam provided a detailed overview of their Idgial operations for the last 5 years.
The data from 2010 are the most recent and therefged for our analysis. The origins
are on a town/city level while the destinations gm@uped by province. Therefore we
took the middle points of the provinces to derive transport distances.

Lafarge was unfortunately not in the position toyade actual figures but instead gave
rough indications regarding their transport. Theskcations gave a comparable idea of
the transportation in the cement business as aatdmom Afrisam.

Paper & paper products

Paper and paper products can be divided in foegoaies; paper pulp, paper on rolls,
A4 paper and paper tissues. The South African paqoetuction market (4.4 million
tons) is dominated by two companies Sappi (45%)Maddi. Another 0.8 million tons
is being imported (mainly through Durban). Southiég exports 0.9 million tons (also
mainly through Durban).

Mondi has two big paper factories (Richards Bay Bndban) and Sappi has his plants
in Johannesburg, Durban and Port Elisabeth.

Obtained information:

Sappi provided us with year round volume figuresadviD level and an average
distance from their (not shared and therefore umkngroduction plants to these
regions.

Sugarcane

In total 20 million tons of sugarcane are produice8outh Africa by 35.000 growers, all
producing in the KwaZulu — Natal province. In totdl sugar mills are operating in the
same province. Because of economic feasibilitystigarcane only travels a maximum
of about 60km on road between the growers and the m

The harvesting groups and transporting groupsesgonsible for all the transport of the
sugar cane, which is done partly on rail but maaryroad.

All the growers are organized in so called localvggr committees. These committees
themselves are organized in the National Growespéiation.

Obtained information:

The Sugarcane Association South Africa provided datthe total production, mode of
transport and average distance from the growettsetanills for each of the fourteen mill
regions.
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Although no extra assumptions were necessary wepsothe data, the figures are
averages and therefore show a very limited leveletéil. Moreover the averages are
clustered very close together so this makes it tarmdake conclusions about the trip
length distribution.

Fruits (citrus, sub-tropical, deciduous, viticulture)

Although the different types of fruit are growndiiferent areas their logistical
behaviour is very alike. Fruits are used for exjgabout a third), another third gets sold
on local markets and the last part is processedmmned.

The local markets get their fruit mostly from withtheir own province but some of it
travels longer distances. The processors and dasrae traditionally based close to the
fruit farms.

Citrus gets mainly exported through the seapor@uban, Cape Town and Port
Elisabeth. Deciduous fruits and grapes (viticultge through the port of Cape Town.

Obtained information:

Actual export flows for 2003 (for deciduous fruiewmave 2010 export data). This
information is confirmed to be still valid by thétainers and providers of the
information, Hortgro.

Information from the four biggest fresh produce keds about the origin of the fruits
that are sold on their markets including volumes.

Information from a couple of fruit processors (Cépet processors) and canneries
(RFF foods, Asthon canning, S. A. Preserving Can@erpride) regarding the distance
from the fruit farms where they get their fruiterim to their own facilities and the
volumes that are being transported.

The export data are valuable as the specific @jgiastinations and routes are provided.
The provided information regarding the origin oé tinuit from the fresh produce

markets differed a lot from specific postal codepitovince level. For the province level
of detail we chose the distance between the marni@the middle points of the fruit
producing regions (within the indicated provincE)e food processors provided
distance and volume figures.

All export figures, the majority of the local matkeformation and part of the figures

for the canning and processing industry were abkldBecause the distances in the
canning and processing are limited it might be thatavailable data are slightly skewed
to longer distances.

Wheat

The transportation in the wheat industry (about®Million tons) changed a few years
ago when the industry shifted from a closely regpdanarket to an open market. In the
closely regulated market all wheat was distributethe closest silo and from there to
the closest mill, mainly by train (80%). Since tEening of the market this percentage
has decreased tremendously and more than 80% isnoeed by road, often travelling
far longer distances than necessary (from an pi@at of view). The wheat is now
transported by (specialized) logistical companies Grain Carriers, Afgri and Kaap
Agri.

Obtained information

Kaap Agri, who is responsible for the majority bétwheat transportation in the
Western Cape, provided us with year round datdendns of wheat transported. These
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figures account for about 10-20% of the total whigstsportation in South Africa. The
origins and destinations are given on a town/@tel. Only distance needed to be
calculated.

The provided data however show a noteworthy pati#itot of short distance low
volume shipments (between 0 and 200km) nearly hipneents between 200 and
1000km and again many low volume shipments betvt®®0 and 1500km. This mainly
has to do with the fact that Kaap Agri focusestmnfarmers in the Eastern and Western
Cape who have two major customers located in CapenTthe 200km region) and
Johannesburg (1000 -1500km region). This makdsitenging to use the data.

Cotton

The cotton market (including seeds, lint and y@rdeclining steeply in the last few
years. In 2009 the total production of cotton waga 0.7 million tons of which a part
has been imported. The raw cotton is transportad the growers to the ginners where
the seeds get divided from the lint. The seedprreessed into oil or animal food. The
lint is going to spinners who process it into yarhe yarn is finally transported to the
textile manufacturers. The used figures for cottmmbased on the raw cotton only.
Therefore the ginners are the points of demand.

Obtained information:

Information is obtained from the Cotton board inuBoAfrica. They provided figures
regarding the production of cotton in the differeggions in South Africa and indicated
the ginners in these regions. Verification by tivengrs confirmed that the cotton is
ginned at the closest ginners. The distance andn@lkould be derived.

Jet fuel

Jet fuel is produced by the same companies redgerisr the regular fuel. The mode of
transport however differs. Some airports (OR Tanthe biggest airport, among others)
get jet fuel delivered by pipe line but the majpof the airports are supplied by road.
The small airports normally have only very few faapply as all airlines fill up at the
(cheaper) bigger airports.

ACSA owns and operates 9 of the biggest airportoiath Africa. They work closely
together with the Department of Energy who keepsktof all the jet fuel consumption
on the different airports operating in South Africa

Obtained information:

One of the senior people within Shell SA provideduith the demand figures for the
bigger airports and confirmed the assumption they et supplied from the closest jet
fuel producing refineries to minimize costs.

Tobacco products

The commodity of tobacco products exist of cigagttigars and pipe tobacco. The
cigars and pipe tobacco are insignificant comp&wete volumes of cigarettes which
are produced by one major player, Britisch Ameri¢abacco (89%) and two smaller
ones JIT (6%) and PMI (5%).

The total consumption of tobacco products in Sa\ftita is about 662.000 tons. Very
little gets imported but the export through thetdrDurban is significant (however
exact figure are not available).
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BAT has only one big factory in Heidelberg (Gauteagd supplies from there the
whole of South Africa.

Obtained information:

Unfortunately none of the tobacco product manufactuwere able to provide us with
the requested data. But the fact that BAT is reside for about 90% of the total supply
of the South African market and very few of theogucts get imported we can, based
on the demand figures of Conningarth derive thgedistribution (volume vs. distance)
by supplying all demand points from the Heidelb@guteng) factory of BAT.
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Appendix H Influence of binning on decay parametervalue
By the nature of the procedure one expects bintangfluence the decay parameter
value. In the following example it is shown that thinning procedure has a certain
influence on the decay parameter value. Howevsiritiiiuence is not the same for all
commodity groupings.
We will show this by using the commodity groupirms/erages and deciduous fruits as
examples.
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Figures H.1 — 4 Curve fitting through observatiolassified in different bin sizes
(Beverages)

Amount of bins applied Decay parameter value
80 1.677
40 1.784
20 1.687
1C 1.70%

Table H.1 Relation between bin size and decay petemvalue (Beverages)
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Figures H.5 — 8 Curve fitting through observatiolassified in different bin sizes
(Deciduous fruits)

Amount of bins applie Decay parameter val
40 1.753
20 1.466
10 1.555
5 1.202

Table H.2 Relation between bin size and decay petemvalue (Deciduous fruit)

Although the bin sizes in Figure H1 — 4 have beeubted between the successive
graphs the decay parameter for beverages haslatitlyschanged. The decay
parameter for deciduous fruits has clearly chamgerk than the one for beverages.
Therefore the choice of the amount of bins/ bie Sgems to have more impact for
deciduous fruits. However if we take robustnessuirdigg the mean trip length (MTL)
into account (Section 5.8) we see that a chanteeidecay parameter value from 1.75
to 1.2 implies only an increase in MTL of 20 km.eFéfore the bin size does not seem
to have a significant influence in the applicatadrthe gravity model. It may however
influence the correlation analysis in Chapter 6.

The difference between the influences of the bigpmirocedure has probably not so
much to do with the commodity grouping at handweitlh the amount of available
observations. In case of limited amount of obsémwatchanging the bin size will have
much more impact (bins go for example from zerthtee observations by a small
change in bin sizes) than when many (well sprebdgvations are available (like in the
case of beverages).
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Appendix | Overview of new derived decay functions

Commodity Decay Decay R"2 ATD Alternative R"2 Comments

grouping function parameter decay
parameter*

Beverages Power 1.68 0.56 286km  0.0032 0,14 80(Béhélled with observations)
Only primary distribution (brewery t
depot)

Bricks Exponential| 0.01 0.56 120kn| 0.61 0,33 Onlghs (already binned data)

Cement Exponentia] 0.0068 0.317 310km 1.71 0,27 iNs b

Fruit

*Deciduous fruit Power 1.58 0.33 | 723km | 0.002 0,16 20 bins (16 filled with observations)

*Citrus Exponential| 0.0022 0.28 608km 1.32 0,023 20s

*Sub-tropical 0,00 .

Power 1.088 0.15 625km  0.0008 10 bins

*Viticulture Exponential| 0.0034 0.29 263k 1.89 ®0 | 20 bins (16 filled with observations)

Jet fuel Power 1.63 0.53 202km  0.0054 0,27 No bins

Motor vehicles Power 0.040 0.00 607km  0.0001 0,00 o bMs

Paper & papell Exponential| 0.0021 0.41| 443kn| 111 0,014 10 birfdléal with observations)

products

Sugar Cane Exponentigl 0.052 30.7km 1.72 Basedaatculated ATD of 30km

Wheat Power 0.58 0.30] 553km  0.0009 0,036 80 biadil(8d with observations)

Cotton Power 0.75 0.54 664k 0.006 0,47 No bins

Tobacco Power 1.1 0.26] 425km  0.0022 0,067 40 bins

Table 1.1 Overview of new derived decay functions

10¢

* In case of a power function the alternative iseaponential function and vice versa




Appendix J Correlation analyses based on new deridedecay functions

In the scatter plots and tables below the outcofméhe correlation analyses between
decay and possible influencing factors is presentdw first correlation analysis is,
unlike the analysis in Chapter 6, based on onlyp®roodity groupings. The negative
power decay function was best fitted to the gathedata for these commodity
groupings. The second correlation analysis is basethe 6 commodity groupings for
which the negative exponential function fitted béstthe obtained data. The last
correlation analysis shows the relation betweenayleand the possible influencing
factors for all 14 commodity groupings when theywdohave been assigned a negative
exponential function. For the first two correlatianalyses it is important to keep in
mind that the amount of observations is actuallty limwv to really derive conclusions
from the outcome. We only present the scatter pbdtselations that deserve extra
attention based on the outcome of the correlatiatyaes.

1,6800-] 1.680077

1,6300-1 1,6300

1,5800-1 1,5800

1,1000-

1,1000

1,0880 1,0880

Decay parameter
Decay parameter

7500 75007

5800 58007

0400 04007

T T T T T T T
2840,00 4000,00 424300 4620,00 752895 20252,70 13176540 T T T T T T T T
0019 0210 0363 .0588 2297 .3061 3705 3

Value per ton Scarcity

Figure J.1 Visualization of the correlation betwatatay and value per ton (left) and
decay and scarcity (right)*

Supply Local
Value perton | Scarcity | concentration demand Homogeneity Brand
Decay parameter Pearson Correlation -707 -,880 -,027 ,565 -613 -,038
Sig. (1-tailed) ,025 ,002 AT74 072 ,053 464
N 8 8 8 8 8 8

Table J.1 Correlation coefficient table of the etation between decay and the possible
influencing factors *

* Based on 8 commodity groupings with a negativeigrodecay function as best fit to data
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Figure J.2 Visualization of the correlation betwaetatay and value per ton (left) and
decay and supply concentration right) **

Supply Local
Value perton | Scarcity | concentration demand Homogeneity Brand
Decay parameter Pearson Correlation -521 -,327 ,826 -415 -,652 -,503
Sig. (1-tailed) 144 ,263 ,021 ,207 ,080 155
N 6 6 6 6 6 6

Table J.2 Correlation coefficient table of the etation between decay and the possible
influencing factors **

** Based on 6 commodity groupings with a negatixpanential decay function as best fit to data

Supply Local
Value per ton Scarcity. concentration demand Homogeneity Brand
Decay parameter Pearson Correlation -,195 -,293 347 -,236 -,086 -,289
Sig. (1-tailed) ,253 ,155 112 ,208 ,385 ,158
N 14 14 14 14 14 14

Table J.3 Correlation coefficient table of the etation between decay and the possible
influencing factors ***

*** Based on 14 commodity groupings. all assignetkgative exponential decay function

The correlation coefficient tables show some sigaiit relations of moderate strength.
However the squatter plots do not all visually utide these relations. In Figure J.2 the
relationship between decay and value per ton seeasent but this is not significant
given the correlation coefficient table (Table J.2)
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Appendix K Regression model based vs. current decgarameters

Predicted decay parameter* Current decay

Commodity group Scarcity = With 'Bricks' = Without 'Bricks' parameter®

BARLEY 0.35 0.61 0.58 0.50
COTTON 0.31 0.72 0.72 0.15
DECIDUOUS FRUIT 0.00 1.52 1.65 0.15
CITRUS 0.00 1.53 1.65 0.15
SUBTROPICAL FRUIT 0.02 1.47 1.59 0.15
VITICULTURE 0.00 1.53 1.66 0.15
GRAIN SORGHUM 0.14 1.16 1.22 0.50
LIVESTOCK (SLAUGHTERED) 0.10 1.26 1.34 0.01
MAIZE 0.00 1.52 1.65 4.00
SOYA BEANS 0.19 1.03 1.07 0.50
SUNFLOWER SEED 0.09 1.29 1.38 0.50
VEGETABLES 0.02 1.47 1.59 0.01
WHEAT 0.38 0.54 0.50 0.50
POULTRY PRODUCTS 0.00 1.53 1.65 0.01
DAIRY 0.01 1.50 1.62 0.01
SUGAR CANE 0.00 1.53 1.66 0.75
OTHER AGRICULTURE 0.29 0.76 0.76 0.50
COAL MINING 0.01 1.51 1.64 0.64
CRUDE PETROLEUM & NATURAL GAS 0.91 -0.87 -1.14 0.42
IRON ORE (HEMATITE) 0.00 1.53 1.65 2.78
MAGNETITE 0.00 1.53 1.65 0.50
CHROME 0.00 1.52 1.64 2.04
COPPER 0.84 -0.67 -0.91 0.50
MANGANESE 0.00 1.53 1.65 0.13
TITANIUM 0.00 1.52 1.64 0.50
ZINC 0.64 -0.16 -0.31 0.50
OTHER NON-FERROUS METAL MINING 0.66 -0.22 -0.38 0.50
STONE QUARRYING, CLAY & SAND-PITS: GRANITE 0.07 1.35 1.45 0.60
STONE QUARRYING, CLAY & SAND-PITS: LIMESTONE & LIME WORKS 0.00 1.52 1.65 0.60
STONE QUARRYING, CLAY & SAND-PITS: OTHER 0.00 1.52 1.65 0.60
MINING OF CHEMICAL & FERTILIZER MINERALS 0.18 1.06 1.11 0.60
OTHER NON-METALLIC MINERALS 0.15 1.14 1.21 0.50
OTHER MINING 0.00 1.53 1.65 0.50
FOOD AND FOOD PROCESSING 0.09 1.29 1.37 0.15
BEVERAGES 0.04 1.43 1.54 0.15
TOBACCO PRODUCTS 0.23 0.92 0.95 0.15
TEXTILES, CLOTHING, LEATHER PRODUCTS AND FOOTWEAR 0.46 0.31 0.23 0.15
WOOD AND WOOD PRODUCTS 0.08 1.31 1.40 0.50
FURNITURE 0.24 0.90 0.93 0.15
PAPER & PAPER PRODUCTS 0.15 1.13 1.20 0.15
PRINTING AND PUBLISHING 0.08 1.33 1.42 0.01
INDUSTRIAL CHEMICALS 0.28 0.80 0.81 0.15
FERTILIZERS AND PESTICIDES 0.29 0.77 0.77 2.00
PHARMACEUTICAL, DETERGENTS AND TOILETRIES 0.41 0.46 0.41 0.15
PETROLEUM REFINERIES AND PRODUCTS OF PETROLEUM/COAL 0.17 1.07 1.12 2.00
RUBBER PRODUCTS 0.57 0.02 -0.10 0.15
OTHER CHEMICALS 0.12 1.22 1.30 0.15
NON-METALLIC MINERAL PRODUCTS 0.11 1.24 1.32 0.20
BRICKS 0.01 1.50 1.63 0.58
CEMENT 0.18 1.04 1.09 0.36
FERROCHROME 0.01 1.51 1.63 0.01
FERROMANGANESE 0.00 1.52 1.65 0.01
OTHER IRON AND STEEL BASIC INDUSTRIES 0.18 1.04 1.09 0.60
NON-FERROUS METAL BASIC INDUSTRIES 0.06 1.37 1.47 2.00
METAL PRODUCTS EXCLUDING MACHINERY 0.14 1.17 1.24 0.08
MACHINERY AND EQUIPMENT 0.47 0.28 0.20 0.15
ELECTRICAL MACHINERY 0.50 0.22 0.14 0.15
MOTOR VEHICLES 0.37 0.55 0.52 0.01
MOTOR VEHICLE PARTS AND ACCESSORIES 0.49 0.24 0.15 0.01
TRANSPORT EQUIPMENT 0.15 1.12 1.18 0.20
OTHER MANUFACTURING INDUSTRIES 0.35 0.60 0.57 0.15
WATER SUPPLY 0.02 1.49 1.61 0.15
GAS 0.01 1.51 1.63 2.00
JET FUEL 0.06 1.37 1.47 2.00

Table K.1 Predicted decay parameters based onssgre (including and excluding
‘Bricks’) vs. currently applied decay parameters

* All decay parameters are based on negative péwetions
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