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Summary

For the last decades, congestion on highways has been a seriou€isagestion causes more air
pollution, accidents and delays, resulting in late arrival for employment etings. One of the
main goals of the field of transportation engineering is to reduce or preedags and accidents
caused by congestion, although, the last years it has been becomingpparent that congestion
cannot be completely solved. The main reason is simple; the highways ayggaoo much
vehicle miles, more than for it was designed

At first sight, an easy way to resolve congestion is the construction ofo@as. By constructing
new roads the capacity of the highway system will be higher and the nurhbraffic jams will
be reduced, but is an expensive solution. Innovative solutions suchng metering and vari-
able speed limits can be used to reduce congestion on a highway. In oréspitee or prevent
congestion essential is the predictability of congestion.

Congestion is a result of a combination of three ingredients; a high trafficney a local per-
turbation and a spatial inhomogenity. Studies by Lee et al. (2000) andefreilal. (2000) have
shown that the relation between these three ingredients can be predidraffibystability. The
influence of a local perturbation (e.g. a lane change) on the flow cartually cause congestion
if the traffic flow is unstable. This validates that it is essential to measure thiditgtaf traffic
flow.

Two discussed stability indicators are able to determine the stability of traffiee flow. A

stochastic approach is able to determine whether traffic has entered thealibtasegime (only
large perturbations lead to congestion) and a reliability indicator, basedaatiance in flow, is
able to determine the stability.

To make sure congestion will not arise, traffic can be controlled. Twdrabstrategies, ramp
metering and variable speed limits, are discussed. Ramp metering strategie$ tbenamount
of vehicles entering the mainline. Literature has shown that local andicaded ramp metering
strategies are able to improve the efficiency of a highway. Variable speed tanitbe used in
order to homogenize traffic or to prevent traffic breakdown by limiting thenif a highway

segment. The homogenization approach is, based on the definition of staffility, causing a
lower capacity. The more complex approach, preventing breakdowbledareduce travel time
as simulation studies have shown an improvement of travel time up to 50 % (LLu 20H1; Su

etal., 2011).

As it was shown that ramp metering strategies and variable speed limits are adxdieite travel
time and stability indicators are able to predict congestion, these two are cahfidimew control
strategies. Based on a local ramp metering strategy, a correction factop@spd based on traffic
stability. If traffic flow is unstable fewer vehicles should be allowed to enehtghway, if traffic
stable the correction factor is high. Further research is needed to detditeiperformance and
the influence of infrastructure layout and flow characteristics on thection factor.

An integrated control strategy, where the variable speed limit is determiriedelibe ramp meter
rate, is proposed based on the preventing breakdown approach.e Aetidrctor measurements
show that traffic is getting unstable, the control is switched on. Here, #reldpnit on a highway
segment is based on the difference between the desired and the measurpancy. After the
variable speed limits are set, a model predictive control scheme is used todiogtimal ramp
meter rate. Every detector interval (30 seconds) the control scheme misitinéztotal travel time
and maximizes the total traveled distance. These calculations are used fanenfd¢ion.

The proposed strategies are implemented in the simulation environment in otdst tioeir per-
formance. The network, modeled in the microsimulation software Aimsun, is @t 1-880
NB in California, USA. Implemented in the simulation software is the section frost mile 9
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(Dixon Landing Road, Milpitas) to post mile 18.66 (Central Ave, Fremontje Eifferent strate-
gies are compared; the uncontrolled case, the local ramp metering stratidfg 4 the proposed
variable speed limit strategy, the proposed coordinated ramp metering ptaaigdhe proposed
integrated strategy. Results show that the integrated strategy is bestpegomproving the to-
tal time spent with 6 %. Other control strategies show less improvement andLtNEA strategy
shows even less performance. The results are in line with literature butleks performance,
expectedi s that the short on-ramps are highly influencing the perf@en&@oncluded is that the
control strategy is able to resolve the congestion earlier.

Before considering application in real world, variable message signeesm@ed. Besides, the
performance could be improved by increasing the prediction horizonrmidering an extra con-
straint based on the reliability indicator. Essential is, testing the proposgdggstrin a simulation

model on several days.
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1 Introduction

For the last decades, congestion on highways has been a seriou€isagestion causes more air
pollution, accidents and delays, resulting in late arrival for employment etings. One of the
main goals of the field of transportation engineering is to reduce or preedays and accidents
caused by congestion. The last years, it has been becoming morertgpat congestion cannot
be completely solved. The main reason is simple; the highways are carryimgucio vehicle
miles, more than for it was designed.

At first sight, an easy way to resolve congestion is the construction ofoaas. By constructing
new roads the capacity of the highway system will be higher and the nurhbaffic jams will
be reduced. It has been becoming clear that it is impossible to constitetreads to meet the
demand of vehicle miles; new roads will cause a higher demand. Increasirmapacity of the
existing road network, without the construction of new roads, requiresvative solutions. Traffic
flow control, such as ramp metering, route guidance, driver informatistesys and variable
speed limits, can be used to improve traffic flow, traffic safety and to rethécenvironmental
impact.

Basically, congested traffic is the result of a too high demand. If the derfmaral highway

section is exceeding the supply (bottleneck) a traffic jam arises. Empinchhgs by Treiber &

Kesting (2013) have shown that bottlenecks on highways is the resmitsrmombination of three
ingredients; high traffic volume, spatial inhomogenity and temporary petioris of the traffic
flow. These three ingredients come together in a bottleneck and causes afiovwitegstream of
the bottleneck, approximately 5 to 20 % below its capacity (Lu et al., 2010h)th8dighway

carries, during congestion, less vehicle miles than it was designed for.

Several methods have been proposed in the past to limit congestion and twentipe flow on

highways. The last decade a lot of studies were done proposing ramgngeiéan on-ramp
and/or setting variable speed limits to homogenize or to limit the inflow of traffic.mbe of the

approaches are very complex but show an improvement of total travel étmeén 10 and 20 %.
A simulation study of Lu et al. (2011) reported even a decrease of 50 %vel ttime on the 1-80
highway in California, USA.

Essential in proposing different traffic control strategies is the prddiitjaof the network. If
it is possible to predict where congestion arises and how long it takesehiéfdisappears, it is
more feasible to find a solution. Therefore, the most highways are supytiedetectors. These
detectors measure several characteristics of a traffic flow and basb@se characteristics it is
possible to measure the congestion. More complex methods are requirestiict pine location
and the 'amount’ of congestion.

Studies by Lee et al. (2000) and Treiber et al. (2000) have showrthbalpe of congestion
can be predicted using the fundamental diagram. Lee et al. (2000) matepncal study of a

highway, and found a relationship between the on-ramp and upstreamayiglow and the type

of congestion that arises. Treiber et al. (2000) further identified ttygms of congestions and
proposed a theory for several macroscopic and microscopic modelddh wis possible, based
on the flow and stability, to predict which kind of congestion will arise. Thegdies have shown
that based on traffic stability one is able to predict congestion. Howeveth#ory has not been
used previously for improving traffic flow and lowering the travel time. Tlkigart proposes an
integrated traffic control strategy to improve travel time based on traffidisgab






2 Research Objective and Approach

Congestion is an undesired phenomenon on the highway and can be limiteddigucting new

roads or using innovative solutions such as ramp metering and variakllgpés. If it is possible

to predict the congestion on the highway, it is more feasible to preventsolvee congestion.
It was shown (Lee et al., 2000; Treiber et al., 2000) that using the stabflityaffic one can

predict congestion. Goal of this research is providing a traffic costrategy based on traffic
stability.

2.1 Research Obijective

Studies by Lee et al. (2000) and Treiber et al. (2000) have showrstiduaitity of traffic gives a
prediction about the arising of congestion. Central in this report is miegstre stability with
existing measuring techniques, and based on these measurements deweel@ifitgcontrol strat-
egy. As a wide range of traffic control strategies are available, only trategies (ramp metering
and variable speed limits) are used which have proven their perform@heaesearch objective
is defined as follows:

Developing a variable speed limit and coordinated ramp metering strataggdon traffic
stability.

As it is essential to measure the performance of the strategy, the cordtebstwill be tested on

a part of the 1-880 highway in California, USA in a simulation environment.

2.2 Research Questions

A central research question is formulated, derived from the reseaiehtive:

How can congestion be limited using a variable speed limit and coordinateg raetering
strategy based on traffic stability?

In order to answer the central research question and to reach tlheateséjective, the following
sub research questions are formulated:

What is traffic stability and how can it be measured using existing meastathgiques?
How can traffic stability contribute limiting the congestion on highways?
How can variable speed limits and coordinated ramp metering improvectfadtiv?

What is the microsimulation performance of the control strategy on thed l¥8ghway in
California, USA?

How can the control strategy be best introduced in the real world givesithelation results?
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2.3 Research Methodology

This research consists out of two phases, a literature study and a simuiatiyn First of all,

a literature study will be made. Literature gives insight into the concept fifctfiow theory

and how the dynamics of congestion can be described. Literature will aledrgsight into the
current measurement techniques and whether these techniques atie etpiain the arising of
congestion. The theory of traffic stability will be investigated and stability irtdisawill be tested
in order to measure the stability of traffic.

In order to control traffic, a lot of variable speed limits and controlled ramgerimg have been
developed the last years. Strategies for ramp metering, variable speeddisnits]l as the com-
bination of these strategies, will be discussed including their contributions todimgestion on
highways. The strategies can be used for expansion or as startindqra@mntew approach. Based
on the theory of traffic stability and traffic control strategies, a strategyb&ilproposed to limit
or prevent congestion.

As the strategy is formulated, the second phase of the research is a midadigimstudy. Simula-
tion is a powerful technique to determine the performance of the strateg\siflulation software
Aimsun will be used to model traffic of the 1-880 Northbound on one particdiéyy. Goal of
the simulation study is measuring the performance of the combined variablke lapédesetting
and the coordinated ramp metering strategy and comparing the performizimtieenuncontrolled
case. ltis clear that one day is not sufficient to give a good approximafithe results in real
world, but just limited time is available.

To determine the performance of the strategy, first, the 1-880 Northboigiavay needs to be
modeled into the simulation software. It is essential that the model mirrors gl aehavior,
therefore, the model needs to be calibrated. After calibration, simulationsenitiade comparing
the strategy and the uncontrolled case. The performance will be basd#ficiency; the less time
individuals spent on the highway and the better the performance.

Finally, the outcomes of the literature and simulation study will be used to gieem@endations
for application of the algorithm in real world and it will be used to give recomaad¢ions for
future research.

2.4 Research Relevance

2.4.1 Theoretical Relevance

Investigating how existing measurement techniques are able to determirsstiasility, including
their limitations, could be contributing to the existing publications about traffidlgyasumma-
rized in Pueboobpaphan & van Arem (2010)).

Lots of literature is available about setting variable speed limits and/or usingotied ramp
metering. On the other hand, no literature (with exception: Elbers (200&ypitable improving
travel time based on the stability of traffic flow. This research might giveinsights into setting
speed limits and/or with coordinated ramp metering.

2.4.2 Practical Relevance

The proposed ramp metering and variable speed limit strategy could befubednodel shows
so, to improve travel time. This research could be helpful to decision ma&asidering applica-
tion of variable speed limits and ramp metering to a highway, in order to limit congestiche

highway.
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2.5 Institute: PATH

The research is conducted in the United States of America at the Califorriizef@afor Ad-
vanced Transportation tecHnology (PATH) in Richmond, CA. PATH waaldished in 1986 as
the California Program on Advanced Technoloy for the Highway and iisgdahe Institute of
Transportation Studies, University of California in Berkeley in collaboratigth Caltrans. In
2011 PATH has merged with the California Center for Innovative Trariapon. PATH’S mission
is to develop solutions to the problems of California’s surface transportsystems through cut-
ting edge research, divided into three program areas (Transpor&sfety, Traffic Operation and
Modal Applications). PATH has 45 full-time staff members and supports geareh of nearly 50
faculty members and 90 graduate students.

2.6 Overview

The report is structured as follows:

Chapter 3 gives an introduction to traffic congestion. It describes loogestion can be modeled
using three ingredients of the arising of congestion. The influence ofghedients on congestion
is described using traffic stability. In this chapter, the arising of congeatidrthe predictability
of congestion using stability indicators are discussed.

Chapter 4, Traffic Control, focuses on improving the efficiency of thevokk. Based on traffic
control objectives, control strategies using variable speed limits and ranpingeare compared
and their performance in other studies are indicated.

The theory of traffic stability and traffic control is used, in Chapter 5, greotto provide a local
ramp metering and an integrated control strategy.

The integrated control strategy is tested on the 1-880 Northbound highw&glifornia, in a
simulation environment. The results are compared to other studies andl seygmvements are
suggested.

Finally, Chapter 7 answers the research questions and discusseddohicther research.
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3 Background

This chapter delivers a theoretical framework for modeling traffic flosisaussion of congestion
causes and, based on traffic stability and two methods to predict traffieston.

3.1 Congestion Causes

Empirical research (Schonhof & Helbing, 2004; Carlson et al., 20&6)smown that congestion
(indicated by lower speeds and longer trip times (Bertini, 2006)) on the laiglsvthe result of
a combination of (i) high traffic volume, (ii) a spatial inhomogenity and (iii) a terapopertur-
bation. Considering an example of an on-ramp merging into a highway, a leattlean arise as
the total traffic volume of the mainline and the on-ramp is high, the lane droparaimdiividual
makes a lane changing maneuver (leaving the merging-lane). Clear is tigaistion is caused by
a stream of vehicles (macroscopic traffic characteristic), the infrasteulayout and an individual
vehicle (microscopic traffic characteristic).

Figure 3.1 Schematic indication of an on-ramp bottleneck. Three ingredients forested traffic
are available; high traffic volumef,,, + @.mp), @ spatial inhomogenity (merging lane drop) and
perturbations caused by the merging vehicles.

3.2 Microscopic Traffic Characteristics

In microscopic traffic theory each vehicle is considered individually. Mieoscopic approach is
focusing on describing the detailed manner in which one vehicle follows en@@artner et al.,

2001), the longitudinal behavior of traffic, and on the lane changing\wehof traffic; the lateral

driving behavior.

Considering vehicles are in the same lane of a road, longitudinal drivingvime describes the
relationships between a follower and a leader. If the distance betweeedhdumper of the
predecessor and the front bumper of the following vehicle (gap) is toth, smaafe conditions can
occur. In order to obtain a safe gap between vehicles, individualsrelie br change lanes (lateral
driving behavior). To make sure the gap is large enough, one cagelames to improve driving
conditions, the so-called discretionary lane change (DLC). If the lanagghis required due to
e.g. alane drop, one speaks of a mandatory lane change (MLC). Aisaieated (Schonhof &
Helbing, 2004) a MLC is caused by a spatial inhomogenity and is causing ataryperturbation
(two of the three congestion ingredients).

The process from considering a lane change to making the maneuver itechbgedhmed et al.
(1996) and is described as a four step process:

1. Decision to consider a lane change; drivers who want to make a lamgicly maneuver
estimate the space they need and estimate the available space. Based on thissoomp

7



3.3. MACROSCOPIC TRAFFIC CHARACTERISTICS 8

they decide to make a maneuver or to postpone it. The required spacensidepen several
characteristics of the driver, the vehicle and the road. An individualtb@erceive all the
characteristics, before coming to a decision. Gipps (1986) formulatedcrs (physically
possible, location of obstructions, presence of designated lanes,gdtennding movement,
speed and presence of heavy vehicles) for those consideringinpdages.

2. Choice of a target lane; an individual is considering the possiblettamges. In case of an
on-ramp the target lane is clear, one wants to change lanes to the lefgffohand traffic
countries).

3. Acceptance of gaps in target lane; a lane change will only take plaa@egfitban gap, to the
predecessor and the following vehicle in the target lane, is acceptablerGegtion of the
subject vehicle). These acceptable gaps should be higher than the mincoeptable gaps
(critical gap), and differ for the lead (target predecessor) andtéagdt follower) vehicle.
Most gap acceptance models describe the acceptance of a gap statlpastie critical gap
is, based on the MLC-models from Ahmed et al. (1996) and Lee (20B&hging over time
and dependent on the volume of traffic on the mainline, the average sptednmainline,
and, majorly, depending on the remaining distance to the end of the mergin@iriarase
of an on-ramp).

4. Performing the lane change maneuver; if a vehicle wants to make a lamgegihas chosen
the target lane, and considered the gaps as acceptable, the maneuwde.isnmibe target
lane the lag vehicle wants to remain, after the lane change, a safe gap to jisaumeessor
and therefore a lane change (local perturbation) can cause a neshlamge or a braking
vehicle.

The model of Ahmed et al. (1996) identifies that making a MLC is highly degeinah individual
behavior. Individuals, approaching the end of the merging lane (duestprbainline traffic), are
getting impatient, accept small gaps which triggers a braking maneuver in tfat lane. The
follower of the braking vehicle also tries to keep a safe distance to its presiec therefore a new
braking maneuver is triggered. One will only observe this behavior if thecles in the mainline
are impeded by each other, in other words: if traffic volume is high.

3.3 Macroscopic Traffic Characteristics

The total volume of traffic is one of the ingredients of the cause of congestitere, traffic

is considered as a fluid, instead of considering each vehicle separ@t&ymacroscopic traffic
theory describes traffic on a system level and consists out of the flen@avolume), density
and mean speed. Flow ratg) (s defined as the number of vehicles passing a point in a given
period of time, usually expressed as an hourly flow rate per lane. Thedlbased on vehicle
counts in a time period. Traffic density is the number of vehicles occupyirgylength of road.

It gives an indication how crowded a road section is. The density canwelfby making an
aerial photograph of a road segment and counting the number of velnickesingle, one mile
(or kilometer) long, lane. The density differs from 0, indicating no vehiaietlee lane, to a
maximum value, representing vehicles are bumper to bumper. As indicatetlaitiso measure
the density of a road section. A widely used technique in the USA, loop detectaneasuring
the occupancyd). Occupancy is the fraction of time that vehicles are over the detectoisand
based on the detector interval, the length of the vehicle, length of the detextdhe vehicles
speed. Occupancy and density are constants of each others. Thmditrascopic traffic flow
characteristic is the mean (or harmonic) speed, expressed in miles (or Kite)ede hour. The
mean speed differs from the velocity. The mean spe&lithe total distance traveled by all the
vehicles in the region, divided by the total time spent in the region. It equalksuim of the speed
of all vehicles divided by the number of vehicles.

Between the indicated traffic flow characteristics there exist a unique redhijp (Greenshields
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etal., 1935). This fundamental relation of traffic flow theory providesradtbetween flow, density
(or occupancy) and mean speed= ku. This relationship is visualized in a fundamental diagram
(Figure 3.2), and plays a crucial role in traffic modeling. The fundamelidgiram separates the
traffic fluid from all other fluids and provides a static relation between theethracroscopic traf-
fic characteristics. Empirical fundamental diagrams (Figure 3.3) show a suattered pattern
of flow, (in this case) occupancy and speed. This is because a thabditigram makes two as-
sumptions; traffic is stationary (flow rates do not change over time an&spad homogeneous
(all vehicles are equal) (Immers & Logghe, 2002). However, in trafties fimodeling the theo-
retical fundamental diagrams are used, which can be validated by hizing the theoretical
fundamental diagram in the empirical diagrams.

u u, q4
Y 4

Udq) 9

Ur

u Q. (k)

Us|

U,

% Ue(k)

>

e Kk

(a) Flow - speed (b) Density - Speed (c) Density - Flow

v

=~V

@ 79 ke k.l

Figure 3.2 Three related fundamental diagrams, assuming that traffic is statiomatyhamoge-
neous (Immers & Logghe, 2002).

Flow - Speed Diagram Occupancy - Speed Diagram

Speed (mph)

1000 1500 2000 2500 0 5 10 15 20 25 30 35
Flow (veh/h) Occupancy (%)

0 500

(a) Flow - speed (b) Occupancy - Speed (c) Occupancy - Flow

Figure 3.3 Three related empirical fundamental diagrams, based on 5-minutesuregaents of
April 4, 2013 on the 1-880 Highway in California. Lane 2 of detector 40080altrans, 2013).

The fundamental diagram shows different regimes (in literature also caiées or phases). Free
flow traffic is a regime with light traffic conditions and vehicles are able to trav¢heir own
desired speed (Maerivoet & De Moor, 2005), impeded by the maximumedsirait on the road
segment. If the flow has reached a maximum value, the capacity flow is ceaglpgroaching
a congested traffic regime on a highway stretch, more vehicles want to eidegiway than
capacity flow (demand is exceeding supply). To avoid a collision betweertawsindividuals
have to brake, triggering a speed breakdown (congestion; signipaeid drop). In case of a
mean speed df, density has reached a maximum.

Basically, if the demand for a certain highway section is higher than capacggkdown will
occur. In the example of Figure 3.1, in case of a breakdown: demandtfre on-ramp and the
mainline (upstream) is higher than downstream capacity. One can obakiivis,bottleneck loca-
tion, that the flow capacity upstream is higher than the flow capacity dovanstwéthe bottleneck.
The nominal capacity of the bottleneck is the maximum traffic flow that can be rireédtat the
bottleneck location if the traffic upstream is lower or equal to the capacityedidktleneck (Carl-
son et al., 2010). If the arriving flow upstream is higher than the nomagadaity, the bottleneck
is activated and congestion is formed (Carlson et al., 2010). Empirical §iadiave shown that
the capacity of the activated bottleneck is lower (5 to 20 % (Carlson et alo)Rfian nominal
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capacity.

Theoretically, as long as the total demand is not exceeding the nominaltgapaccongestion
will arise. However, empirical findings (Koshi et al., 1983; SchonhoH&lbing, 2004) have
shown that congestion does not significantly depend on the flow, buiedondhl perturbation. In
contrast, the propagation of the perturbation does depend on the trafficAlks it is desired to
predict congestion (to prevent capacity drop); a relationship betwedotdl flow, the local per-
turbation (a mandatory lane change due to the spatial inhomogenity) andsihg af congestion
is required.

3.4 Traffic Stability

What the influence of a local perturbation is on the flow can be determintieblsgability of traffic
(Lee et al., 2000; Treiber et al., 2000). A stable traffic system is oneathah perturbed from
equilibrium state tends to return to that equilibrium state (Pueboobpaphan &rean, 2010). In
other words; if traffic is stable, it is able to adapt to a lane changing maneti@erehicle. For the
onset of congestion this has interesting implications; if the upstream traffisialie, an on-ramp
merging maneuver can cause large perturbations in traffic (stop-awdsgss). If upstream traffic
is stable, traffic flow is able to handle disruptions in traffic and to prevesakatown (Elbers,
2005). This suggests that if one is able to indicate the stability of the traffi¢c flisvpossible to
predict congestion and to prevent the capacity drop.

3.4.1 Classification of traffic stability

Treiber & Kesting (2013) made a classification of traffic stability, dependimghe number of
vehicles influenced and the amplitude of the perturbation. Based on the nomishicles in-
fluenced, a distinction can be made into three types of traffic stability (EIB66S; Pueboob-
paphan & van Arem, 2010; Treiber & Kesting, 2011). Local (in)stabilitgamcerned with the
car-following dynamics of a single or a few vehicles. If a perturbation i®thiced and the gap
and fluctuations of the (one) follower increase in time, it is called locally utestdba platoon
of vehicles is considered, one speaks of string (or platoon) (in)stabiligikler & Kesting, 2013;
Leutzbach, 1987). If a local perturbation eventually will damp out, the fdwraffic is string
stable (Pueboobpaphan & van Arem, 2010). Traffic flow stability is natemed with the car-
following dynamics, but it concerns the disruptions in macroscopic cteisiics (speed, density,
occupancy and/or flow) of traffic (Elbers, 2005). Similarly to string stabilityflow stable traffic
a perturbation will eventually damp out (Darbha & Rajagopal, 1999).

When the amplitude of a small perturbation increases in course of time, calesspianstability.

If the amplitude of a small perturbation eventually will damp out, one speakimblestraffic. If
small perturbations decay, but severe perturbations develop to petsiaféc waves, one speaks
of metastability (or nonlinear instability (Yi et al., 2003)) (Treiber & Kestin§@13). In other
words; metastable traffic flow is stable for perturbations with small amplitudésiastable for
severe perturbations (Ossen, 2008).

The classification indicates that measuring traffic stability is essential. Thiitgtab traffic
is indicating whether a perturbation will fade out, or, in case of traffic inktabcongestion
arises.

3.4.2 Indicating Stability

If the stability of traffic (in free flow) can be determined, one can givesajation of congestion. If
traffic is stable, a perturbation will fade out, if traffic is metastable some ations will fade out
some will not, and if traffic is unstable every perturbation will lead to a breakd For application
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in real world the measured data from the road side should be used to inttheatzbility. Notice
that the stability needs to be measured before the perturbation occur. dicstés that, in case
of an on-ramp, the stability of the upstream flow should be measured.

Traffic is detected in many different ways, a widely spread used method ldriied States is the
usage of single loop detectors (a cross-sectional method). Single ltegiate provide every 20
or 30 seconds, occupancy and flow as raw measurements (Lu et 8la)28hsed on the g-factor
approach (Jia et al., 2001) the speed can be estimated, as well as tityg ddesefore, assuming
that the measurements of the detectors are available and good, useddatimgdstability could
be the (macroscopic characteristics) mean speed, flow, occupanoy dedsity. In other words;
only traffic flow (in)stability can be measured.

The available stability analysis methods describe traffic flow as stable orblestdihe most
classical view indicates that traffic is unstable if the traffic density is abavetitical density;
otherwise it is stable (Pueboobpaphan & van Arem, 2010). This is in cbidréhe classification
of stability earlier described. For macroscopic traffic flow models, Yi e{2003) based their
stability analysis on the nonlinear stability criterion using wavefront expanskowever, for
real world application, it is necessary to use a stability indicator which is abteetsure traffic
instability.

Based on the definition of metastability, a stochastic approach could belnghik case, traffic
flow is metastable as the probability of breakdown is larger than 0. The Ipititypés based on
historical data and uses the Product Limit Method of Kaplan & Meier (1268) the Weibull
distribution function (Appendix A). Drawback of this indicator is that it iswasgng stationary
and homogeneous flow. In other words; at a certain occupancy, erdliff situations, it will
determine the same stability. Based on stationary and homogeneous flow, itéédndould be
used to macroscopically measure whether traffic flow is in the metastable ragigiad where
chance of breakdown larger than 0). The metastable regime is necésstmaffic control; as
traffic has entered the metastable regime, a large perturbation can caesé&down. Therefore,
this control could be used as it is giving a fixed value for the border ahittastable regime.

To overcome the drawback of the stochastic indicator, the reliability indicdtBeari (1988)
could be used (Ferrari uses the word 'reliability’ for stability). Here, dexrease in speed of a
certain vehicle (in order to obtain a safe gap) can cause greater atdrgtecreases in the speed
of the following vehicles, traffic flow is unstable (Ferrari, 1988). Thadatbr is based on the flow,
the variance in flow and the (log normal) density (see Appendix A). Itvesdhe drawback of the
stochastic stability indicator; the reliability indicator gives different valuesifier@nt situations
with the same demand. The stochastic approach could be used whetheraafientered the
metastable regime (based on historical data) and the reliability indicator coukkebddo measure
the stability of traffic based on instationary flow. Here, this indicator coulddeel for more local
traffic control as local ramp metering (section 5.1).

Note that both indicators should only be used for indicating stability in (unctbed) free flow.

3.5 Conclusion

Congestion on a highway is a result of a combination of high traffic volumegatad inhomogen-
ity and a temporary perturbation. The influence of a local perturbation gemgandatory lane
change) on the flow can be determined by the stability of traffic: if traffic flostable, a local
perturbation will eventually damp out, if traffic flow is unstable, a local pésdtion will cause
a traffic breakdown. This gives proof that traffic stability should be messusing a stability
indicator. To measure stability in free flow the reliability indicator (based ontinsiary flow) or

the stochastic indicator (based on stationary flow) could be used.
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4 Traffic Control

Previous chapter has shown that congestion on a highway is causedimpaation of high traffic
flow, spatial inhomogenity and a temporary perturbation. To make sure ttiertazk will not be

activated (and capacity will not drop) traffic can be controlled. Basictily outflow of traffic

can be improved using ramp metering, speed limits, route guidance, dedicatedéday. lane for
high-occupancy vehicles), peak lanes, bi-directional lanes anddyiag 'keep your lane’-signs.
This report will only focus on two of these strategies; ramp metering aretidpaits.

4.1 Traffic Control

4.1.1 Demand for Traffic Control

The increasing number of vehicles on the road has caused some sengéstion problems in

the last decades. On a more local scale, the congestion forming at aa lzmttkeneck causes a
capacity drop and is blocking off-ramps. As discussed before, botleasivation leads to a drop
in capacity. This is caused by accelerating vehicles from lower speatténthe congestion)

to higher speeds (downstream of the bottleneck) (Carlson et al., 2&E3)jdes, the tail of the

formed congestion propagates upstream (Papageorgiou & Kotsialif¥). 20is possible that the
congestion covers on- and off-ramps upstream of the bottleneck, Wdrieles wanting to leave
the mainline are also delayed due to the congestion and contribute to an atecbégatial increase
of the congestion (Carlson et al., 2010). One solution to solve these prelgeconstructing

new roads; adding lanes to existing roads or creating alternative newdnyghboth expensive
solutions. Dynamic traffic control (or management) is an alternative; istrgahe efficiency of

the traffic network without constructing new roads (Hegyi, 2004).

4.1.2 Traffic Control Objectives

Traffic control may be applied for one or several objectives. Irginggthe efficiency of the traffic
network by minimizing the total travel time of an individual (user optimum) or minimizirgy th
network travel time (network optimum) is one of these objectives. Anotheictingeof traffic
control could be safety; as accidents are in some cases the causdiofanas$, a safer network
will cause higher flows. Besides, in the congested flows more accidésgs and therefore less
congestion will increase safety. On the other hand, lower densities codntiitie low speeds
influence safety positively (Hegyi, 2004). This can cause a conflict tétefficiency objective.
As traffic jams are not always prevented, it is valuable for driversnatheevel time is predictable
(Hegyi, 2004). If travel time is predictable, the arrival time can be estimatdahoosing the de-
parture time is easier. A, more recently developed, objective is loweringi{ire) environmental
effects of traffic. Emissions of a vehicle are influenced by the statusefiale, the technology of
a vehicle, infrastructure and external conditions (Zegeye et al., 2808ssions per hour increase
if the average speed increase, which is conflicting with reducing congestits report will only
focus on traffic control to enhance the efficiency of a highway, inialdecrease the travel time
of individuals.

The efficiency of the network is measured by the total travel time of an ingiidr network. As
this report is focusing on resolving congestion the network travel timesngedhinimized. The
total travel time in the network is formulated as the total time spent (TTS). The(takl) time
spent is the sum of the travel time of all vehicles between two fixed locatiorestotd travel time
plus the total waiting time (time for vehicles waiting to enter the network) is the total tiewetsp

13
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TTS is a variable to compare the performance of different control stestethe lower the TTS
the better the performance of the strategy. If the TTS is lower, vehicled ss time between
entering and leaving the network.

Another criterion used to estimate the efficiency performance is the totalddedistance (TTD).
TTD reflects the total distance traveled by the vehicles between two points ditoteedifference
with TTS). If the TTD is higher at a certain time, vehicles were able to make mors.niete,
that in the a simulation environment the total traveled distance at the end of tHatsimperiod
is always the same, as no extra vehicles are able to enter the networlatioh# the total distance
covered by the total time spent gives the mean speed; as the total time spbatraaimized and
the total traveled distance is maximized; the mean speed of all vehicles is maximiziznérs’
perception: one can drive faster).

Although a strategy may perform better, still, it can show some undesirevioehThe strategy
can cause new congestion areas and therefore the number of newvjtmaii arisen should be
identified empirically.

4.1.3 Principles of Traffic Control

The principles of traffic control are based on the three ingredients mjesiion. As it is de-

sired to prevent congestion, control is used to make sure the total flow é&xoeeding capacity.
Based on stability, it is desired to obtain a stable traffic flow. If traffic is stadldisturbance

will vanish without intervention. If traffic has entered the metastable regirtaga disturbance
can cause congestion, the unstable regime indicates that any traffic distanill cause conges-
tion. Therefore, if one wants to prevent traffic breakdown one shrddent traffic entering the
unstable regime. If traffic has entered the metastable regime, control di@uised to control

perturbations.

4.2 Ramp Metering

To increase the performance of the network, several control strateave been developed. Ramp
metering is used to control the inflow of a ramp and based on occupancg;dttupancy (lower
than the critical occupancy) can be (approximately) continuous over timéaffic jams will
arise. Ramp metering can be implemented by installing traffic lights at the on-raafpigiiway,
controlling the amount of traffic flow allowed to enter the highway (the ramp nmeteaite) (Figure
4.1). It can be used in order to increase or decrease travel time. Whensdry to bypass
congestion on a highway it can be used to increase the travel time of theses Middelham,
1999). Second, used in this report, a ramp metering strategy is used eéovereapacity flow on
the mainstream and to avoid congestion (Kotsialos et al., 2002a). Refetedppendix B for
more information about different ramp metering control strategies.

Basically, ramp metering strategies can be classified as static or dynamic regffonsive or feed
forward, and local or coordinated (Hegyi, 2004). A fixed stratedyene the amount of vehicles
allowed to enter the highway is based on historical demands, assumes,isvhaifie, that the
demand is constant. This strategy is not able to adapt to variations in traffyyidt al., 2005).
To overcome this (static) issue, the ramp metering strategy can be basedina data (traffic
responsive strategy).

Traffic responsive strategies, such as ALINEA (Papageorgiou, 4991), base the ramp metering
rate on measurements downstream of the ramp. If the rate is based on theemsEags upstream
it is called a feed-forward strategy, such as the demand-capacity gtrateg demand-capacity
strategy, widely implemented in The Netherlands, bases the rate on a fixedceglacity. As it
was shown before that the capacity of the network is not a fixed valugéstion can arise if
total flow is lower than capacity), this strategy is naive. The ALINEA strategses the rate on a
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variable speed limits

ramp metering

Figure 4.1 Ramp metering and variable speed limits in order to control traffic (afteryiHepal.
(2005)).

desired (occupancy) value. This strategy could be validated using tstdbility; as the desired
value of occupancy lies in the stable regime congestion could be prevamedummary of field
results (Papageorgiou et al., 1997) shows that this traffic respasistegy is outperforming other
strategies, reducing travel time between 5 and 18 % and improving total tlalistance up to 3
%.

Local control strategies are focusing on controlling the ramp metering aftécplar on-ramp.
Coordinated ramp metering combines the use of several ramp meters to doatramp flow on
several on-ramps. Note that it is possible to (independently) contrefaleamps with a local con-
trol strategy. It was shown (Papageorgiou et al., 1997) that a catedimamp metering strategy
is more complex and in case of recurrent congestion is not better perfpthan ALINEA. This
validates that the local ramp metering strategy ALINEA is a standard to whieh sittategies can
be compared and therefore will be implemented in the simulation environment,ilhbd inple-
mented in the simulation software. Simulation tests from Hegyi (2004), Cartsain(2010), Lu
et al. (2011) and Bhouri et al. (2011) have shown that other coateliramp metering strategies
are able to improve TTS performance up to 25 %, the TTD shows very little anpmvement
(Bhouri et al., 2011; Lu et al., 2011). Concluded can be that coaetimamp metering strategies
have the potential to improve performance.

4.3 Variable Speed Limits

Nowadays, a lot of highways are equipped with variable speed limit signsselsigns are cur-
rently used in The Netherlands to increase safety by lowering speed limtteaipsof congested
areas (Hegyi, 2004). Although, the signs could also be used to imprieety using a speed
limit strategy.

Literature shows two approaches using speed limits; homogenization areehfing traffic break-
down (Hegyi et al., 2005). The idea of homogenization is that speed limiteedarce differences
in speed and density (and thus flow). A field test (Van den Hoogen & Smsylii@94) has shown
that capacity is not improved by this approach. The speed variationsuanien of very small
gaps decreases using this approach. This could be validated by ttaffility; as the variance
in gaps decreases and the flow is high, this would decrease the oppottuciitgnge lanes (less
large gaps available) and this will cause more imprudent lane changesitigggdreakdown. The
reliability indicator (Ferrari, 1988) supports this statement. This is in contriéistthe statement
of Van den Hoogen & Smulders (1994) and Zackor (1991) that honipgrn causes a more
stable traffic flow and, thus, a higher capacity. This can be validatedibedé&an den Hoogen &
Smulders (1994) do not define stability and Zackor (1991) shows ongryasmall (negligible)
increase of capacity.

The second approach focuses on preventing or resolving traffdkdog/n. This approach uses
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speed limits lower than critical speed to limit the inflow of the bottleneck (Figure &S&yeral
speed limit strategies have been developed. The SPECIALIST (Heglij 2008) strategy is the
only strategy applied in real world, used to resolve moving jams and shogaith ®f travel time
of 35 vehicle hours per resolved jam (Hegyi & Hoogendoorn, 20D@awback of this algorithm
is that the detection of moving jams (relatively short jams with an upstream mogamydnd tail)
requires high dense installed detectors. Strategies used to preverstpomotraffic breakdown
(sometimes in combination with coordinated ramp metering) use a predictive lcorgtbod,
optimizing an objective. The different simulation studies (Carlson et al.,;200@t al., 2011;
Hegyi et al., 2005) show an improvement of TTS up to 50 % and an improweshdT D up to
35 %. These studies show that a combination of (coordinated) ramp metadngaable speed
limits are able to further improve the TTS up to 55 % (Lu et al., 2011; Hegyi e2@05).

It is clear that a local ramp metering strategy and variable speed limit stratggmsmbination
with coordinated ramp metering) are able to improve travel time significantly. Tiatlite shows
that a strategy using variable speed limits in combination with coordinated rampngetbows
the best performance. Condition is that a speed limit approach focusimigeenting or resolving
traffic breakdown is used.

4.4 Conclusion

The increasing number of vehicles on the road has caused some sengéstion problems in
the last decades. Traffic control is able to increase the efficiency dfdfiec network without
constructing new road. The discussed traffic control strategies, rangpingeand variable speed
limits (or a combination of these two), have shown a (simulation) improvement intito@bkpent
up to 55 %. As these control strategies are able to improve performancsadnility indicators
are able to predict congestion, these two principles are used in the folloapger to propose a
control strategy.



5 Control Strategy based on Traffic
Stability

In the previous chapters is indicated that if traffic flow is entering the metastagime, traffic
needs to be controlled. In uncontrolled cases, disturbances can aleidgad to a breakdown.
Traffic flow entering the metastable regime can be determined using histoaffal tfata. As
the main objective of ramp metering and variable speed limits is preventing tradfdkdown,
traffic may never enter the metastable regime. As the metastable regime has easigtofiver
flow than the capacity flow, it is undesired letting traffic flow never enterirgyréggime. Besides,
not every disturbance in the metastable regime will cause a breakdowndeEired control is,
therefore, maximizing the flow in the metastable regime and controlling the distgbamake
sure the disturbances fade out. As in the previous chapter is showmathatnetering strategies
and variable speed limit strategies are able to improve the efficiency, hese,dtrategies are used
for traffic control.

5.1 Local Ramp Metering Strategy

A local ramp metering strategy is able to improve the efficiency of a highwésyaltle to control

the inflow of the on-ramp and is therefore able to (temporary) prevefiicttabakdown. As the
local ramp metering strategy is based on the total flow, it does not take irtaradbie influence
of a perturbation. According to Ferrari (1988), if traffic is unstabthigles further upstream will
have a larger decrease in speed. This leads to an intuitive correcttontfathe ramp meter rate
Elbers (2005): if traffic flow is stable more vehicles are allowed to enter ijienay. The cor-

rection factor can be validated as the ramp metering strategy controls tegf@d lon the stability
regime and the correction factor controls traffic based on the instatiotedijity (measured by
the reliability indicator) of the flow:

7napplied(ﬂ = Tstrategy (t) *C (51)

Here,rgrateqy (t) is the ramp meter rate (number of allowed vehicles to pass the traffic light in
one hour) calculated by the local ramp metering strategy (based on statftmveyat time step

t. The correction factord] is based on the instationary stability and gives the applied ramp meter
raterq,pied(t). Referred is to Appendix B for the calculation of the ramp meter rate by lowhl a
coordinated ramp metering strategies.

Based on literature, it is suggested that the correction factor shouldtéenileed based on the
following variables:

e Length on-ramp (fixed): Lee (2006) has shown that the gap acceptmntinly influenced
by the distance left to the end of the on-ramp. If the length of the on-ramp i§ setzicles
will lower the gap acceptance more quick, which will lead to more disturbahess(2006)
has shown that more variables are influencing the gap acceptance,®téngith of the on-
ramp is introduced in this correction factor as Lee (2006) has shown tkastthe major
factor influencing the gap acceptance.

¢ Mainline shoulder lane flow (measured): if the mainline flow is increased,dhiance in
gaps increases and the average gap is lower (Vasconcelos et aj.B2d®, 1988; Sullivan
& Troutbeck, 1994); assuming that every vehicle will eventually make thedatany lane
change this is giving a higher probability of a serious disturbance.

17
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e Stability of the shoulder lane (indicated): if the flow is high and the stability of thidr
flow is also high, the chance that the disturbance will lead to a breakdoww.is lo

e Stability all the other lanes (indicated): if traffic is facing a merging vehiclev{teathe
on-ramp) this indicates whether this vehicle is able to make a discretionaryHanges (to
the left), and so on.

e Number of vehicles passing the ramp meter (calculated): a ramp metering rsadbl (
as ALINEA) will calculate the number of vehicles entering the highway, Ah&ssidy
(2007) indicated that a disturbance is amplified by another local distuebanc

e Speed at the shoulder lane (measured): if traffic flow has a high sp#se shoulder lane,
lag vehicles will face a lower speed of the lane changing vehicle and the adeplitll be
higher.

e Homogeneous traffic (measured): If a variable speed limit is active, thenea in gaps
decreases. Literature has shown that this will decrease the capacig/tittreneck, it was
shown that the reliability indicator is able to adapt to this situation.

The mainline shoulder lane flow and the homogeneous traffic and their infuenthe stability
are already indicated using the stability indicator of Ferrari (1988). Ttat $tability of the the
flow upstream can be determined as follows:

1 n
Stability = — > ¢ (5.2)
=1

Here, ¢; is the stability of lane (Appendix A), andn is the number of lanes excluding a desig-
nated lane (HOV-lane). Mostly, designated lanes are not allowed to uak \mhicles and give,
therefore, not the opportunity to change lanes to this designated lanem@sienotice that the
parameters of the reliability indicator should be changed as variable speeddimiit! is active.
The correction factor has the following form:

c= B(% Z qﬁi) + (ol — apAv) (5.3)
i=1

Here,l gives the length of the on-ramp, it is the length of the ramp entering the mainkhstzre
this lane dropsAvw gives the speed difference between the most right line (the merging lade) a
the shoulder lane.

Wherea, s and g are control parametersas has a negative sign as the speed difference is
negatively influencing the chance of a serious disturbance. Note thirtipemeter rate is based
on measurements downstream of the on-ramp and the correction facteeddrameasurements
(stability) upstream of the on-ramp. Assuming that the measurements are ratdpgtream of
the bottleneck, indicating that vehicles are only able to make a single lanes;hstability will
not change before facing the merging lane. The exact location of thetoeteinfluence of the
variables and the control parameters is topic for further researchebe$ed as a control strat-
egy. The performance of the strategy can, therefore, not be preédisienore simple, correction
factor (Elbers, 2005) shows an improvement up to 15 % in total travel timermpadson with
the ALINEA strategy. The correction factor of Elbers (2005) is basednicroscopic measure-
ments and is therefore not a proper indication of the performance of tippged strategy in this
section.

5.2 Integrated control

The efficiency of the road network can be improved by using variabledsiiits lower than the
static speed limit. Integrated control, using variable speed limits and ramp metexiregshown
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a (simulation) improvement in total time spent up to 55 %. Therefore, an intelgsaeqgy is
proposed using both control strategies. To integrate these two conatdgigs three possible
ways exist (Lu et al., 2011):

e Determine ramp metering rate before determining variable speed limits;
e Determine variable speed limits first before determining ramp metering rate;
e Determine ramp metering and variable speed limits simultaneously.

The third approach is more complex, a method for this strategy is proposelddus et al. (2010),
using a game theory approach. The first approach has some practitiahtiops as highways
already have implemented ramp meters (Lu et al., 2011). The second epEozed by Su et al.
(2011) and Lu et al. (2011), showing an improvement of 55 % in total ktewme. As this approach
has shown it capability to improve the efficiency, it is used, here, as a gtadint.

5.2.1 Speed Limit Design

Assume a bottleneck on a highway caused by an on-ramp. Variable speedliengble to limit
the inflow of the mainline. As it is desired to differ the speed limit of different pathe highway
(only a small section of the highway is a bottleneck and only the inflow needs tottrolled),
the corridor is divided intaV links (m € {0,1,2,..., N — 1, N}). Each link has a set of loop
detectors (for measurements), one on-ramp (as congestion is cauaesphtial inhomogenity)
and may contain off-ramps. Although more loop detectors may be available gothidor, the
speed limit design does not use all these detectors for now. Assumed isishadssible to set
one speed limit per link.

Link Link Link Link

Figure 5.1 Schematic corridor is divided int&/ links, every link with one set of detector and an
on-ramp. The link where the congestion is detected isllihk

Here, the strategy is activated if traffic is approaching the metastable regineelink is set as
bottleneck linkM and will be controlled. In practice, the actual location of the bottleneclsazhu
by an on-ramp, is near the end of the on-ramp. Due to implementation reasomstitte link is
set as bottleneck (Figure 5.1). Based on to the local ramp metering stratdy¥£A, the speed
limit in the link upstream {4 — 1) of the bottleneck is based on the desired occupangyahnd
the measured occupanc§) (Su et al., 2011) in the bottleneck link. The set speed limjtk)
is based on these variables and is a responsive strategy includingaticegparameter(). The
speed limit in the link upstream of the bottleneck can be calculated as new Ew@sis are
available from the loop detectors (evefyseconds). The time interval usedis.

The equation used to set the speed limit in the link upstream of the bottlehkel ] is as follows
(Suetal., 2011):

up—1(k) = up—1(k — 1)+ (o, — o(k — 1)) (5.4)

This equation indicates that if the measured occupancy is exceeding iheddascupancy, the
speed limit should be lowered in order to limit the inflow of the bottleneck link (to nsake
traffic will not get unstable). As this variable speed limit setting equation is eatjing the
speed limit for one link §/ — 1), this may cause an irresponsible speed drop between two links
(M — 2) and (M — 1). Therefore, the speed limits in the links upstream are gradually dedrease
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from upstream to downstream (see Figure 5.2). Assumed is that the nsbxstam link (» = 0)
is in free flow and cannot be controlled (speed limits here could influence bokside of the
considered section). Also, links downstream of the bottleneck and thermmikiégself (n > M)
are not controlled by speed limits. The downstream links are not contrdltdabee is not demand
for control (no approaching congestion detected), the bottleneck linktisamtrolled as only the
inflow of the bottleneck (supply) needs to be controlled.

“Wariable Speed Limit Setting

Location

m=0

Time

Figure 5.2 Schematic visualization of the variable speed limit strategy where the spéetihlan
link m is gradually decreased up to the bottleneck link Downstream links of the bottleneck,
the most upstream linkes{ = 0) and the bottleneck link itself, are not controlled.

The following equation assumes that the speed limit in the upstream link is equal sbatic
speed limit {/;) of the highway:

ug(k) = V; (5.5)

The variable speed limit for each link is based on interpolation between thdldwe speed (in
up) and the speed in the link just upstream of the bottleneck. It can be deterasrfellows (Lu
etal., 2011):

U (k) = Upm—1(k) + max{—Awu, min{(na, (k) + (1 = 1) Bm) [urr—1(t) — uo(k)],0}} (5.6)

Here, the maximum speed limit difference between two link&dis(e.g.5 mph). The speed limit
in a link is, due to this equation, always lower or equal than the adjacetepstream, and
higher or equal than the section downstream. The speed limit in a sectiold ffolower if the
on-ramp demandd(,) is higher or if the on-ramp length,,, , is lower. If on-ramp demand is
high, the speed limit should be lower to create more 'space’ for the on-rampgAppendix B).
Besides, if traffic is not able to leave the on-ramp a queue will grow and reagpill back to
upstream adjacent infrastructure (outside of the network).

Therefore, Lu et al. (2011) and Su et al. (2011) have definedd 3 based on the length of the
on-ramp, the fixed capacityX,,) and the flow of the linkd;,,(k)). n is used as a control parameter,
prioritizing the mainline or the on-ramp flow.

am (k) = H(Qm — qm(k)) (5.7)

« causes a lower speed limit if the available 'space’ is I@wauses a lower speed limit if the
on-ramp length is low:

m = H(1/Lm,) (5.8)
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To allow more vehicles to be injected from the on-ramp the speed limit reductitraitink
should be greater (Lu et al., 2011). Besides, if the available space islawik, the speed limit
should be lowered. If the speed limit reduction is greater, would implicateHhiat increased.
The harmonic function calculates the ratio of a link based on all other comtratles. Letx=

[z1, 22, ..., x,) be areal vector, then (Su et al., 2011):
5
H(zp) = =t (5.9)
7
p=1 "

Assume no ramp metering is active on the link. The flow leaving the on-rénpK)) is restricted

by the demand of the ramp, capacity of the rarg},(,) or 'space’ at the link (vehicles until
capacity) (Su et al., 2011). The 'space’ at a link is the capacpy)(of a link minus the net
measured inflow of the link (measured outflow of the upstreamdlink; (k—1)). Here is assumed
that the off-ramp is located downstream of the on-ramp (within a link). Thigates that the
'space’ at the link is restricted by the mainline inflow and the capacity.

Ry (k) = min{d, (k), Qm,o, Q@m — Gm-1(k — 1)} (5.10)

The expected flow of the link is the outflow from the previous link (measujgd; (k — 1)) plus
the on-ramp flowR,,, (k) minus the off-ramp flows,,, (k) (Lu et al., 2011). This indicates that the
speed limitin a link is updated based on the local (loop detectors) measurements

Qm(k) = qufl(k - 1) + Rm(k) - Sm(k) (5-11)

Here, as a link traffic is approaching the metastable regime, traffic cakdmwa and needs to be
controlled. The strategy bases the speed limit upstream of the bottleneckdifféhence between
the desired and the measured occupancy in the bottleneck link. Howeypgrtlirbations are not
controlled and breakdown upstream of the bottleneck is still possible. To limithiance of

breakdown in a link, the ramp metering rate on a link should be controlled.

5.2.2 Optimal Ramp Meter Rate

After the variable speed limits are set in the links upstream of the bottleneck el medlictive
control scheme is used to find the optimal ramp meter rate. Note that, without setfipgalimit,
the predictive control can also be used (instead of speed limit the measaegdspeed should be
used).

Model Predictive Control

A model predictive control (MPC) scheme is used to find the optimal ramp metexia (Cama-
cho et al., 2004; Hegyi, 2004). The MPC controller (Figure 5.3) useseallitraffic model and
optimizes the control signal. This signal is applied to the traffic procesdiédpamp metering
rate) until new data is available. With the new data the signal is re-optimized witlftedstime
horizon. In MPC, at each time step (every time new measurements are ayatlabdleptimal ramp
meter rate is computed (using the simplex method) over a (finite) prediction ha¥izoAssum-
ing the inflows of the network are in the next time steps the same as the measisregheeMPC
scheme calculates how many vehicles are allowed into the network to maximizédreney. As
traffic situations change rapidly, only the ramp meter rate for the next time sagplied. In the
next time stepX + 1) a new optimization is performed, whereby the prediction horizon is shifted
one step further, the so-called rolling horizon.

As the speed limits are set, the optimal ramp metering rate can be determined.mfhmeder
rate ((k)) is to be predicted over the predicted time horizon 1, ...,k + N,. Only the optimal
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Figure 5.3 Schematic Model Predictive Control scheme, after Hegyi et al. (2005)

ramp meter rate until the control horizdv,. are used, other calculations are thrown away. Per
time step the following ramp meter rates are calculated, note that here the rammgistaiso
applied in the bottleneck link (assuming the on-ramp is cause of the bottleneck).

r=[r(k+1),....,m(k+Np),...,rm(k+ 1),...,7“M(l<:—|—Np)]T (5.12)

The predictive control takes irregular conditions into account, and #digiron is based (as will
be shown in the next section) to predict traffic conditions if infrastructlr@nges. Thereby,
the model predictive control makes frequent recalculations and thertfe control is updated
frequently if traffic behaves different than expected (Schreiter3R01

For the prediction of the traffic situation in the next time steps, the secondromttel METANET
(Messner & Papageorgiou, 1990) is used. The motorway network isgemed by a directed
graph whereby the links of the graph represent motorway stretches avith-or off-ramps and
no major changes in geometry. Each link has all macroscopic charactgfiistjose 5.4):

o Traffic densityp,,(k)(veh/mi/lane) is the number of vehicles in link at time k7" divided
by the length of the linki,,, and by the number of lanes,,.

e Mean speed,,(k)(mi/h) is the mean speed of the vehicles in limk In case of variable
speed limit, assumed to be equal to the calculated speed limit.

o Traffic flow ¢,,(k)(veh/h) is the number of vehicles leaving link, divided byT (Loop
detectors give measurements per 20 or 30 seconds).

motorway link m

,
.
I I R T R

H/ segment 7 \H

| |
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Figure 5.4 The original METANET (Messner & Papageorgiou, 1990) discretizetbrnwvay link,
after Kotsialos et al. (2002a).

For the prediction of the macroscopic characteristics in the next time step tisimeéalata of
the loop detectors is used. Each time stepe macroscopic characteristics are calculated (Payne,
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1971), where the density in the next time stgp(k + 1) is based on the current densipy{(k)),
the inflow g,,—1(k)), the outflowg,, (k), length of the on-rampl{,,,), number of lanes,,, and the
time stepkT"

pm(k+1) = pm(k) (Qm—l(k) - Qm(k» (5.13)

+ Ly

Adding an on- and off-ramp (respectivety, (k) ands,,(k)) to this equation gives the follow-
ing:
T

m(Qm—l<k) — qm(k) + rm(k) — sm(k)) (5.14)

pm(k + 1) = pm(k) +

The flow can be determined linear, therefore the density in the next time stejfcidated as
follows (Messner & Papageorgiou, 1990):

Pm(k/'"‘l) = pm(k)"i' (Ampmfl(k)umfl(k)_)\mpm(k)um(k)"i'rm(k)_Sm(k)) (5'15)

Ly

Clear is that the density in the next time step is a linear process, where theodatésrval T,
length of the linkL,, and the number of lanek,, are fixed values. Here, assumed is that the
speed limit in a linku,, (k) is already calculated. The ramp metering rate are set as unknown and
will be set using the predictive control scheme.

Note that every link has detectors available. Each time step the macroscapctehistics of a
link at timek are, therefore, known. As each time step new measurements are avéilanemdel
is taking rapid changing traffic situations into account. Assumed is here #dbap detectors
give information for the entire link.

The previous equations have determined the influence of the ramp metadranrdne mainline
density. Besides influencing the mainline density, the ramp meter rate is also@ifig¢he queue
at an on-ramp.

The on-ramp demandi, ,) at link m is forwarded into the network. The queue at an on-ramp
is the old queuev,,(k), the demand of the on-ramg,(k)) minus the on-ramp leaving flow
(gm.o0)- In case of ramp metering rate, the on-ramp leaving flow is the ramp meteMessiter &
Papageorgiou, 1990).

Wi (k + 1) = wp (k) + Tdm (k) — gm,o(k)] (5.16)

Due to this linear model, the macroscopic characteristics of the highway ceasicdgated. The
unknown variables are the ramp meter rates for all the links until the predictdaon. The
optimal ramp metering rate will be calculated using an objective function.

Objective Function

As the goal of the strategy is to maximize performance, the total time spenttodaglminimized
and the total traveled distance needs to be maximized. First, to obtain the optimpahratering
rate the total time spent, in all speed limit sections and the bottleneck, need to be mthimiz
Due to this optimization function the ramp metering rate is set such that vehicled apdittle

as possible time on the highway. Here it is important to also take the time delay doeamp
gueue into account; this is the number of vehicles waiting times the time interval. Mingtzm
value minimizes the total time spent and avoids all traffic waiting at the on-rampt(al, 2011;
Hegyi, 2004; Hegyi et al., 2005; Carlson et al., 2010).

Ny M Np

M
TTS=T> > Ludmpm(k+5)+T > > wol(k + j) (5.17)

j=1m=1 j=1m=1
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The total traveled distance should be maximized as to maximize the link flow (Lu2@41.):

Np M

TTD =T Y LynAmm(k + ) (5.18)
j=1m=1

The optimization problem becomes (Su et al., 2011; Lu et al., 2011):
minJ =TTS — oTTD (5.19)

Whereo is a factor to balance the TTS en TTD.

Constraints

The designed ramp meter rate needs to satisfy a set of (technical) casdwaamoid unrealistic
and undesired situations:

e The queue length may not exceed the length of the on-ramp. Here formatatéd number
of waiting vehicles may not exceed the maximum possible vehicles on the onfemggh
times maximum density) :
0< wm(k +]) < Lm,opJ

e The ramp meter rate should not be higher than the ramp dendgi{@)), ramp capacity
(Qm,0) Or space available in the mainline (this validates equation 5.16) (Lu et al.):2011

0 < 7 (k) < min{dm(k), @m0, Am@m — Gm—1(k)}

e The density in a section may not exceed the jam density (unrealistic situation):
0< pm(k) < py

Algorithm

The proposed strategy assumes a bottlenecklihkthe location of this bottleneck is based on
the detection of congestion. The strategy is more adaptive for nonreeteongestion (e.g. acci-
dents) if it is dynamic (no fixed bottleneck locatid#. An algorithm is developed:

1. Congestion detection After measurements, test whether a the occupancy is exceeding a

threshold (based on metastability or intuitive value).If several links argesiad, pick the
most downstream area. If the control strategy is already active andbstijbsted, go to step
2. If no congestion is detected, wait for next measurements.

2. Set Variable Speed Limits Based on the occupancy of the bottleneck link, set the speed

limits upstream of the bottleneck. For application of the control scheme it isssace
that there are enough links upstream available for control. As the maximeed spnits
between two links is set @&, indicating that the minimum speed limit in linkl — 1 is

max = {Unmin, (Umaz — (M — 1)Au)}. Go to step 3.

3. Set Ramp Meter Rate Based on Model Predictive Control and the linear density dynamics,
set the ramp meter rate for the links upstream of the bottleneck as well ag footteneck
link itself. Apply the speed limits and the ramp metering rate, go to step 1.

Using this algorithm, allows the designer of the strategy to select the followiriggyarame-
ters:

® 04qrt,m threshold which switches the control on/off, could be different per limkia based
on the metastability principle.

e o, desired occupancy in a link.
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e 7. prioritizing the mainline or the on-ramp flow. Maximum valueliand minimum value
0. A value higher thar.5 is prioritizing the mainline flow.

e 0. balance the optimization of TTS and TTD.

® u,q. the maximum allowed speed limit, assumed is the fixed speed limit of a highway.
® Unin: the minimum allowed speed limit.

e Au: maximum speed limit difference between two links.

e (: acontrol parameter to set the 'aggressiveness’ of the control.

e N,: setting the prediction horizon of the Model Predictive Control.

e N_.: the control horizon.

5.2.3 Discussion

Note that the strategy is only using stability of a traffic flow switching the cordgrobr off.
An extra constraint could be added to make sure traffic flow will not gstalohe and a local
perturbation will cause a traffic breakdown. The maximum number of allasbitles should be
based on the reliability indicator (Ferrari, 1988). This constraint coulddsed on measurements
of the detectors just upstream of the on-ramp within a link. As the linear dahsigmics do only
take into account one set of detectors per link, it is not possible to calechkatxpected stability
in the next time step. If the linear density dynamics would also calculate the thé#fracteristics
upstream of the on-ramp, it is possible to calculate the expected stability, fHether research is
needed setting the indicator parameters (which are speed limit dependert)edocation of the
upstream detectors. The expected stability could be used as an objewixienfzing stability) or
as constraint, making sure the stability is not too low (setting a threshold).cEeds, using the
stability as a constraint, the chance of breakdown reduces. This caittvely influence the total
time spent and total traveled distance, as the breakdown and capacitadrbp prevented.

The road segment is divided into links, further dividing the model into smatietiecns (Daganzo
(1994) uses cells) gives the opportunity to further set the speed limitsdd3eslue to the large
links the exact location of on- and off-ramps are not considered. &gpstiof many on-ramps an
off-ramp is located, and congestion, caused by an on-ramp, could thles& off-ramps. As the
exact location of off-ramps and on-ramps are not included in this modekfteet of variable
speed limits and ramp-metering on off-ramp blocking should be investigateyyi(ifeal., 2005)
for further improvement.

As an entire link is set as bottleneck (in real world it is just a small road sgcgapected is that
a higher dense installed detectors would improve the performance. Herdyrlamics of real
world would be better captured by the model. Extra detectors would also iegrevdetection of
congestion. It would be more feasible to detect local congestion, butliestipnable whether it is
desirable switching the control strategy on for temporary local congestighe discussed model
it is possible not all detectors are used, because the speed limits settingdsdrmasn-ramps.
Improvement of the model should be able to use all available measurements.

5.3 Conclusion

Based on traffic stability, a theoretical local ramp metering strategy is pedpéairther research
is needed to determine the influence of variables on the stability. Besidesr@semgc strategy
is proposed the optimal ramp meter rate after setting the variable speed limits, aHedel
predictive control approach is used to, based on real world measotgmenimize the total time
spent and to maximize the total traveled distance. In the following chapter, tégrated ramp
metering and variable speed limit strategy is tested in a simulation environment.
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6 Case Study

The effectiveness of the traffic control strategy can be evaluatedrifying whether the proposed
strategy is able to improve the performance. In this chapter a case studgénped and the results
are analyzed.

6.1 Simulation

The simulation software Aimsun is used to evaluate the control strategieseVelpment of the
model is based on Dowling et al. (2004) (see Appendix C).

6.1.1 Introduction

It is widely accepted that simulation is a technique to provide an experimentdabtesmpare
different controls. Trying out the controls in real world is not an opti@eduse costs are too
high and the expected performance is unknown. Simulation software ceuldda to perform
'What-If’ analysis and is a cost-effective tool.

A key point is to ensure the model is valid. It is essential that the model mireaisvorld be-
havior. Therefore, calibration is needed. Still, after calibration, simulatiodatsogive only an
approximation of real world behavior, a small error in the parameters sdéttirtpe simulation
software can lead to large errors in the overall results (Force, 2@B&bjides, real world driving
behavior also includes accidents, the simulation environment does, in teisncdsimulate ac-
cidents. Another disadvantage of the simulation software is the system sizbe simulation
software not the entire system (I-880 and underlying network) camapieied and therefore only
a part of the system is modeled.

Traffic simulation models can be classified as microscopic, mesoscopic oosnapic. Macro-
scopic models are based on the deterministic relationship of the flow, spekdigiasity of traffic.
Mesocopic simulation models combine the properties of microscopic and mapiosanulation
models. Traffic flow in this type of simulation is an individual vehicle but the muoset is us-
ing the approach of the macroscopic mode (Ronaldo et al., 2012). Mapizsmodels simulate
the movement of individual vehicles based on car-following and lanegihg theories. As the
microscopic models capture the behavior of individual drivers exptsedntrol strategies, the
commercial microsimulation software Aimsun (based on Gipps (1986)) is os¢lef purpose of
this report.

6.1.2 Selection

It is desired to model an existing part of the highway. The characteridtitedighway can be
modeled, the measured data can be used for calibration and the resuldddedision makers.
The traffic network considered is a part of the Interstate 880 (I-88@alifornia, USA. The

[-880 is a 46 mile long highway from San-Jose, CA to Oakland, CA and is armeajigested

highway. Considering the time-space diagram of the 1-880 NB (Figure éeljeral congested
areas can be identified. Empirical findings have shown that the [-880 &¢Bih the evening
hours, two recurrent bottlenecks: at post mile 15.12 (at Automall Pkiaraynont) and post mile
30.0 (Hesperian Blvd, San Leandro).

The recurrent bottleneck at post mile 15.12 is considered, at April 8.2l4is day is considered,
taken into account several restrictions. Based on an internal rejsgubissible that the congestion,

27
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Figure 6.1 The time-space speed contour plot for the [-880 NB on April 4, 201BréDas, 2013).
Bordered is the considered section in the simulation model. The dark aré&ate low speed
and can be determined as congestion areas.

started at post mile 30 and post mile 15, get coupled. On this day the comgdsée not get
coupled with other large high densities areas. Besides, a lot of traffidesds occur during
congestion hours. It was shown that during congestion, caused lpnthemp near post mile
15 at April 4 2013, no accidents occurred in the evening hours. At dnsidered section an
HOV-lane is available from 3pm until 7pm, empirical findings have showntti@HOV-lane is
not always used properly during congestion hours. Implemented in thdasiomusoftware is
the section from post mile 9.8 (Dixon Landing Road, Milpitas) to post mile 18.@&h{@l Ave,
Fremont) from 3pm to 8pm.

6.1.3 Implementation

The implementation of the model consists out of implementing the infrastructuretlapd set-
ting up an origin-destination-matrix. Based on the real world road strydiueehighway is im-
plemented with the associated length, number of lanes, HOV-lane, on-raffapsnps, detectors,
speed limit etc. Here, the different highway sections are also conndsteskd on the available
detector measurements is tried to capture real world behavior (calibration).

During the calibration process the virtual detectors are used to match theor&ghdetectors. The
virtual detectors are located at the same location as the real world loopatet@gppendix E), as
the simulated detectors show the same measurements as the real loop detectmdehis said
to be ’calibrated’. Calibration is an iterative process where the flows Wihainline, inflow on-
ramps, outflow off-ramps and outflow mainline) and the parameter settings (rmmngap, desired
speed etc.) of the model are set. First, the most upstream and downstantodare used for
calibration. This implies that the mainline inflow and mainline outflow are capturectimtidel.
Detectors located on the ramps were not working or were not availablaptrend downstream
located detectors are used for setting up the ramp flow.

The data used, for the 1-880 NB calibration, is 5-minutes aggregated fitita BeMS database
(database of traffic measurements in California, USA) (Caltrans, 2083}he aggregated data
is showing too high speeds, tried is to capture the general pattern of ted. speMS receives
measurements from, in this case, mostly single loop detectors. The single kegfode provide
30-seconds raw measurements including flow and occupancy. Thec8@ds data is aggregated
to 5-minute data. As the raw measurements may contain holes (missing datapgrdata, these
are replaced by the Daily Statistics Algorithm (Chen et al., 2003) based cotieation between
detectors. Not working detectors are not used for calibration as theedsmparison possible
between the simulation model and the real world measurements.

During the calibration process several assumptions are made:
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e Only (HOV-)car and truck traffic is considered in the model. Besidesetisaro variance in
length, size etc. The feature of mixed traffic is not well reflected in the simulatiessumed
is a 5 % percentage of trucks in all the demand levels.

e The highway sections have no slope. In real world it is possible that a skses increas-
ing or reducing speed, which is not captured in the model.

¢ Vehicles are not allowed to change their destination, departure time orl thad¢sp.

e The demands are fixed; no extra vehicles can enter the highway. laddl if congestion
is earlier solved, more vehicles could consider using the highway.

e To enable all vehicles to enter the network, extra highway sections aredplgstream of
the on-ramps to make sure no vehicles are waiting outside the network.

Based on the comparison between the model and the detector measurenpaesdiR D) it
can be stated that the calibration process is not yet finished as the tonggsnoving too far
upstream. Besides, the simulation model does not capture local variano® iantl speed. The
lane distribution is not very well captured, in all cases the flow in lane 2 is @0 lo

In some cases the flow is too low, but the speed is also too low. This indicatdbeéhzarameter
settings need some adjustment. Essential for calibration is using the modebpersfor different
days. The model is calibrated based on one day data and therefore isdeéqalibration not
finished. The found settings can be used for a comparison of perfoentan will just give a first
indication of the efficiency improvement.

6.2 Traffic Scenario

During the calibration process four different (hour-during) demandi¢eare found. These de-
mands are used for simulation runs, starting at 3pm and ending time 8pm. Clasieigpected,

that the congestion demand is significant higher than free flow demand.tiNatihe stated de-
mands are cumulated over all inflow locations (inflow of mainline and on-ramps)
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Figure 6.2 Used demand in the simulation software. Demand includes all inflow locatimms (
ramps and mainline) and all vehicle types.

6.3 Set-up

Different strategies are compared in the simulation software. As was shefane, the local
ramp metering strategy ALINEA has proven that it is able to reduce travel noeitperforming
feed forward ramp metering strategies and is therefore implemented. As thaigiosays have
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implemented ramp metering, a coordinated ramp metering controlling more on-rampgdes
mented. The best performance in literature was achieved using an integoateol strategy, the
integrated strategy, proposed in the previous chapter, is implementednSidecthe influence of
variable speed limits, a strategy only using variable speed limits is implemented.atdigiers are
compared to the uncontrolled case. Recall:

e Uncontrolled traffic

Local ramp metering strategy ALINEA (as proposed in section 5.1 and iip®)

Variable Speed Limit strategy (proposed in section 5.2.1)
Coordinated Ramp Metering strategy (proposed in section 5.2.2)

Integrated Variable Speed Limit and Coordinated Ramp Metering strategyoged in sec-
tion 5.2)

The goal of the strategies is to improve efficiency. The objective is minimizing oked Time
Spent and improving the Total Traveled Distance during congestion period

Aimsun gives the user the possibility to set the compliance to the speed limit. In fasamm-
pliance indicates whether drivers are driving with the speed conformitteteet speed limit. In
literature (Lu et al., 2011) a compliance of 100 % indicates a strictly enfapedd limit and a
compliance of 30 % indicates an advisory speed limit. Used in the simulation runsisiance
of 100 %.

For the variable speed limit strategy and the integrated variable speed limibardirated ramp
metering strategy the highway is divided into links. The length of the links vatywden 0.25
miles and 1.25 miles and the total length of the considered area is 9.5 miles. A tdé®&lioks
are considered, with a total of 11 on-ramps and 7 of-ramps. For awieweof the simulation
network, referred is to Appendix E. Some control strategies requiretdeseat all on and off-
ramps. In real world, not all on- and off-ramps do have detectorse Heveral virtual detectors
are placed in the simulation software at ramps.

6.3.1 Number of simulation runs

Multiple simulation runs are required to get an average result in order fowddgrastochastic
processes in Aimsun, and to determine the impact of the strategies. The meareperformed,
the higher accuracy in the resulting values will be gained. Wiegand & Y2041( did research
to determine the number of simulation runs. Clear is that one simulation run is ffictes,
Wiegand & Yang (2011) conclude that the most notable differences betvecen the 5- and 10-
run tests in the software CORSIM, and results generally became stabilisedL@fto 15 runs.
Concluded can be that at least 10-simulation runs should be made. Bexaimulation run is
very time consuming, only 5 runs per strategy could be made. Assumed isithatthber of
simulation runs is sufficient to get an indication of the impact of the strategikscénarios are
based on same random seed numbers.

6.3.2 Parameter Settings

All strategies are activated when, based on historical data, the measargohncy of a link enters
the metastable regime. The control is switched off when the measured acgupan the stable
regime. For the variable speed limit strategies is, due to practical reasespgeid limit set every
60 seconds. Besides, the ramp metering is switched off, to prevent airarpsspill back, when
the queue at an on-ramp is approaching its capacity.

The parameter settings for the control (coordinated ramp metering, vasjpdéal limit and the
integrated strategy) are as follows:
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® osart,m threshold which switches the control on/off, is the border between théesiad
metastable regime.

e 0., to maximize flow in a link, assumed to be 10 % higher than the threshgld ,,.
e 7). prioritizing the mainline or the on-ramp flov:5.

e o: balance the optimization of TTS and TTD.5

® Una. Maximum allowed speed limit is 65 mph.

® Uyin. the minimum allowed speed limit is 20 mph.

e Awu: maximum speed limit difference between two link$ imph.

e (: a control parameter to set the "aggressiveness’ of the cotrol:

e N,: Due to the complexity of the control, the predicted horizon is 60 secakligls<(2).

e N.: The control horizon is 30 second¥{ = 1).

6.4 Results

For the comparison of improvement in traffic conditions, the total time spen8)&Rd total
traveled distance (TTD) are used. The cumulative TTD over the entire giorukdme, as all
vehicles have entered the network, will not improve. In real world, ipbssnore vehicles are
able to enter the network if the travel time is improved. Individuals, choosirgjtarnative route
because of the congestion on the network, are now, possibly, chab@rdghway. These effects
are not simulated.
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Figure 6.3 Results of the microsimulation performance of the different control siegegrhe
integrated variable speed limit (VSL) and coordinated ramp metering (Cifdtegy is best per-
forming. The local ramp metering strategy ALINEA does shows an isergmatotal time spent.
The total traveled distance is not significantly changed due to differenegies.

The simulation environment shows that the control strategies are able to enpeefficiency of
the network. The performance indicator TTD is not significantly improvedtf¢gpmance within

0.5 % in comparison with the uncontrolled case) using different contrdegies. ALINEA, a

local ramp metering strategy, does not improve the efficiency of the netwsrkhe simulated
environment shows an increase in TTS of 1 %. This is in contrast to thkse$lPapageorgiou
et al. (1997). The coordinated ramp metering strategy is slightly able to impi8ea 2 % gain
of travel time is obtained using this strategy. It is shown, similar to results in bt €011) and
Su et al. (2011), that RM control alone is not able to improve the efficisigpyificantly. It can be
shown that the usage of variable speed limits in this network is able to improveahgrte spent
with 5 %. The usage of an integrated control strategy using variable $ipgtdand coordinated



6.5. DISCUSSION 32

ramp metering shows even an improvement of 6 %. As empirically is determinédew) large
congested areas were created by the different control strategies.

6.5 Discussion

It can be concluded that the results are in line with other variable speed linditscanmdinated
ramp metering strategies, but the proposed strategies perform less wahéhstrategy on which
itwas based (Su etal., 2011; Luetal., 2011; Lee et al., 2013). Betlide&LINEA strategy is not
improving performance, which in contrast to available literature. The limitefbpeance of the
strategies can be validated by the high demand of the on-ramps and the lefniffta®n-ramps.
As the on-ramp storage has reached 90 % of its capacity, the ramp meteriritgles off to make
sure the queue is not spilling back to adjacent lanes upstream and outidenetwork.

The results are in line (qualitatively) with Lu et al. (2011) and Su et al. 12®here the coordi-
nated ramp metering shows an improvement of approximately 20 % in time spethieavatiable
speed limit strategy shows an improvement of approximately 50 %. Su et &l)(20his is ac-
cordance with the results in Carlson et al. (2010) where coordinatedreatgring improves TTS
with approximately 20 % and the controls with variable speed limits and improverhdbt %.
In this case, the TTS is improved with 5 % using a variable speed limit strategytotd travel
distance results shows no improvement. This in contrast to the results in LUZ0HL) and Su
et al. (2011). Concluded can be that a control strategy should (d} leakide variable speed
limits as it is outperforming other single control strategies.

Coordinated ramp metering strategy is, in this case, outperforming the locplmeetering strat-
egy. This is contrast to Papageorgiou et al. (1997), where is comthhaé a coordinated ramp
metering strategy is better performing in case of non-recurrent congeblée, recurrent conges-
tion is considered but an other coordinated ramp metering strategy is appfiedesults can be
validated as the local ramp metering strategy is only controlling one on-rarip aften released.
In contrast, the coordinated strategy limits the inflow of the bottleneck viaaewerramps. The
limitations of any ramp metering strategy are clear, as the length of the storpgeitgeof an
on-ramp is influencing the performance. Results of this research aratiasbwith the statement
of Papageorgiou et al. (1997), where is concluded that ALINEA is tregegy to which other
strategies should be compared. The coordinated ramp metering strategylisth® improvement
in TTS (2 % gain) and no improvement in TTD. These results are qualitativdityanwvith results
of other coordinated ramp metering strategies (Papageorgiou et al.,l1987al., 2011; Bhouri
etal., 2011).

The performance is less well than several other control strategiegi(etet., 2005; Carlson et al.,
2010), measured using the macroscopic model METANET (Messner &geapgiou, 1990). This
can be validated due to several reasons. First, Hegyi et al. (2085hba/n that a larger prediction
horizon in the METANET (Messner & Papageorgiou, 1990) model candmgthe performance
of the model. Here, only a smallM, = 2) prediction horizon is used. Second, a microscopic
model shows individual behavior and is therefore more close real Wwetidvior.

For the model predictive control scheme the simplex method is used. As erhfiiritags have
shown that this is a time consuming method, only 10 iterations were allowed. Thlsa@to a
suboptimal solution, further increasing the maximum number of iterations (maxiesations
should be infinite) would, likely, improve the performance. The controkegsacould also be
improved using, not simulated in this case, all time metering, all time variable speeddimiits
all time integrated control. Whether it is desirable to use control strategies figed time is
guestionable, but it was shown that this can improve the performancerategy Lu et al. (2011).
Besides, an all time strategy could only be used for a fixed bottleneck location

The local ramp metering strategy’s performance is likely to be highly infliebgethe density
of the loop detectors. As the strategy is based on the downstream loopodgtat some cases
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the downstream loop detector is far away and therefore influenced by mthd characteristics
(such as an off-ramp). Besides, the minimum variable speed limit is restrigtdee mumber of
control links upstream of the bottleneck. The simulation has shown that the rmmapeed limit
is influencing the performance. As more upstream highway links are alesitakeal world, it is
expected that the performance will be better.

In the simulation environment only a part of the available detectors were Weck detectors
would be able to improve the performance of the model, as here one seaeofats is used for
traffic characteristics over an entire link. This could be done by agtinggthe detector mea-
surements or by further dividing the network into more links (or cells). Tiop@sed algorithm
overcomes the drawback of the SPECIALIST algorithm, as serious stiogeould be detected
by low dense installed detectors. However, high dense installed detecold give the oppor-
tunity to this algorithm to resolve moving jams (relatively short jams with an upstreawing
head and tail). Virtual detectors are used, in this case, for measurinffthadon-ramp demand.
For optimal use, it is required to have on- and off-ramp demand data deail@berefore, new
(virtual) detectors need to be placed. For control, at least one setaaftdes should be working
within a link. In case of a not working link, data imputation or historical datdabe used, this
can lead to less performance.

Simulation runs were performed with a speed compliance of 100 %. Showneéha&u2011) is
that the 30 % driver compliance with the advisory speed limits shows similarrpeafae to the
results with 100 % compliance. In practice, the compliance differs, andeiurtisearch is needed
to set an appropriate compliance rate. Besides, it should be tested whethdrisory speed limit
would show the same performance in this particular case. The used speedvimgtset without
increments. In real world, using variable message signs, it could be reeible to use incre-
ments of e.g. 5 mph. In a study of Hegyi (2004) increments of 10 km/h shavilaisperformance
(in a macroscopic simulation model) as the control without increments, but tiddshe tested
in a microscopic simulation environment.

The control strategy is based on measurements averaged over all TdreeklOV-lane shows in
the simulation, similar to the measured loop detector data, a lower flow and a bjggest than
the other lanes. As not all vehicles are allowed to use the designated laoeldtbe desirable,
for as well switching the strategy on and off as for setting the ramp metertoagxclude the
HOV-lane measurements for control. This has as drawback that an acaid&iOV-lane could
not be captured. Here, simple algorithms, measuring the speed diffdretvesen HOV and other
lanes, could be used to overcome this drawback.

Real World Application

The results give implications for real world introduction. Discussed ae/dacks and improve-
ments regarding real world application.

Necessary for the control strategy is dividing the highway into links. Digdnto links is de-
pendent on the location of the loop detectors and the on-ramps. Foroddlapplication every
on-ramp should have a set of loop detectors available for measuremesisle® every on- and
off-ramp need detectors to measure the demand and the outflow.

Based on the available literature and the results of this research oneydhatsacontrol strategy
using coordinated ramp metering and variable speed limits should be applie®m@minimize
the total time spent. Here, every on-ramp needs a ramp metering to controlltheand every
link should contain variable message signs to show the speed limit. The cakiderature (Su
etal., 2011; Lu et al., 2011; Carlson et al., 2010) shows the bestrpefee for (different) vari-
able speed limit strategies and is outperforming (coordinated) ramp meteatgpgts. One can
conclude that in order to limit the total time spent variable message signs aiecedHowever,
in practice, these variable message signs are not widely used for cogtflaiin Mostly a (fixed)
ramp metering strategy is used. In this research, the coordinated ramp meteailegy shows
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little improvement due to earlier discussed reasons, further researchdedo use coordinated
ramp metering in order to improve the performance significantly.

As a simple algorithm is proposed for the strategy, it is expected that thegstiatald also be
applied on other infrastructure layouts and other demands. In Su eDall){2A u et al. (2011);
Lee et al. (2013) a slightly different approach is used for limiting congesidaised by weaving or
caused by a mainline lane drop. These simulation studies show improvemeafficiency. As
the proposed strategy is dynamic it can be applied to different highwégiseclt is expected that
the strategy is able to improve efficiency, but its performance is highly indketby the demand
and the length of the on-ramps.

In the linear prediction model, used for model predictive control, assumtthighe queue at
the on-ramp is known. For real world application, more advanced measuatdechniques are
required to measure the exact queue. As stated before, the length efeihe ig influencing the

performance. Therefore, several detectors can be placed megthaispeed to give an indication
of the queue or the length of the queue can be assumed (e.g. based dndhideda). Further

research is required for a method measuring the length of the queueratramp.

The length of the links are defined by the distance between two adjaceatips. As two on-

ramps are very close to each other, the length of the link is very short. stréiiegy the maximum
speed difference between two links is set and is based on the idea tlat did not have to face
large speed differences. In the case of short link lengths, drivdriaee in a short time different

speed limits. In this particular case (Appendix E), between link 9, 10 andivdrsl can face speed
limits difference of 15 mph within a mile. This is undesired in real world application.

Assumed in a simulation environment is, essential for control strategiesalthmeasurements
are available and good. However, in practice, it is possible that deter®rsot working or are
providing 'wrong’ data. To handle wrong or missing data, Lu et al. (20J0ovided a set of tools
to correct or input data. It is questionable whether imputed data can ddarsgynamic traffic

control as it introduces noise or systematic deviations. Further ressangeded whether it is
possible to use corrected or inputted data for dynamic traffic control ttipea

Future work should include the discussed points and it is highly recommeadadher calibrate
the model and after calibration, using the same parameters (but other dgrfarather days. If
the control strategy improves the performance of the model significanthotiteot strategy could
be considered for application in real world. However, it is unknowma@gsariable speed limit
strategies have been applied in real world, whether the simulation enviroisradrie to capture
drivers’ behavior in variable speed limit situations.

6.6 Conclusion

The strategies, proposed in the previous chapter of this report, diredappthe microsimulation
environment. Here, a part of I-880 NB is implemented in the software, aralitrated for one
day. The different control strategies show a minor improvement of tHenpeaince. Total Traveled
Distance does not improve significantly and the Total Time Spent showsshpdréormance with
a combined variable speed limit and coordinated ramp metering strategy (impovef 6 %).
All the strategies are not able to prevent traffic breakdown, but soiegtes are able to resolve
the congested area earlier. The short on-ramp lengths are presumaebbuge for the minor
improvement of the ramp metering strategies, simulation has shown that metenagfien
released.

Clear is that the control strategy needs improvement and several impnotgeare proposed.
Further research should include testing the strategy for different idagssimulation environ-
ment.
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The goal of the research was developing a variable speed limit andicated ramp metering
strategy using traffic flow stability. This chapter recalls the sub researestigns and gives an
answer to the central research question.

7.1 Conclusions

What is traffic stability and how can it be measured using existing meastethgiques?

A stable traffic system is one that when perturbed from an equilibrium stadks te return to
that equilibrium state (Pueboobpaphan & van Arem, 2010). The classificaf (in)stability

depends on the number of influenced vehicles and the amplitude of thebjag¢idar Based on
the number of vehicles influenced, one can distinguish local (in)stabilitpgsfin)stability and
flow (in)stability. Where local and string (in)stability focus on two or a fevhictes, traffic flow
stability is concerned with the disruptions in macroscopic characteristicsfiod {@bers, 2005).
What the influence is of a disruption is depending on the amplitude of this patiom. If the

amplitude increases in the course of time, traffic is unstable. If small petiombadecay, but
severe perturbations develop to serious waves, one speaks of miétastalevery perturbation
is causing a serious wave it is called instability.

These perturbations can be caused by the individual behavior of/er.di\ lane change (and
the reaction of the lag vehicles) can, based on the stability of the trafficdivge a breakdown.
Therefore it is desirable to measure the stability of the upstream trafficAl@tochastic indicator
is able to determine whether traffic has entered the metastable regime and ilitg efaibaffic
before approaching a merging lane can be determined based on the reliabliliigtor. Both
indicators only use macroscopic traffic characteristics (speed, flavgitgeand/or occupancy),
which can be measured by loop detectors or determined based on the sieamesns.

How can traffic stability contribute limiting the congestion on highways?

The stability of a traffic indicates whether congestion will arise or not. Bottlenbave a certain
capacity and in congestion this capacity drops. In simple models, this capamitywill occur
if the total demand of a certain highway section is larger than the capacity. uiithdased on
stability, traffic can also breakdown if the total demand is not exceedindixieel{value) capacity.
If traffic flow has entered the metastable regime, traffic has a chanceaitdwwn. This gives a
serious implication for traffic control; traffic needs to be controlled in the nedtéesregime. For
optimal control traffic needs to be controlled to make sure the total flow stay®imetastable
regime and a perturbation, caused by lane changing at an on-ramp,todexicontrolled to make
sure the breakdown does not occur.

How can variable speed limits and coordinated ramp metering improvectfadiv?

To make sure congestion will not arise, traffic can be controlled. Tredficbe controlled using
ramp metering, speed limits, route guidance, dedicated lanes etc. Thishhapanly focused on
two of these strategies; ramp metering and speed limits.

To measure the improvement of the control strategies, the efficiency dftheges are indicated.
Increaseing the efficiency is minimizing the total time spent (TTS) and maximizingpthlrav-
eled distance (TTD). The total time spent is the travel time of all vehicles in ttweorieand the

35
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total traveled distance is indicating how much miles all the vehicles have made witkeirtaen
time range. The ratio of the total distance covered by the total time spentth&esean speed,;
as the total time spent can be minimized and the total traveled distance is maximizetahe
speed of all vehicles is maximized.

Real world application of ramp metering strategies have proofed that dorgrie on-ramp flow
can improve the performance. It was shown by Papageorgiou et 8l7)18at the ALINEA
strategy can improve TTS up to 18 % and TTD up to 3 %. It is not inferior toratm@p me-
tering strategies and, therefore, became the international standard to ether strategies are
compared.

Variable speed limits are also able to improve the performance. Basicallyblaspeed limits
can be used to prevent and resolve breakdown or to homogenize. trAffizediction control
method shows, in a simulation environment, large performance improvements afphoach to
prevent breakdown. In combination with coordinated ramp metering thesedseshow even
a better performance (up to 55 % in TTS and up to 25 % in TTD (Lu et al., 20Dfawback
of all these methods is that they are not tested in real world. A variablal djmeié algorithm
to suppress moving localized clusters is applied in real world and showsvermpemnt of travel
time. This algorithm can not be applied in low density equipped detector aResgarchers do
not agree whether the control strategy to homogenize traffic is improvingettiermance of the
network. Based on the defintion of stability it can be validated that homogde&mizzan not be
used to improve the traffic performance.

Literature is used to propose a local ramp metering strategy and an integtettst)y, using
variable speed limits (to prevent traffic breakdown) and coordinated raetpring, in order to
control traffic. The local ramp metering strategy bases the ramp meter réte stability of the
upstream traffic flow. Further research is needed to set up and testraéitegy. An integrated
strategy, based on Lu et al. (2011) and Su et al. (2011), is propssegl the metastable regime.
As traffic flow on a highway segment is metastable, control is switched og waniable speed
limits and coordinated ramp metering in order to limit the inflow of the highway segnidrd.
variable speed limit on the highway is based on the difference between treureéaand the
desired occupancy. Used is a Model Predictive Control to optimize the masbgr rate.

What is the microsimulation performance of the control strategy on thedlf8§hway in
California, USA?

The strategy, based on Lu et al. (2011) and Su et al. (2011), is testadimited time (3pm to
8pm) on the 1-880 NB highway from post mile 9 to post mile 18.66 in California, UB#e control

strategy shows in the microsimulation software an improvement of 6 % in total tinme, spel

the total travelled distance is not improved. Other control strategies shevimipsovement and
the ALINEA strategy shows even no improvement. This is contrast to théseguPapageorgiou
et al. (1997) where is stated that ALINEA is able to improve the performalmcthis case, the
coordinated ramp metering strategy is outperforming the ALINEA strategy.

It can be concluded that the results are in line, qualitatively, with otherblargpeed limit and
coordinated ramp metering strategies, but the proposed strategiesyprdoas good as the strat-
egy on which it was based. Lu et al. (2011), Carlson et al. (2010)Saneit al. (2011) show an
improvement up to 55 % in total time spent. The difference in performance caalidated by
the short on-ramps. The ramp meterings are often released, therefioeecisntrol strategy, only
using variable speed limits, is almost as good performing (improvement in total piem ef 5
%) as the integrated strategy.

Overall, the integrated proposed strategy is not able to prevent or eewvmajor congested
area. The variable speed limit strategies are able to resolve the congesdegiadier, but no
improvement is shown in the simulation environment before 6:30 pm.
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How can the control strategy be best introduced in the real world givesithelation results?

For real world application of the control strategy, an integrated strategyld be used. Variable
message sings should be used to for variable speed limits and ramp metédsbehosed to co-
ordinated ramp flow. The integrated strategy is, similar to results in Lu et dl1j2Carlson et al.
(2010) and Su et al. (2011), outperforming other strategies. Herdighevay should be, based
on the infrastructure layout and location of detectors, divided into linksidgs, ramp meters and
extra detectors (measuring the ramp queue and on- and off-ramp dgraemdsquired.

Introducing the strategy in real world requires further researcheébed is that the results could
be improved further dividing the highway into smaller links. Besides, it shbalchodeled what
the influence of the drivers’ compliance is on the results. It could alsmhsidered to use all
time control, but it questionable whether this is desired. Using variable sipeiexlin real world,

it is desired to use speed limit increments of e.g. 5 mph. This is not captureddartiemt model,
but expected is that this will not alter the performance (Hegyi, 2004).

Future work is required and should include further calibration, improviagrtbdel and testing the
strategy in a simulation model on several days. If the control strategy imptbheegperformance
of the model significantly, the control strategy could be considered fadicagtion in real world. It
is unknown, as no variable speed limit strategies (used to prevent lorgaktave been applied
in real world, whether the simulation environment is able to capture dribetsavior in variable
speed limit situations. As a simulation model is not able to capture all real wdrkl/ko, different
results should be expected.

These conclusions give the possibility to answer the central reseagstiau

How can congestion be limited using a variable speed limit and coordinateg raetering
strategy based on traffic stability?

Congestion on a highway is a result of a combination of a high traffic volunspa#ial inho-
mogenity and a temporary perturbation. If traffic flow is high, a local pbation (caused by a
mandatory lane change near a spatial inhomogenity) can cause traffidbven. To limit the
congestion on a highway, variable speed limits and coordinated ramp metetiyle used.
As literature has shown that variable speed limits and ramp metering are ablevemipiraffic
breakdown, these strategies are integrated in one control. If trafficsegraent of the highway
has entered the metastable regime (serious perturbations will cause ddwagkraffic control
is switched on to prevent a breakdown. The proposed strategy detsrtheneariable speed lim-
its based on the measured and desired occupancy, a model predictik@ soheme is used to
compute the optimal ramp meter rate.

A microsimulation study has shown that the control strategy improves the effica the high-
way. The total time spent was improved with 6 %. The performance is highlyemtled by the
length of the on-ramps, ramp meters were often released (as the stothgaafmp has reached
capacity) and therefore the performance reduces. Concluded iset@dritrol strategy is not able
to prevent congestion but is able to resolve congestion earlier. Fowoehll application, strat-
egy improvement is required and the strategy should be tested in a simulatiohaonceral
days.

7.2 Further Research

Further research is needed to determine the real world performancémégrated variable speed
limit and coordinated ramp metering strategy. No strategies have been appkediworld to pre-
vent traffic breakdown and therefore it is difficult to determine the ebgukeperformance.
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Another topic for research is testing the proposed strategy on seesmafar the same highway.
Therefore, several improvements are proposed in section 5.2.3 ai@hs®6. The performance
should be determined again for these different days.

In this report a first proposal is made to determine the ramp meter rate bateslteaffic stability
upstream of the on-ramp. As only the variables are mentioned on which thenatetshould be
determined, future work is required to determine the influence of the diffeegiables and to test
the performance.

7.3 Research contributions

Investigated are stability indicators which can be applied using existing megsechniques. It
is shown that the reliability indicator is able to determine the stability of traffic andeaused to
set the ramp meter rate.

Based on the definition of traffic stability, it can be concluded that the Vargeed limit strat-
egy, using a homogenization approach, is not able to increase capdudyeliability indicator
(Ferrari, 1988) supports this statement. This is in contrast with the stateiri¢snt den Hoogen
& Smulders (1994) and Zackor (1991) that homogenization causes astade traffic flow and,
thus, a higher capacity. This can be validated because Van den Hoog§erulers (1994) does
not define stability and Zackor (1991) shows only a very small (negligibleease of capac-

ity.

Practical contribution is made for the 1-880 NB Highway in California, USA.tAe microsimula-
tion software has shown that the variable speed limits and coordinated ranmnignes improve
the performance of the network, eventually application of variable speed Bmit<oordinated
ramp metering on the network should be considered in order to improve tfegrpance of the
highway. Here, more work is required before considering applicatioeahworld.

7.4 Discussion

This research has proposed a strategy to limit congestion on a highwey drasraffic stability. A
literature and simulation study were conducted. As a consequence of thisduletlyy, the study
encountered a set of limitations.

Lots of literature is available in the field of variable speed limit and (coordinatedp metering
strategies. As only limited time was available, not all literature could be considéreelection
is made based on recommendations of the supervisors. Due to making a selesit@ complete
overview could be given regarding this topic.

Goal of the simulation study was measuring the performance of the stratéfdies.calibration
process is finished the results can give an approximation for real woplication. Drawback is
that calibration is a very time consuming process. Here, one day is modelddeanalibration
process is not yet finshed. One should notice that data collection is antanppart of model
development. Unfortunately, the data of the 1-880 highway is missing a lot afumements (due
to e.g. loop detector errors) and the speed is often overestimated bydbtogdpproach.

7.5 Conclusion

Congestion on highways is a serious issue. In this study, tried is to resobrev@nt congestion
using traffic control. Based on traffic stability, a variable speed limit and raetpring strategy is
proposed. A simulation study has shown that an integrated control stiataile to limit conges-
tion on the 1-880 NB in California, USA, but congestion could not be comyletaved.
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A Stability Indicators

Stability, in combination with lane changes, gives interesting implications foresiimn predic-
tion. If the stability of a traffic flow can be determined, one can determine thiedhfluence will
be of a lane change. If the traffic is stable, a perturbation will fade ougfffdris metastable some
perturbations will fade out some will not, and if traffic is unstable everyypbation will lead to a
breakdown.

The available stability analysis methods describe traffic flow as stable orblanstdhe most
classical view indicates that traffic is unstable if the traffic density is abavetitical density;
otherwise it is stable (Pueboobpaphan & van Arem, 2010). Ferra88jlilentified that traffic
is unstable if the average speed of the traffic flow drops rapidly. Yi e@2@03) based their
stability analysis on the nonlinear stability criterion for macroscopic models usingdliefront
expansion. However, for real world application it is necessary to w&ahdlity indicator, which
is able to measure traffic (in)stability. Pueboobpaphan & van Arem (264@ in their paper
an overview of the available stability indicators. In the following paragragghweral stability
indicators will be tested.

A.1 Classical indicator

This method is based on the basic fundamental diagram. If the occupargiyas than the critical
occupancy, the traffic flow is unstable. This indicator can be describéallaws, wherep is the
stability, o the measured occupancy angl;; the critical occupancy.

¢:{ 1 if o < ocpit
0 if o> ocit

¢ is zero for unstable traffic andfor stable traffic. This stability indicator is not able to determine
the influence of a perturbation in a traffic flow. Here, if traffic flow is ub&ta breakdown already
occurred, in other words: in free flow every perturbation will not eeadreakdown. Due to this
interpretation difference of 'stability’ this indicator cannot be used.

Considering a traffic breakdown and the capacity drop, the metastabigeregn be found using
a stochastic capacity method. For a given flow, the metastable regime, indlatésffic will
only breakdown if a large enough disturbance (larger than a critical amg)iticcurs. The critical
amplitude becomes larger (Kerner & Konhauser, 1994) if the traffic fleevehses. In other words;
a disturbance, larger than the critical amplitude, occurs in a given oscyjpa flow with a certain
probability. Used in the fundamental diagram is fixed maximum capagity X and is treated as
a constant value in guidelines (i.e. in the Netherlands: CROW). Ponzletragrated in 1996
that the capacity vary due to external conditions. Ponzlet (1996) impliedhth@apacity is not a
constant value, but has a certain range. This (occupancy) raragpatity will be considered as
the metastability range; the probability that traffic will breakdown incredsemér, 2004). This
gives the opportunity to indicate the border between stability and metastabilitgratice other
hand between metastability and instability.

The most simple method is obtained from the Product Limit Method by Kaplan & iM&858)
and used by Brilon et al. (2005) to obtain the probability of breakdown edrtain flow. A
breakdown is stated as traffic state with a mean speed lower than a certaimotreData is
collected and the density is ascending ranged. The number of breakdspeed iri + 1 is lower
than the threshold, speediiis higher than the threshold) are determined per traffic density. The
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Figure A.1 Schematic indication of metatable and stable regime based on 5-minutgsocyu
flow fundamental diagram. Notice the capacity drop and that the regimeesray indicated for
free flow traffic.

method of Brilon et al. (2005) is rewritten to traffic occupancy (as the paaay, in contrast to
flow, differs in free flow and congestion):

e —d; .
Foo)=1- ] =——.ie{B} (A.2)
with:

e F.(0) is the occupancy distribution function;

o traffic occupancy;

o; traffic occupancy in interval,

e; humber of intervals with occupaneyexceeding;;

Number of breakdowng; with o;;
{B} is the number of breakdowns with free traffic in intervélut congested in+ 1

This method will only contain the valug if the maximum observed occupancy was followed
by a breakdown. Brilon et al. (2005) have shown that the Product Liretthibd will not give a
complete distribution function, the highest values observed were not fedldwy a breakdown.
Therefore the Weibull distribution function is used to create a complete distnibuThis gives

the following stability ¢) indicator:

p=Fylo)=1—e¢ 5 (A.3)

One must notice that and 5 are, respectively, shape and scale parameters for the Weibull distri-
bution function to approach the Product Limit Method. Clear is that for thisildigion function
more data is needed than the used 8-days of data, this will only give apijmsixamation of the
Weibull Distribution Function. Here, the Weibull distribution function is testedlata of April 4,

2013 (Figure A.3).

Note that the indicated method can be used for traffic in free flow, andithptysenough traffic
is stable with a probability of breakdown of zero and that traffic is metastatiteavprobability of
breakdown larger than zero. The stability indicator, based on occyparable to 'predict’ con-
gestion, as the stability drops before the speed (significantly) dropsuback of this indicator is
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Distribution Function Occupancy - Weibull approximation
T T

Figure A.2 Product Limit Method and Weibull distribution function for breakdown, lblase data
of March 27, 2013 until April 3, 2013. Lane 2, detector 400309 (Caltt2013).

Value

Figure A.3 Stability indicator based on 8-days of historical data tested on data of ApD43
on the 1-880 Highway in California. Lane 2 of detector 400309 (Caltra0d,3).
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the adaptability to different situations, a stationary and homogeneous flegusn@d and there-
fore the stability indicator will give the exact same stability for a certain ocecypaer day. For
instance, if the weather has influenced the driving behavior in the pegti(laeadways), at a clear
day this rainy day will be taken into account. This can be solved by creagiregal indicators for
several conditions, therefore the complexity of the indicator will increase.

A.2 Reliability indicator

Ferrari (1988) uses the word 'reliability’ for the stability of a traffic flotvtraffic flow is unstable,
according to Ferrari (1988), if a decrease in speed of a certainlggbig. due to a forced merged
vehicle) can cause greater and greater decreases in the speedalfaiving vehicles. Ferrari
(1988) based his indicator on flow, the variance of flow and density.ifitlisator can be described
as follows:

(e 1> ) <
PR i In(k) > ps
1 if 02 < ps&In(k) < pa

Wherepq, po, p3, p4 are control parameters. Here, as the variance of flow increases ihil@ysta
decreases. Traffic flow is unstable if the log normal density is exceedimgshold. The relia-
bility indicator is tested on data, using intuitive control parameters, of a detectine 1-880 NB
Highway in California, USA (Figure A.4).

Reliability indicator
T

WIS VT A

| \ il *
iy

Figure A.4 Reliability indicator based on 30s measurements data of April 4, 2013 o886
Highway in California. Lane 2 of detector 400309 (Caltrans, 2013). faceis based on the last
5 measurements.

Value

305 Measurement t ©)

The difference with the previous stability indicator, based on historica) datkear. The reliability
indicator of Ferrari (1988) indicates the traffic instability of local flow irpasific situation. This
resolves the drawback of the stochastic stability indicator; the reliability indidgadicates the
stability of traffic based on the heterogeneity of the flow.

A.3 Conclusion

In this chapter the theory behind traffic stability and their implications for realdaraffic are
explained. Two methods for indicating the traffic flow stability are indicated fiee-flow traffic
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a simple stochastic approach, based on historical data, is proposed sdendieether traffic is sta-
ble or metastable. This method gives implications for traffic control, if traffiersrthe metastable
regime there is a probability that traffic breaks down, necessary is to Kmawcongestion will
not propagate further upstream if the upstream off-ramp flow is higlaer ttte on-ramp leaving
flow. For traffic control, as traffic is entering the metastable regime, castng@lcessary. The exact
demand for control depends on local traffic characteristics, as cardlmated by the reliability
indicator.
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B Traffic Control

Traffic control has different objectives, this report will focus on impng the efficiency of the

network. Basically, the outflow of traffic can be improved using ramp metespeged limits, route

guidance, dedicated (e.g. HOV) lanes, peak lanes, bi-directional demklsy applying the 'keep

your lane’-signs. This report will only focus on two of these strategisip metering and speed
limits. This appendix shows how traffic control is able to limit the inflow of a botiténe

B.1 Ramp Metering

Ramp metering is controlling the number of vehicles to enter the mainline road. fi& tigifit is
used and in most cases one or two vehicles are allowed to enter the main road.

variable speed limits

ramp metering

Figure B.1 Ramp metering and variable speed limits in order to control traffic (aftenietal.
(2005)).

Ramp metering can be implemented by installing traffic lights at the on-ramp of a &yglan-

trolling the amount of traffic flow allowed to enter the highway. It can be dsetivo purposes;
increasing or decreasing travel time. When drivers try to bypass stogen a highway it can
be used to increase the travel time of these drivers (Middelham, 1999)n&evhen traffic is the
strategy is used to preserve capacity flow on the mainstream and to avgigstion (the objective
of this report) (Kotsialos et al. (2002b);

Basically, ramp metering strategies can be classified as static or dynamic regffonsive or feed
forward, and local or coordinated (Hegyi, 2004). If the ramp metetiregegy is fixed in time, the
amount of vehicles allowed to enter the highway is based on historical dem@hi demand is
assumed to be constant and, is in practice, applied to on-ramps in the trshAs the strategy is
based on historical data, the strategy is not able to adapt to variationsia (irefgyi, 2004). To
overcome this issue the ramp metering can be based on on-line data (tsgibose/e strategy).
The inflow of the traffic is based on the actual traffic conditions.

Local control strategies are focused on controlling the ramp metering aftecydar on-ramp.
Coordinated ramp metering combines the use of several ramp meters to doatramnp flow on
several on-ramps.

B.1.1 Ramp Metering Strategies

Literature has shown that local ramp metering algorithms have a positive efféhe throughput
of traffic on busy highways (Middelham (1999); Papageorgiou etl&97)). The most popular
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Figure B.2 Schematic control of a local feed forward ramp metering strategy (ajgdndal traffic
responsive ramp metering strategy (after Papageorgiou et al. (1997).

developed algorithm is ALINEA (Figure B.2 (b)) Papageorgiou et al9d9where the cycle
time is dependent on the difference between the desired (or ideal) owyupg, (or density)

and the measured occupanéy downstream. Choosing occupancy measurements is intuitive; the
occupancy is unique for both congested and free flow traffic. Hgrgindicates the number of
vehicles allowed to enter the free in an hour.

T(k) = T(k - 1) + C[Odes - 6<k - 1)] (Bl)
Here,( is a regulator. The cycle time(time between two green lights) can be derived from the
metering rate and the number of lana$ &t the on-ramp, i.e.:

| 13600
(k)

(B.2)

ALINEA is local (dynamic) traffic responsive ramp metering strategy . Tisaffic responsive
because the rate is based on the measurements downstream of the ramps irespibnding to
the performance of the strategy. If the rate is based on the measuremsinéaopit is called a
feed forward strategy. A popular strategy is the demand-capacity striemire B.2 (a)), where
the rate is based on the capacity of the mainline and the inflow of the mainline:

(k) = (0 — 0cap) (B.3)

The algorithm has mostly been implemented in The Netherlands. Drawback afgbrghm that

it is based on a fixed value, which, in practice, can change over time.afiaeity of the network
is influenced by a lot of variables (e.g. weather conditions) and this syret@gt able to adapt to
capacity-changing situations.

To control more than one on-ramp coordinated ramp metering strategieseate Itiis obvious
that the coordinated ramp metering strategy is more complex than a local rammmesteategy.
Based on the ALINEA strategy, the METALINE strategy is developed.

r(k) = r(k —1) — Kq[6(k) — 6(k — 1)] — K2[O(k) — Odes (k)] (B.4)
where
e r=[ry,...,m,]7 is the vector ofn controllable on-ramps;
e 6=1[01,...,0n]" is the vector ofV measured occupancy along the highway;
e« 0= [Ol, e ,Om]T is the vector ofn measured occupancy downstream of the on-ramps;
® Odes = [Odes, 1, - - - ,Odes,m]T is the vector of the desired value at controllable on-ramp

K, andK- are two regulator matrices.
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The coordinated ramp metering strategy where the metering rate is computelcbinabe change
in measured occupancy, and the deviation of occupancy from criticapancy for each segment
that has a controlled on-ramp. Papageorgiou et al. (1997) has shatviilttNEA is, in absence
of accidents, not inferior to METALINE. This indicates that ALINEA is arsiard to which
other strategies can be compared. Other studies (e.g. Bhouri et al)2@le shown that other
coordinated ramp metering strategies are outperforming the ALINEA strafBgig shows the
potential of a coordinated ramp metering strategy.

Ramp Metering Drawbacks

At the most of the sites were a ramp metering strategy is installed only one or hiclesare
allowed to enter the highway per green time (Elbers, 2005). This gives boitations to this
algorithm. Assuming that the green time is 2.0 seconds (it is depending on reticteoand the
acceleration capabilities of the vehicle (Elbers, 2005) or is a fixed vale)amber time is 0.5
seconds (depending on the speed downstream of the ramp meter (E0@&s0or is a fixed value)
and the red time, depending on the metering rate (Elbers, 2005), is assubbee?l fcseconds. The
maximum metering flow, now, is 800 veh/h. As the difference between the meebsocupancy
and the desired occupancy is high, and the calculated metering flow is hingtmeBOO veh/h it
is not necessary ton control traffic. In other words; traffic shoulddsgrolled as the calculated
ramp metering is less than 800 vehicles per hour.

As a queue is developing upstream of the traffic light, it is possible that theegsapills back
upstream to adjacent infrastructure. As the standard controller is lotabvercome this unde-
sired behavior, the ramp metering should be switched off when a queuedsbgy too large. To
measure the length of the queue a complex measurement method is needetbréhsuggested
is to locate an additional detector at the end of the on-ramp. If this detectocupied, the con-
trol should be switched off. Consequently, this is negatively influenciegotrformance of the
algorithm but is necessary for real world application.

If the mainstream flow is increasing the measured occupancy downstesaexceed the desired
occupancy. The ALINEA algorithm uses a single value regulator to coihieacamp meter flow.If
the occupancy exceeds the desired value the ramp meter rate will lowarmihgsthat traffic
is controlled in the metastable regime, a suddenly change in mainline traffic deraarchuse
that the measured occupancy is approaching the instable state. Addiogna segulator to the
algorithm will positively influence this behavior. The control is more aggivesas the measured
occupancy has exceeded the desired occupancy

The extensions to the algorithm can be described as follows: the contwitched off if the
maximum metering flow is reached or when the quet)dég as long as the on-ramp lendth

off if 6ges — o(k — 1) > 800
_J off if wk—1)>1
M= k= 1) 4+ Culoses — ok — 1)) i 60k — 1) < o4, ®9

(k= 1) + Co(0ges — 0k — 1)) if 6(k — 1) > 0ges

where(; < (s

Literature (Papageorgiou et al., 1997) has shown that ramp meteringjisatiee able to reduce
travel time. To overcome the drawbacks of ramp metering, the standardBd KNrategy is
slightly improved for implementation in real world.
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B.2 Speed Limits

Nowadays, a lot of highways (especially in The Netherlands) are eedipith variable speed
limit signs. These signs are currently used to increase safety by lowgéegl imits upstream of
congested areas (Hegyi et al., 2005). Although, the signs can alsseddaiincrease traffic flow
using a speed limit strategy.

Literature shows two views on the speed limits; homogenization and preveratifig reakdown.
The idea of homogenization is that speed limits can reduce differencesdd apd density. The
homogenization approach is not able to prevent traffic breakdownsédtmwnd approach focuses
on preventing or resolving of a traffic breakdown by preventing colvésg high densities areas
(Hegyi, 2004). This approach uses speed limits lower than the criticatigpdamit the inflow
of the areas (Figure B.3). Several speed limit strategies, limiting the inflaxe, een developed.
The technique of the speed limit can be illustrated using the fundamental midgiegyi et al.,
2005). When traffic on the mainline is in state 1, then it can be assumed ttiit tnatastable
or unstable. A small perturbation from the on-ramp can cause a breakd®ysetting the speed
limit lower than the critical speed, the flow and density changes to somewbagvedn 2 and 3.
The speed limits are set upstream of the bottleneck, limiting the inflow of the batkéRregyure
B.1). The decrease of inflow creates some space for on-ramp traffideammeases the chance of
breakdown.

No Speed Limit
@ == == == Variable Speed Limit

flow (veh/h)

density (veh/mi)

Figure B.3 By setting a speed limit the (schematic) fundamental diagram changes feognati

to the dotted black line. Setting speed limits while traffic is in state 1, flow changest@wvhere
between 2 and 3. Note that the speed limit should be lower than the staticlspiédfter Hegyi

et al. (2005)).

The fundamental diagram changes due to the influence of a variabkklspgeThe capacity flow
reduces and, therefore, fewer vehicles are entering the bottlenecless vehicles are entering
the bottleneck, the stability of the flow increases and a chance of breakdkwreases.

B.3 Conclusion

This appendix has shown that ramp metering and variable speed limit stradegjigisle to limit
the inflow of the bottleneck. A ramp metering strategy is using a traffic light to limit theamp
leaving flow and variable speed limits used variable message sings to chanfymdamental
diagram.



C Model Development

To determine the performance of the several strategies, the microsimulatioargsoAimsun is
used. This appendix describes the development of the model in the simulzftiware.

C.1 Aimsun

Itis widely accepted that simulation is a technique to provide an experimeritt tesnpare con-
trols. Traffic simulation models can be classified as microscopic, mesoscaoparooscopic. Old
studies of Boxill & Yu (2000) and Bloomberg et al. (2003) give a compuerisetween different
simulation programs, for this report it is necessary whether the softwal#dégo implement new
strategies and is able to model highway traffic. One should notice that tsrdgte comparison
and evaluation of simulation software is not available. Based on availablestaind the avail-
ability of software programs, Aimsun is used. Aimsun is a commercial simulatidwasef for
macroscopic, mescoscopic and microscopic simulation. In this case, the imiglaton model-
ing part of the software is used. The simulation software is based on tiee plaPipps (1986).ted
that simulation is a technique to provide an experimental test to compare coffitadffsc simula-
tion models can be classified as microscopic, mesoscopic or macroscopgtu@ites of Boxill &
Yu (2000) and Bloomberg et al. (2003) give a comparison betweernrdgiffsimulation programs,
for this report it is necessary whether the software is able to implementtreeges and is able
to model highway traffic. One should notice that an up-to-date companmbawvaluation of sim-
ulation software is not available. Based on the studies and the availabilitytefase programs,
Aimsun is used. Aimsun is a commercial simulation software for macroscopicoswsuc and
microscopic simulation. In this case, the microsimulation modeling part of the gefimaised.
The simulation software is based on the paper of Gipps (1986).

C.2 Model Development

Using a microsimulation model for a specific traffic analysis consist out wrsenajor tasks
(Dowling et al., 2004):

1. Identification of Study Purpose, Scope and Approach;
. Data Collection and Preparation;

. Base Model Development;

. Calibration;

2
3
4. Error Checking;
5
6. Alternatives Analysis;
7

. Final Report and Technical Documentation.

C.2.1 Study Purpose, Scope and Approach

Purpose of the study is testing control strategies’ performance. Hamsidered is a part of the
Interstate 880 (I-880) in California, USA is considered. The [-880 i$anle long highway
from San-Jose, CA to Oakland, CA and is a major congested highwaysidasimg the time-
space diagram of the 1-880 NB, several congested areas can hiéieédefmpirical findings have
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shown that the 1-880 NB has, in the evening hours, two recurrent bettksn at post mile 15.12
(at Auto mall Pkway, Fremont) and post mile 30.0 (Hesperian Blvd, Sandrean

18
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Figure C.1 The time-space speed contour plot for the [-880 NB on April 4, 2018réDa, 2013).
Bordered is the considered section in the simulation model. The dark ardizsite low speed
and can be determined as congestion areas.

The recurrent bottleneck at post mile 15.12 is considered, at April 8.24is day is considered,
taken into account several restrictions. Based on an internal refgpbissible that the congestion,
started at post mile 30 and post mile 15 get coupled. On this day the congésemot get
coupled with other large high densities areas (Figure C.1). Besides, fatdaffic accidents occur
during congestion hours. It was shown that during congestion, ddysthe on-ramp near post
mile 15 at April 4 2013, no accidents occurred in the evening hours. Atahsidered section
an HOV-lane is available from 3pm until 7pm, empirical findings have shoanttie HOV-lane
is not always used properly during congestion hours. Implemented irinthdasion software is
the section from post mile 9 (Dixon Landing Road, Milpitas) to post mile 18.66{@eAve,
Fremont) implemented from 3pm to 8pm (Figure C.2).
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Figure C.2 The modeled road section: from Milpitas to Fremont (Google, 2013).
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C.2.2 Data Collection and Preparation

The 1-880 NB is calibrated based on 5-minutes aggregated data of the @atistsase (Caltrans,
2013). As the aggregated data is giving too high speeds (the speed limi digthways is 65
mph) tried is to capture the general pattern the of the speed in the simulatioasoftw

Collection and Aggregation

Used will be data from the PeMS database. The database provides emeasts made on the Cal-
ifornia highways. PeMS receives measurements from, in this case, mosgjlg Kop detectors.
The single loop detectors provide 30 seconds raw measurements includingniti occupancy.
The 30-second data is aggregated to 5 minute data, this data can, in casenafrking loop
detectors, include holes. These holes, missing data, are filled using theSbatiktics Algorithm
(Chen etal., 2003). The imputation of data is based on the correlation betwighbor detectors.
The used data for this purpose is the 5-minute aggregated data of flowesd. As speed is not
directly measured this speed is calculated using a g-factor (Jia et al.; 2001)

o(t) = g(t) L) ©.1)

Here, the speed(t)) is depending on the flow(¢)), occupancyd(t)), g-factorg(t) and detector
interval . The g-factor varies and is based on the length of the loopagedéength of the vehicle
and free speed. Although this g-factor approach gives a bettendapyaiion than using a constant
g-factor, it is known that the g-factor approach is overestimating thedspee

C.2.3 Base Model Development

The goal of base model development is developing a model that is verjfrapiducible, and
accurate (Dowling et al., 2004). Satellite data is used to produce the fiest(zognnection / node
diagram). This indicates real world road structure, number of lanegjdocan-ramps, location
off-ramps etc. The connection between two highway sections are implemeBtic traffic

demand is added to run the simulation software. Assumed is, during devetbpimgodel that
highway sections have no slope.

A schematic overview of the model can be found in Appendix E.

C.2.4 Error Checking

The goal of adding basic traffic demand is error-checking. The-etrecking task is necessary
to identify and correct model coding errors (Dowling et al., 2004). Therehecking is an
automated process in the Aimsun simulation software. Shown was that vehigtesaaiting
outside the network (vehicles were not able to enter the on-ramp as it wgested). Therefore
extra highway sections are placed upstream of the on-ramps.

C.2.5 Microsimulation Model Calibration

It is widely accepted that simulation is a technique to provide an experimentabtesmpare
different controls. The outcomes of the simulation can be used for deaisaiing, and is an
useful to tool to find the most useful control. The process, perforisdoased on Rakha et al.
(1996) and consist out of three phases: (1) model verification, (Aemalidation and (3) model
calibration. Only phase 3 is done by the user, phase 1 and 2 belong towtblepts of the
simulation software.
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Prior to applying the model to a study, the model needs to be calibrated cTreftlel calibration
consists out of selecting the input parameter values that reflect the tadgl area’s network.
Calibration is the process of selecting the set of parameters to meet the fizldidayeneral,
during the model calibration process two problems are face: (1) availabdity diata and (2)
provided data. The field data is limited in quality and quantity. As the simulation s@ftisa
able to provide data for every part of the network, the field data onlyigesvdata for portions
of the network (e.g. loop detectors). Besides, detector data doesavidgessential calibration
parameters as driving routing behavior and origin-destination demanius.input parameters,
used for calibration, should be applied to several days. Unfortundtedymodel is calibrated
based on one day data and therefore the model calibration processimsstd yet.

During the calibration process the virtual detectors are used to match tieoréhdetectors. The
virtual detectors are located at the same location as the real world loopaistésppendix E),
as the virtual detectors show the same measurements as the real loop si¢tectoodel is said
to be ’calibrated’. Calibration is an iterative process where the flows Wihainline, inflow on-
ramps, outflow off-ramps and outflow mainline) and the parameter settings (rmmiyap, desired
speed etc.) of the model are set. First, the most upstream and downsttanodare used for
calibration. This implies that the mainline inflow and mainline outflow are capturecgimtidel.
Using an iterative process, changing model parameters and traffic detriad is to capture the
detector measurements in the simulation model. Detectors placed on the rampetweoeking
or were not available, the up- and downstream located detectors aréonsetting up the ramp
flow.

The calibration is based on the available data on the highway stretch. This rdshe calibration
of flow and speed (both averaged over 5 simulation runs) are presarggendix D. The com-
parison, between the model and the PeMS data, is based on a statistica|uedmd identified
by the root mean square error (RMSE). RMSE is based on the diffeteetsveen the Aimsun
values {;) and the 5-minutes aggregated daja (The lower the error, the higher the validity of
the model:

RMSE = \/(Zgl(y; —6)° (C.2)

It can be concluded that the RMSE for this purpose is not the best stdtistbaique. As said, the
g-factor approach is overestimating speed and the general pattern i®tdapture. The RMSE
does not identify a general pattern. In literature the RMSE technique idywided for traffic
calibration. Besides, the RMSE shows some undesired low error values imsfance (Figure
D.2 (b)). Therefore, it is suggested to use an accumulated error teehniq

Used are four different (hour-during) demand levels. Clear is thatdhgestion demand is signif-
icantly higher than free flow demand (Figure C.3). In these demandsnadss 5 % percentage
of trucks, a variable percentage of HOV-cars and cars. As the vathialacteristics (length, width
and other characteristics) per vehicle type do not differ it can be cdedlthat the model is not
well reflecting the feature of mixed traffic.

Free flow demand: 10.100 veh/h (3pm - 4pm and 7pm - 8pm)

Transition free flow - congestion demand: 10.800 veh/h (4pm - 5pm)

Congestion demand: 13.600 veh/h (5pm - 6pm)

Transition congestion - free flow demand: 11.200 veh/h (6pm - 7pm)

Currently, no approach is available trying to capture the amount of H®ithss. As the loop
detectors are also placed on the HOV-lane, it is possible that HOV-vehidestill driving in the
other lanes. In the simulation environment the amount of HOV-vehicles igifosimg an iterative
process. Future research is needed to find the amount of HOV-vebidle$ macroscopic traffic
data.
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Figure C.3Demand per hour used for calibration of the simulation model. Total dermarhades
all inflow locations (on-ramps and mainline inflow) and all vehicle types.

The results show that the calibration process is not finished yet. Besalfestlthat the calibration
should be based on several days, still some high values RMSE are .sfidwsican be partly
validated by the fact that some detectors are showing too high speedsséymant where the
maximum (static) speed limit is 65 mph, some detectors were showing (based gffatior
approach) a speed of 80 mph. Other issues is the lane distribution, in edl tesflow in lane 2
is too low. Other detectors are showing too low flow in combination with too lowdspe# is
shown in Appendix D that the simulation software was not able to capture bmneas in flow
and speed. This indicates that more work should be spent on the calibiafiarther improve
and compare the data (variance in densities, variance in speed, accuhsutateetc.) As just
limited time is available, the model is assumed to be calibrated and one can continaeaWtsis
step.

C.2.6 Alternative Analysis

Now the model is assumed to be calibrated, the model can be used for agajiEmatives.
Here, different strategies are implemented using the API of Aimsun, cod&dsaalC + +.
The alternatives are tested based on the total time spent (TTS) and the aetdddr distance.
Multiple simulation runs are required to get an average result in order towddgastochastic
processes in Aimsun, and to determine the impact of the strategies. The motatisimruns
are performed, the higher accuracy in the resulting values will be gaBased on statistics the
following relationship determines the number of simulations which should berpesti:

Z? 9

The number of simulation runs depends on the reliability of the statemefd(the variation in
the phenomenory{) and the accuracy on the state one wants to mékeJlear is that the number
of simulation runs depends on a lot of criteria, and therefore it is vencdiffto determine the
number of runs with a required accuracy (Burghout, 2004). Wiegaivdrdg (2011) did research
to determine the number of simulation runs. Clear is that one simulation run is ffiotes,
Wiegand & Yang (2011) concluded that the most notable differences between the 5- and
10-run tests in the simulation software CORSIM, and results generally bestabitzed after 10
to 15 simulation runs. Concluded can be that at least 10-simulation runkidieomade. Because
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a simulation run is very time consuming, only 5 runs per strategy could be madam&d is, that
this number of simulation runs, is sufficient to get an indication of the impacteo§ttategies.
Notice that all scenarios are based on the same random seed numbers.

Alternatives Set-up

Different strategies are implemented using the API of Aimsun. The local rantgrimg strategy
ALINEA has proven it is able to reduce travel time, is outperforming feedidiod ramp metering
strategies, and is therefore implemented. In Appendix B the strategy is intpfovesal world
application, this strategy is implemented. As the most highways have implementetheterng,
a coordinated ramp metering controlling more on-ramps is implemented. Besiddéstetrated
control proposed is implemented. To consider the influence of variabeddpmaits, a strategy
only using variable speed limits is also implemented.

e Uncontrolled traffic

Local ramp metering strategy ALINEA (as proposed in section 5.1 and #gip®)

Variable Speed Limit strategy (proposed in section 5.2.1)

Coordinated Ramp Metering strategy (proposed in section 5.2.2)

Integrated Variable Speed Limit and Coordinated Ramp Metering strategydged in sec-
tion 5.2)

The demand levels during all alternatives are the same. In real world Becassumed that more
vehicles will enter the highway if there is no congestion. In all these cesbiles are not allowed
to change their destination, departure time or cancel the trip. Aimsun givpeskility to model
this behavior, but is not considered in this case.

For the variable speed limit strategy and the integrated variable speed limibardimated ramp
metering strategy the highway is divided into links. The length of the links vatywden 0.25
miles and 1.25 miles and the total length of the considered area is 9.5 miles. A talioks
are considered, with a total of 11 on-ramps and 7 of-ramps. For awieweof the simulation
network, referred is to Appendix E. Some control strategies requiretdeseat all on and off-
ramps. In real world, not all on- and off-ramps do have detectorser8kvirtual detectors are
placed in the simulation software at ramps.

C.2.7 Final Report

This task involves summarizing the analytical data (Dowling et al., 2004). Tk&gtican be
considered as the final report.

C.3 Discussion

Aimsun has shown some irregular behavior during the calibration prooessimulation runs.
Aimsun was not able to 'release’ the on-ramp. Releasing the on-ramp igjamdias a constant
green ramp meter, the software has shown vehicles waiting for a green ligigfdie a released
ramp meter is simulated as a flow metering with a very high flow.



D Calibration Results

This appendix gives the calibration results. Here, the measurements ofofhelébectors are
compared to the modeled situation in Aimsun. Note that lane 1 is an HOV lane. Téwate are
sorted from upstream to downstream. For an overview of the simulation reand the location
of the detectors, referred is to Appendix E.
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Figure D.1 Calibration results of detector 402292 - post mile 9.80. Lane 1 has no Imeslidts
due to technical issues.
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CALIBRATION RESULTS
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Figure D.3 Calibration results of detector 402789 - post mile 12.4



Speed (mph)

Detector 402802 - lane 1 Detector 402802 - lane 2. Detector 402802 - lane 3

120
Detector Data - -~ Detector Data ~ -~ Detector Data
imsun Model —— Aimsun Model —— Aimsun Model
100 100 100
RMSE: Nan RMSE: Nan [RMSE NaN
o0l ol |
g €
) 3 3
a0
'
H
0000y .
o N
Yo,
URINIRWAY L \\_—_;,—-,.-.
s 10 15w P ) s 1 15w B w % w0 EEEETEE TR s w % @

(a) Lane 1 - Speed

Detector 402802 - lane 4

(b) Lane 2 - Speed

Detector 402802 - lane 5

(c) Lane 3 - Speed

Detector 402802 - lane 1

‘Speed (mph)

~Detector Data
—— Aimsun Model

[RMSE: NaN

Speed (mph)

~ = - Detector Data
—— Aimsun Model

[RMSE: NaN 20

100

Flow (veh Smin)

= = = Detector Data
—— Aimsun Model|

[RMSE: 35

5 2 2% w3
5-minute Measurement (+)

(d) Lane 4 - Speed

Detector 402802 - lane 2.

W a5 S0 s 60

s 10 15 20 25 30 % a0
5-minute Measurement (+)

(e) Lane 5 - Speed

Detector 402802 - lane 3

5 2 s s s 60

(f) Lane 1 - Flow

Detector 402802 - lane 4

Flow (veh /5min)

= Detector Data - = - Detector Data - - -~ Detector Data
—— Aimsun Model —— Aimsun Model —— Aimsun Model|
[RMSE: 60.88 200 RMSE: 6113 200) [RMSE: 43.44
a NN
WA -
. < 150) = 150] AN T T
) 5 £ IS ' A VRNV
A s 5 N1 v VA
2 100 g
i
'
i
50| 50|
15 0 25 0 3% 40 45 % 55w 5 10 15 20 25 30 3 40 45 % 5 0 5 15 20 25w % 40 45 50 55 60

5-minute Measurement (7)

(g) Lane 2 - Flow

Flow (veh / Smin)

S-minute Measurement (7)

(h) Lane 3 - Flow

Detector 402802 - lane 5

~ — - Detector Data
—— Aimsun Model

15 2 R
S-minute Measurement (5)

(j) Lane 5 - Flow

5-minute Measurement (7)

(i) Lane 4 - Flow
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Figure D.5 Calibration results of detector 400189 - post mile 13.51
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Figure D.6 Calibration results of detector 400309 - post mile 13.7
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Figure D.7 Calibration results of detector 400249 - post mile 14.89
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Figure D.8 Calibration results of detector 400662 - post mile 16.45
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Figure D.9 Calibration results of detector 400141 - post mile 16.60



68

Speed (mph)

Speed (mph)

Detector 400761 - fane 1

Detector 400761 - lane 2.

Detector 400761 - lane 3

120,
~Detector Data ~— - Detector Data — - Detector Daia
—— Aimsun Model —— Aimsun Model| —— Aimsun Model
100] 100) 100)
RVSE: 9.76 RMSE: 1261 [RMSE: 11.02
ot - eor e e Rl
£ £
N i i
& 5
W w© 10|
20 2 2
5 10 15 2 2 % 35 40 % 0 s & 0 15 2 2 0 3% 0 4 0 5w 0 15 2 % @ 3 I s s ©
S-minute Measurement () S-minute Measurement () S-minute Measurement ()
Detector 400761 - ane 4 Detector 400761 - lane 1 Detector 400761 - lane 2
= Detector Data ~ = - Detector Data — — - Detector Data
—— Aimsun Model —— Aimsun Model| —— Aimsun Model
100]
AWMSE 3 200) RVSE: 2834 200) [RMSE: 50.18
&

Flow (veh /i

s 2 % % 4
S-minute Measurement (¥)

(d) Lane 4 - Speed

Detector 400761 - lane 3

(e) Lane 1 - Flow

Detector 400761 - lane 4

EREIERG]
S-minute Measurement (4)

(f) Lane 2 - Flow

Flow (veh /5

~ = = Detector Data
—— Aimsun Model|

200 [RMSE: 52.65 200

Flow (veh Smin)

RMSE: 17.2

= =~ Detector Data
—— Aimsun Model

(g9) Lane 3 - Flow

20

EEER
S-minute Measrement (4)

EEER
S-minute Measurement (¢)

(h) Lane 4 - Flow

Figure D.10 Calibration results of detector 400761 - post mile 17.36
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Figure D.11 Calibration results of detector 400490 - post mile 17.59
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E Simulation Network

Overview of the simulation network in Aimsun 6.1. The colored boxes indicatctigs, green
detectors are used for calibration (good data), red indicate unusettatetdue to missing or
no data. The detector numbers are also indicated. All detectors are asBuipe working in

the Aimsun simulation environment. Here, the lanes are numbered from lefthtowltere the

HOV-lane is the most left (lane 1).
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Figure E.1 Schematic overview of the simulation network in Aimsun 6.1
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