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Abstract

A sessile drop can elastically deform a substrate by the action of capillary forces. The typical size
of the deformation is given by the ratio of surface tension and the elastic modulus, �/E, which
can reach up to 10-100 microns for soft elastomers. In this report we theoretically show that the
contact angles of drops on such a surface exhibit two transitions when increasing �/E: (i) the
microsocopic geometry of the contact line first develops a Neumann-like cusp when �/E is of the
order of few nanometers, (ii) the macroscopic angle of the drop is altered only when �/E reaches
the size of the drop. Using the same framework we then show that two neighboring drops exhibit
an e↵ective interaction, mediated by the deformation of the elastic medium. This is in analogy to
the well-known Cheerios e↵ect, where small particles at a liquid interface attract eachother due
to the meniscus deformations. We find that drop-drop interactions have both an attractive and
repulsive regime depending on their separation distance, with the typical cross-over from attractive
to repulsive taking place at a separation of a few drop diameters.
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Chapter 1

Introduction

1.1 Elasto-capillarity

Anyone wearing soft contact lenses will have noticed a drop of contact lens solution can deform the
lens whilst cleaning it. Here, the lens gets deformed under the action of capillary forces induced by
the drop. Both the equilibrium shape of the lens and drop are determined by the complex, often
non-linear, interplay between capillary forces and the elastic response of the lens, thereby referred
to as elasto-capillary interactions [1]. Even though these elasto-capillary interactions might be
undesirable during the cleaning process of contact lenses, these interactions are taken advantage
of in the biological world by, for example, the flexible legs of water striders [2, 3]. Moreover,
elasto-capillary interactions are not only limited to biological systems, but also have applications
in industry, for example during the folding and assembly of planar materials [4, 5, 6].

An illustration of elasto-capillary e↵ects is given in Fig. 1.1(a), where the folding and bending of
a triangular and flower-like shaped elastic sheet after depositing a water droplet is shown. Bending
of the elastic sheet can be explained from an energetical point of view: Curving the sheet reduces
the liquid-vapor interface area and thus the liquid surface energy. This happens at the expense of
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Figure 10. (a) Capillary ‘origami’. Closing of hinged structures inside a liquid droplet [107] (molten solder on metal templates). Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission. (b) and (c) Self-wrapping of a flexible sheet (PDMS and silicon)
around a droplet of water leading to different 3D structures depending on the initial template, images reprinted from [58] and [116],
respectively, with permission.

is of the order of L). In other words spontaneous wrapping
occurs if the sheet is larger than a critical length Lcrit, which
is proportional to the elasto-capillary length LEC. Figure 10(b)
presents a series of pictures of an evaporating droplet of water
deposited on a thin triangle made of polydimethylsiloxane
(PDMS). As the liquid evaporates, a pyramid is progressively
formed. The edges seal almost perfectly except in three
corners, where evaporation still takes place. Below a certain
volume, the structure starts to collapse and eventually reopens,
leading to the same triangular template (see the movie in
Electronic Physics Auxiliary Publication Service (EPAPS)
in [58]). However, the 3D structure can be frozen at any
time of the process if some cross-linking agent is added
to the evaporating liquid, which may open a new way of
producing micro-devices. Indeed the process will be all the
more efficient as capillary forces become dominant when the
sizes are scaled down. At molecular scales, direct numerical
simulations even show that a graphene sheet should wrap a
nanodroplet [117].

Depending on the geometry of the initial template,
a variety of shapes can be obtained by this capillary
origami technique, e.g. a quasi-sphere from a flower shape
(figure 10(b)) or a cube from a cross-template [58]. However,
predicting the final shape is not always straightforward:
starting from a square pattern, the system seems to first
fold all four corners towards the center, but finally selects

a cylindrical solution [118], as illustrated in the last column
in figure 10(c). Although the value of the critical length
for closing the structures is proportional to LEC, the actual
prefactor depends on the initial template: Lcrit ≃ 12LEC

for triangles and Lcrit ≃ 7LEC for squares [58]. The exact
description of capillary origami systems is, however, difficult
since it requires the coupling of nonlinear equations for large
amplitude folding of the sheet to the three-dimensional shape
of the drop. For a given volume of liquid several equilibrium
states may even coexist as shown by the theoretical study of a
2D version of the problem [58]. For instance, if the origami
is formed after the impact of a droplet on an elastic template,
the final shape may depend on the initial kinetic energy, as
nicely demonstrated in [119]. Figure 11(a) illustrates different
final shapes obtained as the velocity of the impacting droplet is
increased.

As a practical example, 3D photovoltaic cells with
enhanced efficiency were engineered through the sponta-
neous wrapping of wet beads by thin silicon films (fig-
ure 10(c)) [116]. The reopening of a closed origami structure
can also be actuated by an electric field with a potential
application to digital displays: the structure opens beyond a
critical voltage Uopen and closes back below a lower voltage
Uclose. Both critical voltages can be estimated from the size
and the bending stiffness of the sheet and the surface tension
of the liquid. These voltages are proportional to

√
γ h/ϵ, a
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Figure 1.1: Spontaneous self wrapping of elastic sheets around a droplet of water and schematics of capillary forces
on the elastic sheets. (a) Deposition of a water droplet on a PDMS (left) and silicon sheet (right) bends the elastic
sheets under the action of capillary forces. The bending process continues and wraps the elastic sheet during drop
evaporation. Image sequence taken from [4]. (b) Schematic representation of (2-D) capillary forces on the solid.
The liquid surface tension � pulls on the edges of the sheet, while the Laplace pressure (�p) in the drop is pushing
down the sheet.
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an increase in elastic energy, leading to an equilibrium configuration. Alternatively, this may be
explained from a mechanical perspective by considering the action of capillary forces, sketched in
Fig. 1.1(b). Surface tension of the liquid pulls the sheet around the drop volume and the Laplace
pressure, �p, pushes down on the sheet, resulting in bending of the sheet. The work shown in
Fig. 1.1, including many others, focuses on the shaping of soft, slender surfaces by surface stresses
originating from the liquid surface tension [7, 8, 9]. In these cases the deformation is primarily
observed through bending of these slender bodies.

In this thesis, however, we do not consider slender bodies. Rather, we consider liquid drops on
thick, soft solid surfaces as sketched in Fig. 1.2(a). In the case of substrates being both thicker
and wider (with respect to the drop radius), bending is taken over by stretching and compression
of the soft solid. These deformations manifest themselves on smaller scales and hence are less
apparent. They are nonetheless present, and ongoing e↵orts have been made on the stretching
and compressing of soft solids in the last years [10, 11, 12, 13, 14, 15, 16]. In particular, consider
the case shown in Fig. 1.2(b). It shows a fluorescent ionic drop on an elastic PDMS surface,
imaged by laser scanning confocal microscopy [10]. Clearly, the elastic substrate is lifted in the
direct vicinity of the contact lines and the Laplace pressure at the center is pushing down the
substrate [Fig. 1.2(a-b)], revealing a similar mechanism as the bending sheet [Fig. 1.1(b)]. While
these deformations are driven by capillary forces, �, the solid is resisting them due a finite elastic
modulus, E. This naturally leads to the typical length-scale of deformations [1, 7, 11]:

�hec ⇡ �

E
. (1.1)

The ratio �/E has units of length, and is known as the elasto-capillary length. It describes
the competition between capillary and elastic forces, in contrast to the capillary length which
compares capillary and gravitational forces [1]. On very soft solids the elasto-capillary length can
reach up to 100 microns and the order of these deformations allow themselves to be measured in
experiments [10, 12, 16]. Typically, however, the elasto-capillary length is on the order of a few
Å. For example, a water drop deposited on a glass plate (� = 69 ⇥ 10�3 N/m, E = 69 ⇥ 106 Pa)
has an elasto-capillary length �hec ⇠ 10�9 m = 1Å, and is thus limited to the molecular scale.
Deformations at the sub-molecular scale have previously been measured in molecular dynamics
(MD) simulations [Fig. 1.2.(c)], yielding deformations of 1/1000 of an atom diameter around the
contact line [11].

MD simulations as mentioned above approach the problem from a microscopic point of view:
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Figure 1.2: A sessile drop on a soft solid: schematics, experiments and molecular dynamics (MD) simulations.
The solid is lifted in the periphery of the contact lines due the vertical liquid-vapor (LV ) tension component, and
pushed downwards due the Laplace pressure in the center of the drop. In both (b) and (c) h = 0 corresponds
to the undisturbed surface profile before droplet presence and the arrow denoted �/E equals the elasto-capillary
length �hec. (a) Schematics of a sessile drop on a soft solid. Vertical components of the LV tension are lifting the
substrate at both contact lines, while the Laplace pressure counteracts this force by pushing down on the substrate.
(b) Experimental visualization of a fluorescent drop (� = 48.8 ⇥ 10�3 N/m) on an elastic PDMS surface (E = 25
kPa), using laser scanning confocal microscopy. Filled red regions expose the liquid drop, having a contact radius of
33.5 µm, and the green line displays the free surface. Note the aspect ratio of the image has been highly stretched
in vertical direction. Image adapted from [10]. (c) MD results for deformations of a drop (� = 3.1 ⇥ 10�2 N/m)
on a substrate with a high elastic modulus, E = 11⇥ 109 Pa, where d is the molecular diameter. Even though the
resulting elasto-capillary length is on the order of sub-Å, deformations can be measured in MD after averaging out
thermal fluctuations over a time window. Both contact lines are located at x ⇡ ±35d. Image adapted from [11].
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148 CHAPTER 8. ELASTICITY AND SURFACE ENERGY

Figure 8.1: Molecular dynamics simulations of a drop (a) and a bubble (b) on a
deformable substrate, both with contact angle q = 90�, hence gSL = gSV . (a) Drop
on a soft substrate. Top: Snapshot, blue particles are liquid atoms, red particles
are solid atoms. Bottom: Local displacement (red arrows) of the solid due to the
presence of the liquid drop (shown by liquid isodensity contours). (b) Bubble on
a soft substrate. Top: Snapshot, red and blue particles are the same as in (a), cyan
particles are gas atoms. Bottom: Local displacement (red arrows) of the solid due
to the presence of the bubble (shown by liquid isodensity contours). Note that the
tangential displacement near the contact line is different between both situations:
in the drop case the solid is pulled inwards whereas in the bubble case the solid is
pulled outwards.

Can one explain this tangential force by invoking surface stresses? In Sec-
tion 8.3 we therefore develop a purely thermodynamic view, in the case of
a plate partially immersed in a liquid, and compare this directly to Molecu-
lar Dynamics simulations. Finally, we conclude in Section 4 by relating the
tangential forces to the difference between surface energies and stresses.

Figure 1.3: Molecular dynamics simulations of a drop (a) and bubble (b) on a soft (compressible) solid, by Weijs
et al [11, 17]. In both the drop and bubble have �SV = �SL, such that the contact angle is 90�. Top figures show
snapshots from these simulations: Red, blue and cyan particles display solid, liquid and gas atoms respectively.
Bottom figures show local displacements of the soft solid (red arrows). Liquid density contours (rainbow colours),
indicate the respective locations of the drop and bubble with respect to the solid. (a) Drop on a soft solid. The
presence of the drop induces local displacements in the solid. Note how the solid is stretched in the vinicity of
the contact lines, and compressed inside the drop, similar to the picture sketched in Fig 1.2. Furthermore these
simulations shows the soft solid exhibits tangential displacements near the contact line. (b) Bubble on a soft solid.
The presence of the bubble induces displacements in the solid. As for the drop, the solid is stretched near the
contact lines, compressed inside the drop, but tangential displacements have reversed its direction.

roughly speaking, it only assumes an e↵ective interaction potential between atoms, which allows
elastic e↵ects to be studied without requiring a macroscopic description of the elastic problem.
MD also allows for accurate measurements of displacements in the soft solid. A completer picture
is provided in Fig. 1.3, cleary illustrating that apart from normal displacements, the soft solid
also exhibits tangential displacements around the contact line [11, 17]. One could argue these
tangential displacements are simply caused by the elastic response of the soft solid to the Laplace
pressure pushing down on the substrate: In this case this is not true, however, since the direction of
tangential displacements are reversed in case of the drop [Fig. 1.3(a)] and bubble [1.3(b)]. Instead,
tangential displacements have been shown to be caused by a tangential force below the contact
line [13, 18, 17] that is always directed towards the liquid phase, which we name ft.

A drawback of this microscopic approach is that it is computationally time consuming while it
is limiting the maximum length scale involved in the problem at the same. Therefore we choose
to approach the problem from a macroscopic point of view in this thesis. In doing so, we will
consider normal forces fn only, and ignore tangential forces, that is, ft = 0. Choosing ft = 0 is a
good starting point, because it is able to capture the main physics, while it circumvents di�culties
associated with these tangential forces. Preliminary results have shown this assumption to be valid
in the case of an incompressible solid [11]. Typically, extremely soft solids used in experiments
are gel-like, which are also incompressible [12, 16, 19]. The macroscopic approach used in this
thesis couples the action of capillary forces to continuum linear elastic theory [12, 13, 14]. So
far, theoretical models using the macroscopic framework for a single drop on a soft solid have
been compared with reasonable agreement against experimental results [12, 20]. Jerison et al. [12]
demonstrated that the good agreement was only possible by accounting for the free energy of the
solid surface, acting as an additional stress due to the curvature of the solid. Recent experiments
have shown that a solid indeed can have a surface free energy �S : A thin filament of gel was
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injected in cylindrical moulds made of cellular polystyrene.
These moulds are fabricated using two cuboid pieces of
cellular polystyrene (3! 0:5! 0:5 cm3). One of the larger
faces of each piece is heated just above the glass transition
temperature of polystyrene. The two hot sides are then
assembled and a 3 cm long copper wire of a desired
diameter is inserted between them. This wire is removed
after cooling at room temperature, leaving a hollow cylin-
der of the same dimensions within the polystyrene block.
We have checked by optical microscopy that the roughness
of the surface is less than 4 !m. The mould is then pre-
heated in order to prevent partial gelation before the liquid
is completely injected.

After injecting the agar solution and cooling for 5 h at
room temperature, the mould is dissolved in liquid toluene.
Total dissolution takes about 3 min. The strand of agar gel
is then released in toluene. The agar gel—toluene surface
tension " is roughly equal to the water-toluene surface
tension; this value is used in further computations. To
prevent the agar cylinder from wrapping up, the two ends
are fixed in a frame before releasing. This yields strands
measuring about 2 cm long floating in toluene. Depending
on the mould, their radius lies in the range 150–260 !m.

Depending on the initial strand radius #0 and the shear
modulus ! of the agar gel, the growth of a surface insta-
bility takes place during the mould dissolution. The final
steady pattern is seen after dissolution is complete. Strands
of agar gel with a high concentration and/or a large radius
retain a cylindrical shape after the mould dissolution [Fig. 2
(a)]. Strands with a low concentration and a small radius are
systematically breaking into two during the dissolution. For
intermediate strands, surface undulations develop just after
dissolution and remain permanently [Figs. 2(b)–2(d)].
When an unstable filament is gently stretched in the middle,
and then released, it recovers its length and shape, thereby
demonstrating that the undulation pattern is stable. On the
contrary, if pure water is injected into the moulds instead of

the agar gel, the released strand breaks, as expected, into
separate spherical droplets.
We used toluene saturated with water to prevent shrink-

ing. This makes a fundamental difference between our
experiments and those reported by Matsuo and Tanaka
[8]. In their case, the instability is driven by diffusion of
the gel solvent into the miscible outer fluid. The slowly
developing instability they observe cannot be linked to a
RPI, because there is no sharp interface and so no surface
tension in their experiment.
Within the setup we used, the resolution for the ampli-

tude of the modulations is about 15 !m. To obtain the
critical elastic modulus (at a fixed radius) below which
cylinders remain straight, the amplitude is plotted as a
function of the elastic modulus and fitted by the power law

fð!Þ ¼ $ð!%!cÞ% (1)

with adjustable parameters $, %, and !c (Fig. 3); !c is the
shear modulus at the instability threshold. In this way, we
succeed in separating unambiguously the cases where a
cylinder is either stable or not. Figure 4 summarizes the
experimental stability data in the !% #0 plane. The plane
is divided into two areas, one corresponding to stable
straight cylinders and the other to unstable ones.
Just above the threshold [Fig. 2(b)], the instability leads

to a varicose shape. Farther away from the threshold, the
shape becomes more complicated, with large constant-
radius areas interrupted by constrictions [Fig. 2(d)]. In
the following, we focus on the physics near the threshold
[Figs. 2(a) and 2(b)]. The analysis far beyond the insta-
bility threshold requires a nonlinear theory that will be the
subject of future work.
Suppose that the surface of a cylinder is perturbed by a

small axisymmetric modulation from a constant radius #0

to #ðzÞ ¼ #0 þ &ðzÞ, where z is the coordinate along the
axis and &ðzÞ ' #0 (Fig. 5). The mean curvature ' of the
surface changes from 1=#0 to 1=#0 % &ðzÞ=#2

0 % &00ðzÞ.
This yields a Laplace pressure contribution "' to be added
to the boundary conditions (bc) for the normal stress on the
surface of the cylinder.

FIG. 2. Equilibrium shape of agar gel cylinders for different
values of the shear modulus. Radius is # ¼ 240 !m, surface
tension is " ’ 36:5 mN=m. Shear modulus varies from 12 to
27 Pa. Note the RPI instability for values of "=ð!#Þ larger
than 6.2.

FIG. 1. Linear rheological properties of a 0.18% agar gel
hydrogel. The curves are obtained by dynamic oscillatory shear
tests, using a strain controlled rheometer (ARES-RFS from
TAInstruments) in Couette geometry. Left: Evolution of the
storage and loss moduli as functions of time. Right: Storage
and loss moduli as functions of the angular frequency 5 h after
cooling.
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Figure 1.4: Experimental evidence of soft solids carrying surface energy through a gel that exhibits a Rayleigh-
Plateau-like instability [21]. A thin, cylindrically shaped filament of agar gel, having a radius of 240 µm becomes
unstable for decreasing elastic modulus E in order to decrease its surface energy. The finite elasticity of the gel
prevents the break up in separate ”drops”. Image adapted from [22].

observed to exhibit a Rayleigh-Plateau-like instability [21, 22], shown in Fig. 1.4. In classical fluid
dynamics, the Rayleigh-Plateau instability occurs because a liquid filament lowers its total surface
energy by breaking up in separate liquid droplets. Analogously, one could explain the formation
of clusters of gel in Fig. (1.4) by a similar energy argument, suggesting the solid carries a solid
surface tension. Even though out-of-plane as well as in-plane deformations have been described
by this theoretical framework taking into account the solid surface tension, one of the most basic
characterizations of wetting on soft solids remains unanswered: What is the contact angle ✓ a
liquid drop makes on a soft solid, and which dimensionless parameters govern its value? More
specifically, since �/E is the relevant length scale of deformations, to what other length scale
should it be compared to characterize ✓? Is that the macroscopic length scale of the drop, R

0

, the
microscopic length scale of molecular interactions, a, or any other relevant length scale? These
will form the central questions in chapter 3 of this report.

1.2 Drop motion

Other than the static case of a single liquid drop wetting a soft solid, drops have been shown
to exhibit dynamical behaviour on specific substrates, such as substrates having temperature,
wettability or sti↵ness gradients [1, 23, 25]. Similar mechanisms have been observed for living
cells, utilizing sti↵ness gradients as movement guidance [26, 27]. This guiding mechanism, known
as durotaxis in the biological world, can be driven by both a gradient in elastic modulus or by a
gradient in substrate thickness: Both cause a gradient of sti↵ness in the substrate. An illustration
of this e↵ect is shown in Fig. 1.5, which shows two images of experiments for droplets deposited
on a substrate of variable thickness, the dark bands being the thickest regions. Style et al. [23]
observed movement of these drops predominantly oriented towards these dark bands. They argued

Droplet Durotaxis
We hypothesized that the dependence of θ on soft substrate
thickness could be exploited to manipulate droplets on chemically
homogeneous, flat surfaces. The data in Fig. 1D suggest that
a droplet on a soft substrate with nonuniform thickness will have
a nonuniform contact angle, as shown in Fig. 1E. By analogy with
droplet motion driven by gradients of interfacial energy, we expect
droplets to move spontaneously along gradients in substrate
thickness. Here, droplet motion is not created by an external force
or gradients in interfacial energy, but differences in substrate
stiffness. We use “stiffness” in the sense of a spring constant,
describing how much a surface is displaced by an external force.
Thus, a substrate’s stiffness depends both on its elastic modulus
and thickness. Intriguingly, motion along stiffness gradients has
been observed in living cells. This phenomenon, called “dur-
otaxis,” can be driven by gradients in the elastic modulus of the
substrate (16–18) or by gradients in the substrate thickness (19).
To test this hypothesis, we observed droplets on soft substrates

with flat surfaces and gradients in thickness. We coated stiff
lenticular sheets with silicone gel (Fig. 2A). The lenticules are
cylindrical caps with radii of 91 μm spaced periodically with
wavelength of 170 μm. The resulting gel layer had strong thick-
ness gradients but a flat surface (quantified in SI Text).
We sprayed glycerol droplets onto the surface with an atomizer

and observed them in reflection on a light microscope. Examples
are shown in Fig. 2 B and C. The dark lines indicate the deepest
part of the substrate. We found that droplets spontaneously
moved from thin regions to thick regions (Movies S1–S3).
Depending on their size, the droplets continued to move detect-
ably for up to 1 h, and we left them for 5 h after deposition to reach
“steady state.” Fig. 2C shows a typical steady-state image taken 5 h
after deposition. We analyzed 92 such images, containing 13,300
droplets to determine their final positions. Droplet radii and
center positions were detected automatically using a circular-
Hough transform (droplets <20 μm in radius), or by identifying
points on the droplet perimeter by hand and fitting a circle
through these points (larger droplets). The results are shown in
Fig. 2D as the probability density of droplets ending up on a por-
tion of the substrate of a given thickness. Fig. 2E shows the

number of droplets recorded in each size range. Large droplets all
move to the deepest part of the substrate. Note that the substrate
is 60 μm thick at its deepest point. Droplets below 25 μm in radius
are most likely to be found where the substrate thickness is
roughly 1.5 times their radius; in deeper regions, the probability
density is roughly uniform and indistinguishable from the uniform
coverage by the atomizer. All droplets are almost perfectly ex-
cluded from regions shallower than a drop size-dependent critical
thickness.
Representative droplet trajectories are shown in Fig. 3A, starting

within a minute of initial deposition. This shows droplet velocity
as a function of underlying substrate thickness. Droplets are driven
toward thicker regions of the substrate, with speed decreasing
as they move. Small droplets deposited over thick regions of the
substrate do not move.

Mechanism of Droplet Durotaxis
A simple theory quantitatively captures the final position ofmoving
droplets. Extending our analogy with droplet motion driven by
gradients of interfacial energy, we expect droplets to move spon-
taneously when the contact angle difference across the droplet,Δθ,
exceeds a critical value,Δθc (6). Using our previous theory (22, 23),
we calculated the expected contact angle of a droplet as a function
of substrate thickness, as shown by the curves in Fig. 3B (SI Text).
This was used to estimate Δθ as a function of droplet size and

A

B

C

D

E

Fig. 1. Droplets deform soft substrates, causing Young’s law to fail. (A) X-ray
image of the contact line of a water droplet on a soft, silicone gel substrate.
The ridge is pulled up by the droplet surface tension. E= 3 kPa, and the
substrate is 22 μm thick. The droplet radius is ∼1 mm. (B) The equilibrium of
a sessile droplet on a soft surface with R ! γLV=E and (C) a soft surface with
R " γLV=E. (D) Symbols show measured contact angles of glycerol droplets on
a silicone gel as a function of droplet radius, R. Data are shown for thin sili-
cone gel layers of h = 3 μm (red) and thicker layers of h = 35, 38 μm (blue).
Filled/open points were measured by laser scanning (LS)/white-light optical
profilometry (WLP). The large-drop contact angle was measured as 958 (23).
(E) Schematic profile of a droplet on a soft surface of varying thickness, h.

Fig. 2. Droplets move on flat surfaces with stiffness gradients. (A) Sche-
matic diagram of flat chemically homogeneous substrates with gradients of
stiffness. A flat layer of soft, silicone gel is deposited on a hard, lenticular
array creating gradients in the thickness (or stiffness) of the gel. (B and C)
Photographs of glycerol droplets after deposition with an atomizer. The
dark horizontal bands are located at the thickest regions of the substrate.
The spacing between the bands is 170 μm. B and C were taken 5 min and 5 h
after application, respectively. (D) Probability density of final droplet loca-
tions from 13,300 droplets as a function of substrate thickness and drop
radius. The dashed curve is the theoretical prediction for final position of
moving droplets. (E) Size distribution of observed droplets.

2 of 4 | www.pnas.org/cgi/doi/10.1073/pnas.1307122110 Style et al.

(a) (b)

Figure 1.5: Spontaneous movement of droplets under the influence of durotaxis. (a,b) Droplets can move on a
soft solid having a sti↵ness gradient, such as a variable substrate thickness. Here the substrate has a periodic
thickness gradient, the dark horizontal bands are located at the thickest regions of the silicon gel substrate. The
spacing between the bands is 170 µm. After depositing glycerol droplets on the soft substrate, they were observed
to move predominantly in the direction of the dark bands under the influence of durotaxis: Image (b) shows the
drop distribution 5 minutes after deposition, (zoomed) image (c) after 5 hours. Image taken from [23].
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Attraction

upward and along the meniscus the bubble also moves closer
to the wall. Viewed from above, it appears as if there is an
attractive force acting between the wall and the bubble when
in fact the buoyancy of the bubble causes it to move in re-
sponse to the curved meniscus.

A single bubble will deform the interface just as the pres-
ence of a wall does, although for a different reason and to a
lesser extent. In the case of the bubble, it can only remain at
the interface because the buoyancy force, which tends to
push the bubble out of the liquid, is counterbalanced by the
surface tension force, which opposes the deformation of the
interface and hence acts to keep the bubble in the liquid.
These two competing effects reach a compromise where the
bubble is partially out of the liquid but the interface is
slightly deformed. This deformation is sufficiently significant
to influence other bubbles nearby, which move upward along
the meniscus and so spontaneously aggregate.

This mechanism was first proposed by Nicolson3 as a
means by which the bubbles that constitute a bubble raft
interact and give the raft its solid-like properties. As we shall
see in Sec. V, this mechanism provides the dominant contri-
bution for the interaction between sufficiently small par-
ticles.

The same argument works for floating particles that are
significantly more dense than water. That such heavy par-
ticles can float at all is due to the fact that surface tension
stops the interface from deforming too much downward as
would happen if the particle were to sink. This reversal of the
interfacial curvature can be seen clearly in Fig. 3 for a metal
pin floating on water: surface tension must act upward to
counterbalance the weight of the pin. In analogy with what is
observed with bubbles, we would expect that another draw-

ing pin floating near the first will ‘‘fall’’ down the interface,
and hence the two appear to be attracted to one another, as is
observed.

III. REPULSION: OFTEN MISUNDERSTOOD

So far we have seen that the deformation of an interface
caused by the presence of particles at that interface can lead
to mutual attraction between these particles and eventually to
the formation of large clusters. We have seen, however, only
one half of the story. Imagine that we were to float a buoyant
bubble in the vicinity of a drawing pin–would they also at-
tract? On the basis of the previous argument, we expect that
the bubble will move upward along the interface distorted by
the presence of the drawing pin. However, because the pin is
not buoyant, that is, the interface has the curvature shown in
Fig. 3, moving along the interface will, in this case, cause the
bubble to move away from the drawing pin and so the two
objects repel one another.

A more striking demonstration of this repulsion can be
achieved using two drawing pins, provided they are the kind
that has a thin plastic cap around the blunt end. As we would
expect from the discussion given in Sec. II, these two draw-
ing pins will attract when floated at the interface. However, if
we now carefully remove the plastic cap from the top of one
and float it !the cap" near the intact drawing pin, then the two
will move apart.

This simple experiment apparently challenges the com-
mon assumption that the attraction or repulsion of particles at
interfaces depends solely on the wetting properties, namely,
the contact angles, of the particles !see, for example, Ref. 4,
p. 70, example 3 or Ref. 5". Here, the wetting properties of
the plastic cap !which is the only part that is in contact with
the liquid" are not altered by removing it from the pin, but
the weight that it must support is much reduced, making the
cap buoyant. In turn, this buoyancy alters the balance be-
tween surface tension and gravity so that the interface must
now pull down on the cap to keep it at the interface, and so
the deformation near the cap resembles that around a bubble.
This change in the sign of the curvature of the interface was
brought about without changing the surface properties of the
cap. Instead, it occurs simply because of a change in the
effective density of the particle, which is a possibility that
appears not to have been explored fully.6

IV. A MODEL CALCULATION

Quantifying the physical picture outlined in Sec. II allows
us not only to predict the conditions under which the inter-
facial curvature changes sign, but also to understand simply
the dynamical interaction between two particles. We start
with an idealized problem in which we account only for the
condition of horizontal force balance !and neglect the verti-
cal force and torque balance conditions" by focusing on two
infinite vertical plates at a liquid–gas interface, as shown in
Fig. 4. The presence of the plates distorts the interface, lead-
ing to an attractive force between the two plates whose mag-
nitude we shall now calculate. This setup has been used as a
model for explaining the Cheerios effect,1 and although we
argue later that this picture is incorrect for floating objects, it
does lend itself to a simple calculation. !For a further sim-
plification leading to similar conclusions, the reader is re-
ferred to Ref. 7."

The equation of the interface z!h(x) is determined from
the condition that the pressure change across the interface

Fig. 2. Schematic of a single bubble close to a wall, along with the defini-
tion of the contact angle.

Fig. 3. A photograph of a drawing pin floating upturned on water. Notice
that the deformation of the interface in this case is opposite to that around a
bubble or near a wetting wall.
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(a) (b)

Figure 1.6: (a) Image of a drawing pin floating upturned on water. Note how the liquid interface is deformed in
order to counterbalance the weight of the pin. Image taken from [24]. (b) Deformations of the liquid interface
interface caused by the presence of two particles at that interface can lead to mutual attraction. Both particles
deform the liquid interface by their weight, thereby creating a local perturbation in the environment of one another.
This perturbation does not allow for an intermediate equilibrium state [as was possible for a single particle, depicted
in (a)], leading to a mutual interaction of the particles, causing the particles to move.

drops preferably reorganized themselves in the vinicity of thick regions, because drops appeared
to wet thick substrates more strongly than thin substrates (lower contact angle), thereby leading
to a reduction in interfacial energy. In other words, movement towards the dark bands causes
the drop shape to change, leading to a decrease in interfacial energy, driven by the substrate’s
sti↵ness gradient. This analysis, however, does not take into account that also the bulk elastic
energy varies. In fact, this contribution promotes drop movement towards the sti↵er region of the
substrate and a priori it is unclear which of the two mechanisms dominate.

In addition to movement oriented towards the dark bands Jerison et al. reported coalescence
of droplets oriented along the dark bands. Even though movement of drops oriented towards
the dark bands can be attributed to the sti↵ness gradient, movement in directions parallel to
the dark bands cannot, because the substrate thickness is invariant in that direction. A plausible
explanation for the observed coalescence is that it is driven by drop-drop interaction forces through
the elastic substrate: This raises the intriguing prospect of elastic interactions, mediated by the
elastic deformations of the solid. This is analogous to the well-known Cheerios e↵ect, where small
particles at a liquid interface attract each other due to the meniscus deformations [24, 28]. In
fact, many people are daily unwittingly dealing with this e↵ect when having breakfast: Cheerios
cereals mixed with milk attract each other at the milk interface, explaining the origin of the name
”Cheerios-e↵ect” [24].

Fig. 1.6 sketches the underlying mechanism of the Cheerios e↵ect: The liquid interface deforms
in order to counterbalance the weight of a particle such that it floates at the interface, Fig. 1.6(a).
These deformations create a local perturbation of the liquid interface on any other particle being
in the vinicity, thereby inducing a mutual force, or equally, an energy gradient Fig. 1.6(b). This
mutual interaction between particles can cause movement and eventually aggregation of particles.
Inspired by the Cheerios e↵fect, we expect a similar mechanism for drops on soft solids. In this case
it is the solid interface (vs liquid interface for Cheerios) that is elastically deformed under the action
of capillary forces: Elastic deformations caused by drop 1, are felt by drop 2, and the other way
around, causing mutual interaction between these drops. Although dynamical behaviour driven
by durotaxis or liquid meniscus deformations (Cheerios) has been investigated to a certain extent,
much less is known about elastic drop-drop interactions on a soft substrate. Can we describe
these elastic drop-drop interactions, what is its magnitude, and what is the underlying physical
mechanism driving these interactions? These will be the key questions remain to be answered in
chapter 4.

1.3 Thesis outline

In this thesis we develop a macroscopic framework for liquid drops on soft substrates. This will
allow computing the shape of drop and soft solid, and in particular establish the laws for the contact
angles of drops on soft solids. This framework will subsequently be used to consider interactions
between two neighbouring drops on a soft solid. To make progress on these macroscopic aspects,
we will not focus on the microscopic details regarding the origin of the capillary forces. As such,
we will consider the problem with ft = 0 and fn = � sin ✓.
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Specifically, this thesis is organized as follows. In chapter 2 the general formalism used in this
report will be set up: It starts by deriving the equilibrium conditions for both the soft solid and the
liquid, through energy minimization. In chapter 3 we will solve the equations explicitly, providing
us the shape of both the solid and liquid from which we will derive the contact angle a drop makes
on a soft solid. It will also discuss di↵erent techniques to solve these equations, combining both
theoretical and numerical techniques. In chapter 4 we will extent our model by introducing a
second drop, using the same theoretical framework as in the previous chapters. Here we will reveal
the nature of drop-drop interactions by using numerics and asymptotic analysis. Chapter 5 will
reflect on the content of this thesis, and give suggestions for future research.
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Chapter 2

Formalism

In this chapter we review the basic ingredients of elasticity and how elastic deformations arise due
to capillary interactions. We first review some relevant elasticity theory in section 2.1 and discuss
how this theory is used in our problem of a liquid drop on a soft solid. Section 2.2 will derive
in detail through variational calculus what are the governing equations for elastic deformations
arising due to capillary interactions. Subsequently, we will discuss in section 2.3 how we solve
these governing equations describing the problem.

2.1 Elasticity and capillary tractions

When applying a force to an elastic body, the body tends to deform. In the specific case where
these deformations orginate from forces applied to its surface, rather than body forces, the stress
tensor, ¯̄�, satisfies [29]

~r · ¯̄� = 0. (2.1)

The constitutive equation relating stress to strain, e, for an isotropic elastic material, reads [29]

¯̄eij =
1

E
[(1 + ⌫)¯̄�ij � ⌫�kk�ij ] , (2.2)

where E is Young’s modulus, ⌫ Poisson’s ratio and �ij the Kronecker delta function. Eq. (2.2)
is also known as Hooke’s law and assumes the experienced strains are small, such that it is only
concerned with the linear elastic regime. We will solve the elastic problem, Eqs. (2.1) and (2.2),

R0

LiquidÒ Vapor

Solid

Substrate: E, ·, ÍS

Drop: Í
x

z

y

Figure 2.1: Schematic representation of a sessile drop on a substrate, having a solid surface tension �S . We chose
the elastic modulus (E), and the Poission ratio (⌫), as relevant parameters to describe the elastic problem, but
similarly the problem could have been equally defined in terms of, for example, the shear (G) and bulk modulus
(K). Furthermore, the substrate is partially wetting, such that the liquid assumes the shape of a spherical cap
having contact angle ✓ and contact radius R0.
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using a Green’s function approach [30], which will be thoroughly adressed below. We will focus
on 2-D drops, because derivations for axisymmetric drops will be very similar to the 2-D case.
Moreover, in this thesis we will mainly focus on 2-D drops, but we will use and mention results for
axisymmetric drops later on in chapter 3.

For our analysis in this chapter, consider a sessile drop on a soft solid as illustrated in Fig. 2.1.
The soft solid is taken to be a semi-infinite elastic half-space, having elastic modulus E, Poisson
ratio ⌫ and solid surface tension �S . The sessile drop has surface tension �, contact radius R

0

and
contact angle ✓. In this case, it is the drop which exerts a surface force on the solid surface under the
action of capillary forces, thereby deforming the soft solid to a certain extend. When dealing with
this problem, we will only consider capillary and elastic forces, not gravitational forces. Ignoring
gravitational forces is justified as long as the typical drop radius R

0

is smaller than the capillary
length �c =

p

�/⇢g, that is, R
0

< �c. In this definition, ⇢ and g are the density of the liquid
and the gravitional acceleration respectively. Moreover, we will assume for simplicity that the
substrate is much thicker than R

0

for two reasons: First, this condition ensures that the problem
does no longer depend on finite-thickness e↵ects of the substrate [31] and secondly it allows us
to adopt the plain-strain assumption [30]. The latter assumption is usually justified in practical
situations and simplifies the derivation of elastic kernels involved in elastic theory. We will solve
for the surface tractions normal to the elastic surface, by coupling the action of capillary forces to
continuum elastic theory, similar to the work discussed in the previous section [12, 13, 14]. Under
the assumption of an incompressible ⌫ = 1/2, tangential and normal displacements are decoupled,
such that normal tractions can cause only normal deformations [13]. In our models, we will make
one additional assumption regarding the elastic theory, being that all deformations occur in the
solid’s elastic linear regime such that linear elastic theory [Eq. (2.2] applies. For this assumption
to be valid, the elastic strains have to be small which can be ensured by limiting �/�S to a value
of approximately 0.3 or smaller [30]. In addition, the small elastic strains also justify the small
slope approximation we will adopt for the elastic surface (h0 ⌧ 1), thereby allowing us to utilize a
linearized expression of the local curvature at the solid surface.

Regarding the wetting properties of the soft solid, we will assume the interfacial energy’s of
the solid-vapor and solid-liquid phase are equal, i.e., �S = �SV = �LV . Consequently, the typical
contact angle in the problem will vary around ✓ ⇡ ⇡/2 according to Young’s relation which holds
on rigid substrates, cos ✓ = (�SV � �SL)/�.

Elastic Green’s Functions— In the problem described in this report, the drop exerts a force at
the boundary of the semi-infinite elastic substrate under the action of capillary forces. Therefore,
we are only concerned with the stress components �zx, �zy and �zz. We note that �zx = 0, since
we do not consider tangential stresses and �zy = 0 because the problem is invariant in y direction.
We will now proceed denoting �(x) ⌘ �zz: Imposing the exact shape of the stress distribution,
�(x), provides the strains e. However, exact solutions for an arbitrary function �(x) may be hard
to find. The general approach is therefore to first seek a solution to Eq. (2.1) for a Dirac delta
forcing �(x); its solution is called the Green’s function K. Now, since Eq. (2.1) is linear we can
utilize the superposition principle by writing �(x) as an infinite sum of point forces and adding up
al the solutions, resulting in the following solution:

h(x) =

Z 1

�1
dx0�(x)K(x0 � x). (2.3)

Derivations of elastic Green’s functions for normal tractions can be found in textbooks [29, 30].
We will simply mention them below, and discuss how they apply to our system.

2-Dimensional Green’s Function— The Green’s function for a line force of intensity unity,
distributed along the y-as and acting in a direction normal to the surface is [30]:

K (x) =



2(1� ⌫2)

⇡E

�

ln

✓

x
0

|x|
◆

. (2.4)

Here x
0

is some outer length scale. The deformed shape of the surface thus has a logarithmic
response to the line force. Eq. (2.4) has two unphysical complications, namely (i) the deformation
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has a logarithmic dependence, hence does not converge in the far-field, and (ii) the displacement
at the origin is infinite due to the singularity in stress at that point. This suggests we need a
cut-o↵ at both the small and large scale. Even though complication (i) is a direct consequence
of the two-dimensional elastic problem, this complication does not arise for the finite size drops
we are dealing with, because it can be shown that for a drop at equilibrium

R

dx�(x) = 0. Any
solution to h(x) is therefore independent on the choice of x

0

and does automatically converge in
the far-field. Complication (ii) is a direct consequence of the infinite stress at the origin, but it
has been shown that the solid surface tension �S reguralizes the strain divergence [12, 32], thereby
making the origin’s displacement finite.

Calculating the elastic deformation of the solid, h(x), through a Green’s function approach
by Eq. (2.3) requires knowledge of the stress distribution �(x). Inspired by chapter 1, we can
hypothesize a stress distribution for a drop based on a mechanical point of view. As argued,
Fig. 1.2 illustrates how the vertical component of the liquid-vapor tension, � sin ✓, is pulling at
both contact lines x = ±R

0

, and how the Laplace pressure is pushing on the substrate in the
center of the drop, |x| < R

0

. It is easily shown the magnitude of the Laplace pressure equals
�p = � sin ✓/R

0

[1]. By modelling surface tension as a line force and including the solid capillary
pressure, �Sh00, similar to previous work [12], we hypothesize that

�nn(x) = � sin ✓�(x+R
0

)
| {z }

lifting force contact line

+ � sin ✓�(x�R
0

)
| {z }

lifting force right contact line

+ �
sin ✓

R
0

⇥(|x|�R
0

)
| {z }

Laplace pressure

+ �Sh
00

| {z }

solid Laplace pressure

.

(2.5)

where �(x) and ⇥(x) are the Dirac delta and HeavisideTheta function respectively. We have
sketched the drop-on-solid stress in Fig. 2.3, that is, Eq. (2.5) with the solid Laplace pressure
excluded. Even though Eq. (2.5) suggests a particular form for �(x) its validity remains to be
shown, which will be properly adressed in the next section.

2.2 Mechanical equilibrium through variational calculus

A sessile drop on a rigid surface (E = 1) will take the equilibrium shape of a spherical cap, having
a contact angle equal to Young’s angle. The reason why it does so, is that the Helmholtz free energy

H(x)

h(x)

Í
s

Í,V

R0x

Figure 2.2: Definitions used for energy minimization. The liquid and solid surface are assigned the arbitrary
functions h(x) and H(x), and carry a surface energy � and �S , respectively. In addition, the solid has an energy
contribution from elastic energy in the bulk. Energy is minimized under the constraint of a constant drop volume
V , and a contact line located at x = R0. In our definition for h(x), h = 0 corresponds to a flat, undisturbed surface.
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F is minimal for this particular configuration. Formally, this can be shown from a thermodynamic
point of view, by minimizing the interfacial energies of the solid-vapor (SV ), solid-liquid (SL) and
liquid-vapor (LV ) interfaces under a constant volume constraint. However when the substrate is
no longer rigid, but elastic, one must in addition consider the energetic contributions of elastic
deformations, leading to a departure from Young’s law.

In this section we will formally derive what the equilibrium conditions are when taking into
account the elastic and interfacial energies contributions of the substrate. In order to find the
equilibrium configuration we minimize the total energy subject to its corresponding constraints,
using a Lagrange multiplier method [33, 34]. Before we can proceed, we first have to identify the
constraints and di↵erent energy contributions.
We start by writing down the total energy, which is a functional of the liquid surface H(x) and
the solid surface h(x) sketched in Fig. 2.3. The liquid surface contributes through its free surface
energy F� . The solid surface has two contributions, namely: (i) Free surface energy of the solid
FS and (ii) the stored elastic energy Fel in the bulk. The total energy then equals

Ftot

⇥

h(x),H(x)
⇤

= Fel

⇥

h(x)
⇤

+ FS

⇥

h(x)
⇤

+ F�

⇥H(x)
⇤

. (2.6)

The di↵erent energy contributions have the following functional form. First the liquid energy is
found by integrating the surface area of the liquid,

F�

⇥H(x)
⇤

= �

Z R0

�R0

dx

⇢

p

1 +H02(x)

�

. (2.7)

Similarly, the surface area of the elastic solid, assuming small slopes, h0(x) ⌧ 1, is

FS

⇥

h(x)] =
1

2
�S

Z 1

�1
dxh02(x)

=
1

2
�S

Z 1

�1
dqq2

�

�ĥ(q)
�

�

2

.

(2.8)

For convenience, we have directly written the interfactial energy of the solid as an integral carried
out in Fourier space (see Appendix B). This will simplify our analysis later on. In order to avoid
any convolutions involved when calculating the elastic energy, we will directly express the elastic
energy in Fourier space as well [35]:

Fel =
1

2

Z 1

�1

dqp
2⇡

1

K̂(q)
ĥ(q)ĥ(�q), (2.9)

with K̂(q) the Fourier transform (FT) of the elastic kernel defined in the previous section, Eq. (2.4).
For the FT we use the unitary, angular wavenumber, q:

F [f (x)] = f̂ (q) =
1p
2⇡

Z

f (x) eiqxdx, F�1

h

f̂ (q)
i

= f (x) =
1p
2⇡

Z

f̂ (q) e�iqxdq.

Now that we have an expression for the total energy, the next step is to identify the appropriate
constraints. Minimizing the total energy should be carried out under the conditions of:

1. Volume conservation. The drop volume V , should be conserved during energy minimization.
Mathematically, we write the constraint F

1

as

F
1

= P

(

V �
Z R0

R0

dx



H(x)� h(x)

�

)

, (2.10)

where P is a free Lagrange multplier. The physical meaning of P will become apparent soon.

2. Three phase contact line at x = ±R
0

. At these points all di↵erent phases (SV, SL, LV) should
meet. Symmetry conditions allow using identical Lagrange multipliers at both contact lines,
such that the constraint F

2

becomes:

F
2

= �

⇢

H (R
0

)� h (R
0

)

�

+ �

⇢

H (�R
0

)� h (�R
0

)

�

, (2.11)

where � is the second Lagrange multiplier.
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We recombine the sum of constraints in the following way

F
1

+ F
2

= P

(

V �
Z R0

R0

dxH(x)

)

+ �
2

⇢

H (R
0

) +H (�R
0

)

�

�
Z 1

�1
dxh(x)

⇢

�� (x�R
0

) + �� (x+R
0

)� P⇥ (R
0

� |x|)
| {z }

⌘ f
nn

(x)

�

= P

(

V �
Z R0

R0

dxH(x)

)

+ �

⇢

H (R
0

) +H (�R
0

)

�

�
Z 1

�1
dxh(x)fnn(x),

with
fnn = �� (x�R

0

) + �� (x+R
0

)� P⇥ (R
0

� |x|) (2.12)

We thus find by using Parseval’s theorem for the last term:

F
1

+ F
2

= P

(

V �
Z R0

R0

dxH(x)

)

+ �

⇢

H (R
0

) +H (�R
0

)

�

�
Z 1

�1
dqf̂nn(q)h(�q) . (2.13)

Following the general procedure for minimizing through the use of Lagrange multipliers, we add
the constraints to the total energy [33]:

F̃tot

⇥

h(x),H(x)
⇤

= Fel

⇥

ĥ(q)
⇤

+ FS

⇥

ĥ(q)
⇤

+ F�

⇥H(x)
⇤

+ F
1

+ F
2

=
1

2

Z 1

�1

dq

 ̂(q)
ĥ(q)ĥ(�q)�

Z 1

�1
dqf̂nn(q)ĥ(�q) + PV

+

Z R0

�R0

dx

⇢

�
p

1 +H02(x)� PH(x)

�

+ �

⇢

H (R
0

) +H (�R
0

)

�

,

(2.14)

with
 ̂�1(q) = [

p
2⇡K̂(q)]�1 + �Sq

2. (2.15)

We are now in position to calculate the equilibrium conditions. These follow by carrying out
the energy variation, through varying the functions H(x) and h(x). The equilibrium conditions
are found by setting �F̃tot = 0, since any small variation in �H or �h should correspond to a zero
change in energy when having minimum energy. Variation of the liquid interface H(x) and the
elastic interface h(x), give the equilibrium conditions for H(x) and h(x), respectively.

2.2.1 Variation of the liquid interface: H(x)

Variation of H(x) involves only terms that are a function of H(x). Hence, any variation in energy
should be caused by the last two terms in Eq. (2.14). Carrying out the energy variation for �H
yields,

�F̃tot = �
�

�H(R
0

) + �H(�R
0

)
 

+

Z R0

�R0

dx

⇢

�H0

(1 +H02)1/2
�H0 � P �H

�

= 0.

Using integration by parts for the first term in the integral, we can write

�F̃tot = �
�

�H(R
0

)+ �H(�R
0

)
 

+

"

�H0

(1 +H02)1/2
�H

#x=R0

x=�R0

�
Z R0

�R0

dx

(

�H00

(1 +H02)3/2
+ P

)

�H(x).

The above result can be rewritten in its turn, by using

(i) H0(±R
0

)/
⇥

1 +H02(±R
0

)
⇤

1/2
= ⌥ sin ✓
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¢p  = ��
µ

°    sin µ

Figure 2.3: Schematical representation of fnn(x), Eq. (2.17). The Dirac delta functions model the line forces lifting
the solid at both contact lines, the HeavisideTheta function models the Laplace pressure pushing down the surface,
having normal components only to a good approximation.

(ii) �H00/
�

1 +H02�3/2 = ,

where  is known as the expression for the curvature of H. Substituting (i) and (ii) in the equation
above reads:

{�� � sin ✓} �H(R
0

) + {�� � sin ✓} �H(�R
0

)�
Z R0

�R0

dx {��+ P} �H(x).

Setting �F� = 0 gives us the equilibrium conditions with corresponding Lagrange multipliers. The
only possible solution such that �F� = 0 for arbitrary �H(x) and H(±R

0

), is when the terms
between the parenthesis are zero, as stated by the fundamental lemma of calculus of variation [34].
This yields,

� = � sin ✓, for x = ±R
0

P = �, for �R
0

< x < R
0

(2.16)

The choice of P as Lagrange multiplier is now apparent, since we recognize it as the Laplace
pressure. It shows the curvature  of the liquid surface is constant, hence the solution for H will
be a spherical cap, having contact angle ✓. Moreover, since the curvature  might be rewritten as
 = sin ✓/R

0

, we find that

fnn(x) = �� (x�R
0

) + �� (x+R
0

)� P⇥ (R
0

� |x|)

= � sin ✓

⇢

�(x�R
0

) + �(x+R
0

)� 1

R
0

⇥(R
0

� |x|)
�

.
(2.17)

A closer inspection of fnn reveals it has dimensions of pressure (N/m2), and physically it might
be interpreted as being the stress distribution of the drop exerted on the substrate, Fig. (2.3). In
Eq. (2.17), both Dirac delta functions represent the normal tractions of the liquid-vapor tension
� at its respective contact lines, and the HeavisideTheta function corresponds to the Laplace
pressure pushing on the substrate. In the small slope assumption (h0 ⌧ 1), the Laplace pressure
predominantly works in normal direction to a good approximation. We are thus looking at normal

stress components, perpendicular to the solid-plane; therefore these stresses have been assigned
the subscript nn.
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2.2.2 Variation of the elastic interface: h(x)

Variation of h(x) involves only the first two terms in Eq. (2.14), which both depend on ĥ(q).
Carrying out the energy variation for �ĥ(q) yields,

�F̃tot =
1

2

Z 1

1
dq

1

 ̂(q)

n

ĥ(q)�ĥ(�q) + ĥ(�q)�ĥ(q)
o

�
Z 1

�1
dqf̂nn(q)�ĥ(�q).

Using that ĥ(q)�ĥ(�q) = ĥ(�q)�ĥ(q), since h(x) should be real and even, we can simpifly the
result above such that it reads

�F̃tot =

Z 1

�1
dq

⇢

ĥ(q)

 ̂(q)
� f̂nn

�

�ĥ(�q). (2.18)

Setting �Fel + �FS = 0 gives the equilibrium condition,

ĥ(q) =  ̂(q)f̂nn(q) . (2.19)

Eq. (2.19) might be recast in the implicit form ĥ(q) =
p
2⇡K̂(q)

h

f̂nn(q)� �Sq
2ĥ(q)

i

⌘ p
2⇡K̂(q)�̂nn(q).

Taking the inverse Fourier transform (IFT) of �̂nn(q), we recognize �nn(x) as being the total stress
distribution, including the response of the solid surface tension:

�nn(x) = fnn(x) + �S
@2h

@x2

(2.20)

The first term in this equation is the stress exerted by the drop on the solid surface, Eq. (2.17),
and the second term is the drop-induced Laplace pressure of the solid surface [Fig. 1.4]. It is the
latter term that surpresses the strain divergence at the contact lines [12, 32], as we will see in
more detail in chapter 3. Moreover, since a product of functions in Fourier space corresponds to a
convolution in normal space, we can equally write:

h(x) =

Z 1

�1
dx0K(x0 � x)�nn(x). (2.21)

The obtained result in Eq. (2.21) is identical to the result in Eq. (2.3), which we had obtained by
writting �nn(x) as an infinite sum of point forces. At this point, however, energy minimization
has shown the functional shape we can model the total stress distribution with, Eq. (2.20). In
addition, note that Eq. (2.20) agrees with our hypothesized form of Eq. (2.5) which was obtained
from a mechanical point of view.

Simplified expression for the total energy in the system— Using Eq. (2.19) it can be
shown that the elastic (Fel) and free energy (FS) contribution of the solid reorganize into a single
term that is directly related to the drop’s stress distribution, fnn. Starting from Eq. (2.6) we know
that the total energy in the system equals

Ftot

⇥

h(x),H(x)
⇤

= Fel

⇥

h(x)
⇤

+ FS

⇥

h(x)
⇤

+ F�

⇥H(x)
⇤

. (2.22)

Expressions for each separate energy term are provided in Eqs. (2.7-2.9), such that Ftot yields

Ftot =
1

2

Z 1

�1
dq

(

ĥ(q)p
2⇡K(q)

ĥ(�q) + �Sq
2ĥ(q)ĥ(�q)

)

+

Z R0

�R0

dx

⇢

�
p

1 +H02(x)

�

=
1

2

Z 1

�1
dq

ĥ(q)

 ̂(q)
| {z }

=f
nn

(q)

ĥ(�q) +

Z R0

�R0

dx

⇢

�
p

1 +H02(x)

�

(2.23)

We can thus calculate the total energy as

Ftot =
1

2

Z 1

�1
dqfnn(q)ĥ(�q)

| {z }

F
el

+F
S

+

Z R0

�R0

dx

⇢

�
p

1 +H02(x)

�

| {z }

F
�

. (2.24)
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Figure 2.4: Schematics of the Neumann condition at the contact line. Stresses acting on the circular dashed control
volume should balance in both horizontal and vertical direction. Vertical balance is automatically ensured by the
elastic problem, but ✓ should be chosen such that there in addition is a horizontal balance of stresses, Eq.( 2.25).

Importantly, the equation above shows that when calculating the total energy associated with the
solid, one should only consider stresses exerted by the drop on the solid. Any contribution of the
solid surface tension is indirectly captured through h(x). We will use this equation in the next
chapter in order to compare the relative energy contributions of the liquid and solid.

2.2.3 Closure of the problem through the contact angle ✓

The approach of coupling the stress distribution of a drop to continuum elastic theory provided
us the governing equations for the shapes of the solid and liquid interface. These equations,
however, are not su�cient to close the complete problem, because they only state how the solid
responds to the presence of a drop, and the other way around, but it leaves the contact angle
✓ undetermined. In particular, the contact angle sets itself such that it satisfies the horizontal
Neumann condition [Fig. 2.4]:

� cos ✓ + �S cos ✓SL = �S cos ✓SV . (2.25)

Closure of the problem can thus be realized by coupling the horizontal Neumann condition to
Eq. (2.21).
Formally, the horizontal Neumann condition can be shown by repeating the variational process for
the contact line position R

0

, as was done for H(x). This variation, however, poses some di�culties
because we have to integrate over the slope discontinuity at the contact line when solving the solid
free energy by a FT. Even though we cannot perform this variation in this thesis yet, there is
ample support horizontal Neumann holds at both contact lines [15].

2.3 Solving the equations

To summarize, we have obtained the following set of governing equations:

h(x) =

Z 1

�1
dx0K(x0 � x)�nn(x) (Solid shape)

H00

(1 +H02)3/2
= P/� (Liquid shape)

� cos ✓ + �S cos ✓SL = �S cos ✓SV (Hor. Neumann)

(2.26)

We can see from Eq. (2.26) that the elastic deformation of the solid, h(x) depends on five system pa-
rameters: h = h(x,E,R

0

, �, �S , ✓). The elastic modulus E enters through the kernel K(x) and the
remaining four parameters through the stress distribution �(x). A proper non-dimensionalization
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should reduce the number of dependent parameters. Both the dependent and independent vari-
ables h and x, have dimensions of length, thus a natural choice is to scale these variables by the
droplet radius R

0

. We define

x̃ =
x

R
0

; h̃ =
h

R
0

;
@2

@x̃2

= R2

0

@2

@x2

.

Using these scaled variables, we can rewrite the total stress distribution Eq. (2.20) as

�nn (x) =
�

R
0

"

sin ✓f̃nn +
�S
�

@2h̃

@x̃2

#

⌘ �

R
0

�̃nn(x̃, �/�S , ✓), (2.27)

with
f̃nn = � (x̃+ 1) + � (x̃� 1)�⇥ (1� |x̃|) . (2.28)

If we in addition rewrite the elastic kernel for ⌫ = 1/2, we obtain from Eq. (2.4) thatK = 3/(2⇡E)K̃.
Substituting these non-dimensional results in Eq. (2.21), we obtain

h̃

✓

x̃,
�

ER
0

,
�

�S
, ✓

◆

=
3

2⇡

�

ER
0

Z 1

�1
dx̃0�̃nn

✓

x̃0,
�

�S
, ✓

◆

K̃(x̃0 � x̃). (2.29)

We have now reduced the number of dependent parameters for h from five to three, and they are
identified as the following parameters:

(i) �/ER
0

(ii) �/�S

(iii) ✓

Indeed, the ratio of elasto-capillary length �/E to the drop radius R
0

manifests itself in the non-
dimensionalized equations. For a given drop radius R

0

a large value of �/ER
0

corresponds to a
large �/E, indicating the solid is soft. A small value of �/ER

0

would correspond to a rigid solid
using similar arguments. In subsequent analysis the parameter �/ER

0

will return frequently, and
we will therefore refer to it as the softness parameter. In the upcoming chapters we will drop the

tilde sign for dimensionless variables, hence variables as h and x should then always be regarded
as being normalized by the drop radius R

0

, unless the context states otherwise.
Moreover, recalling the equation for the liquid shape in Eq. (2.26) is simply a statement of H(x)

having a constant curvature  (see section 2.2.1), we know that the resulting solution must be a
spherical cap with contact angle ✓. In Appendix A its mathematical function is formally derived
as

H(x, ✓) = h
0

� R
0

tan ✓
+

s

✓

R
0

sin ✓

◆

2

� x2, �R
0

 x  R
0

, 0  ✓  ⇡

2
, (2.30)

with h
0

the deformation of the solid at the contact line, that is h
0

= h(x = R
0

).
From Eqs. 2.29 and 2.30 it is clear the solutions for the solid and liquid shape are dependent

on the adopted value for ✓. Hence, the additional challenge is to find the correct contact angle ✓,
such that the horizontal Neumann condition Eq. (2.25) is satisfied. Apart from ✓, the horizontal
Neumann condition requires knowledge about the solid-vapor (✓SV ) and liquid-vapor (✓LV ) angles.
The latter two angles, however, can only be known after solving the elastic problem [Eq. (2.29)]
and hence knowing the solid shape, but its solution was already dependent on ✓. Therefore it is a
priori unclear whether one has obtained the correct solution, that is, the one satisfying horizontal
Neumann. This suggests we need a feedback mechanism that resolves the elastic problem over
and over, until a particular choice of ✓ results in the correct ✓SL and ✓SV , satisfying horizontal
Neumann. Below we discuss how we set up this (iterative) feedback mechanism.
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Iterative solving routine— The central starting point is the stress distribution �(x, ✓) which
is convoluted with the elastic kernel K(x) in Eq. (2.29), yielding the solution for h(x). Solving
this equation (details are given in chapter 3) for an intial contact angle ✓

1

= ✓Y (Young’s angle),
yields the surface deformation h(x) for the particular choice of ✓

1

= ✓Y . This solution, however,
was found for an incorrect stress distribution �(x, ✓Y ) because the contact angle on a soft solid is
in general not equal to Young’s angle, and hence does not obey horizontal Neumann at the contact
line. Therefore we have to resolve the system with a new choice for ✓, say ✓n+1

, serving as input
for �n+1

(x, ✓n+1

) in the subsequent iteration n + 1. A numerical measurement of the ✓SL and
✓SV angle during iteration n, allows for an optimal new choice for ✓n+1

. In particular, the best
choice is cos ✓n+1

= (�S/�) [cos ✓SV,n � cos ✓SL,n]. Typically, we needed only n = 3 iterations to
converge and satisfy horizontal Neumann with a numeric precision on the order of 10�12. Once ✓
has converged, we directly know the exact equation for the liquid cap H(x, ✓) through Eq. (2.30).
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Chapter 3

Single Sessile Drop

Using the formalism developed in chapter 2, we now solve the shape of the soft solid and a single
liquid drop. In Section 3.1 we will analyze the solid shapes in detail and derive scaling laws for these
solid shapes utilizing the rigid, �/ER

0

⌧ 1, and soft limit, �/ER
0

� 1 as important guidelines.
Section 3.2 will in detail focus on the geometry of the three phase contact line, revealing the contact
angle a liquid drop makes on a soft solid exhibits two transitions when sweeping the parameter
space of �/ER

0

.

3.1 Surface deformations due drop presence

3.1.1 Two dimensional drop

The stress distribution on a substrate due to the presence of a sessile drop, was shown to equal

�nn (x) =
�

R
0



sin ✓

⇢

� (x+ 1) + � (x� 1)�⇥ (1� |x|)
�

+
�S
�

d2h

dx2

�

. (3.1)

We have seen both Dirac delta functions in Eq. (3.1) represent the drop-on-solid normal tractions,
� sin ✓, at the contact lines, and the Heaviside-Theta function enters through the (liquid) Laplace
pressure �p = � sin ✓/R

0

, pushing down on the solid. The last term in Eq. (3.1) serves as the solid
capillary pressure, arising whenever the solid-liquid interface is curved. Physically, this means the
drop presence induces a stress response of the solid, such that the equilibrium shape of both the
solid and liquid are determined by the linear interplay of elasto-capillary interactions. Clearly, it is
a direct consequence of including the solid surface tension �S in the problem, previously introduced
in chapter 1.

In the previous chapter it was derived by coupling the stress distribution [Eq. (3.1)] to contin-
uum elastic theory, that surface deformations h(x) can be calculated through solving Eq. (2.29).
Solving it poses some di�culties though, because �nn(x) depends on the solution for h(x) itself
through the presence of h00. Solving Eq. (2.29) therefore requires self-consistency, and in particular,
since Eq. (2.29) involves both integrals (convolution) and derivatives of h(x) it formally belongs to
the type integro-di↵erential equations. Following [12], a solution can be found using Fourier trans-
forms, since (i) convolutions simplify greatly in Fourier-space, and (ii) derivatives of a function can
be expressed in terms of the function itself, and both (i) and (ii) arise in Eq. (2.29). We shall now
solve Eq. (2.29) by taking the FT1, yielding

ĥ(q) =
3

2⇡

�

ER
0

p
2⇡�̂nn(q)K̂(q)

=
3p
2⇡

�

ER
0

✓

sin ✓f̂nn � �S
�
q2ĥ (q)

◆

K̂(q).
(3.2)

1For the Fourier transforms, we use the convention mentioned in chapter 2.
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Figure 3.1: Calculated surface profiles for �/�S = 0.1. (a) Surface profile for �/ER = 0.01, obtained from 2-D
theory. The drop is located at |x| < 1 (black arrow) and has its contact lines at x = ±1. (b) Surface profiles
for three di↵erent values of the softness parameter �/ER. Here we only show only one half of the symmetric
surface profile, {x, r} > 0, with the contact line located at {x, r} = 1. Solid lines are results from 2-D theory,
dash-dotted lines from 3-D theory. Note surface deformations are relatively small for �/ER = 0.01, become larger
for �/ER = 0.1, and eventually reach a maximum dimple for �/ER = 10. Surface deformations at the contact line
({x, r} = 1), however, appear to be non-monotonic with the softness parameter.

We now have obtained an implicit equation for ĥ(q), which can be cast in explicit form for ĥ(q),

ĥ(q) =

3p
2⇡

�

ER
0

sin ✓f̂nn(q)K̂(q)

1 +
3p
2⇡

✓

�

ER
0

�S
�

◆

q2K̂(q)

, (3.3)

where the FT of f̂nn(q) and K̂(q) are calculated as

f̂nn(q) =

r

2

⇡

✓

cos q � sin q

q

◆

and K̂(q) =

r

⇡

2

1

|q| . (3.4)

Note the obtained result for ĥ(q) is identical to what we would have obtained by directly employing
relation (2.19).

The problem of finding the the elastic deformation of the solid, h(x), is now refined to finding
the IFT of Eq. (3.3). Unfortunately ĥ(q) has a complex functional shape of products and fractions
of functions, such that it does not allow for an exact solution for h(x) through IFT. Instead, we use
Wolfram Mathematica 9 to carry out the IFT numerically. Fig. 3.1 displays a couple of numerically
calculated surface profiles h(x), for distinct values of the softness parameter, �/ER

0

. In addition,
Fig. 3.2 shows the complete solid and drop on di↵erent scales. Below we will give a brief physical
discussion of the numerical results.

From chapter 1, it is expected that we should obtain a very similar shape of the solid h(x),
compared to those obtained in experiments or MD simulations (Fig. 1.2). Indeed, from Fig. 3.1(a)
we clearly observe the solid is compressed directly under the drop, x < 1 and stretched around the
contact line at x = 1. In particular, Fig. 3.1(b) shows how the solid deforms for di↵erent �/ER

0

,
thereby illustrating that for increasing �/ER

0

the solid gets increasingly deformed directly under
the drop. By contrast, increasing �/ER

0

first leads to an increase of the deformation outside the
drop and below the contact line, but subsequently decreases again when increasing �/ER

0

even
further. How can we explain the obtained profiles in Fig. 3.1(b)? Let us therefore first consider
the deformation directly under the drop x < 1, and then the deformation at the contact line
x = 1. We consider these two separately, because deformations under the drop are mainly set by
the Laplace pressure, while deformations at the contact line are mainly set by the normal traction
� sin ✓. Recalling the definition of the softness parameter, we know that for elasto-capillary lengths
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Figure 3.2: Output of the 2-D model, showing how the drop deforms the soft solid. Shapes of the solid and liquid
are shown for di↵erent values of the softness parameter, �/ER. Light orange, dark blue and light blue display the
solid, liquid and vapor phase respectively. (a-d) As the solid becomes softer (increasing �/ER) the drop ”sinks”
deeper in the substrate due increased compression of the solid. (e-h) Stretching the vertical scale shows the drop
does not only compress the solid, but in addition it lifts the substrate at both contact lines, creating a so-called
Neumann cusp. The image sequence shows the cusp initially grows in height for increasing softness, but by further
increasing the softness the cusp subsequently relaxes again.

�/E ⌧ R
0

we are dealing with a very rigid solid, that is, a high elastic modulus E. In the
other limit, �/E � R

0

we are dealing with a very soft solid, hence a low elastic modulus E. A
simple physical picture regarding these solids is that they are essentially liquid-like, with an elastic
modulus E to resist any shear deformation. Having this in mind, we are able to qualitatively
explain the observed behaviour in Fig. 3.1(b).

Starting with the region directly underneath the drop, we note that the Laplace pressure �p is
barely able to deform rigid substrates (solid blue line). By increasing the softness of the substrate
(solid red and green lines), however, the elasticity of the solid slowly vanishes and the Laplace
pressure is less and less counteracted by elasticity. It therefore causes the ”dimple” to grow, until,
in the limit of vanishing elasticity, the solid is liquid-like and its final shape is given by a simple
balance of capillary forces. In this case the liquid surface tension � is balanced by the solid surface
tension �S . The deformation at the contact line displays some more complex behaviour, however,
since it appears to be non-monotonic with the softness of the solid. Clearly, the normal traction
� sin ✓ at the contact line has di�culties deforming the solid for a high elastic modulus (solid blue
line) similarly to the Laplace pressure, resulting in small deformations at the contact line. As
the solid now becomes increasingly softer (solid red line), the solid allows for larger deformations,
hence the e↵ects of the normal traction become more pronounced. But for even softer solids (solid
green line), elasticity is too weak to resist any normal force near the contact line, resulting in a
decreasing deformation at the contact line. We will discuss this non-monotonic behaviour at the
contact line and its implications in more detail in Section 3.1.3.

In the previous paragraph we have argued that in the limit of vanishing elasticity, �/E � R
0

,
the solid cannot resist any shear and it behaves liquid-like. To illustrate this e↵ect is indeed
reflected by numerics, let us calculate the minimum h(0) of the solid shape analytically from a
balance of capillary forces only. This can be done by realizing that for a liquid-like solid elasticity
is no longer important, such that the radius of curvature RS of the soft solid should be a constant
according to Laplace’s equation �p = �/RS , similarly to that of an ordinary liquid. Furthermore,
by noting the pressure jump [Fig. 3.2] when crossing the curved vapor-liquid interface (�pV!L),
should equal the pressure jump when crossing the curved solid-liquid interface (�pS!L), provides
us an expression for the solid curvature, RS :

�pV!L = � sin ✓

�pS!L =
�S
Rs

9

>

=

>

;

! RS =
1

sin ✓

�S
�

(3.5)

Using this curvature, it can readily be shown that h(0) = ��S/(� sin ✓) +
p

[�S/(� sin ✓)]2 � 1. In
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our case, we have �/�S = 0.1 and ✓ ⇡ ⇡/2� �/(2�S), such that we obtain: h(0) ⇡ 0.05. Note the
perfect agreement with the green line in Fig. 3.1(b), reflecting that for �/E � R

0

the soft solid
indeed behaves liquid-like.

3.1.2 Axisymmetric drop

We also consider the surface deformations induced by an axisymmetric drop. By analogy to the
2-D drop [Eq. (2.27)], we find the stress distribution below an axisymmetric drop,

�nn (r) =
�

R
0

⇢

sin ✓fnn(r) +
�S
�
r2h(r)

�

=
�

R
0



sin ✓

⇢

� (r � 1)� 2⇥(1� r)

�

+
�S
�

1

r

@

@r

✓

r
@h

@r

◆�

.

(3.6)

Here we have formulated the problem in polar coordinates (r,'), because the radial symmetry of
the drop’s contact line makes it natural to do so. Obviously, the stress distribution is independent
on the azimuthal angle ', because of the axisymmetry. In Eq. (3.6) a factor two enters the Laplace
pressure term (⇥), since we have two identical principle curvatures in 3D. Accordingly, we calculate
the surface deformation through the following integro-di↵erential equation:

h(r) =

Z

+1

�1

Z

2⇡

0

d'dr0r0�nn(r
0)K

3D

✓

g (r0, r,')

◆

, (3.7)

where g (r0, r,') is some geometrical function and the elastic kernel equals [30]

K
3D (r) =



(1� ⌫2)

⇡E

�

1

r
. (3.8)

In the previous section, we have solved the surface profile of a 2-D drop [Eq. (2.29)], in the
framework of 1-D FTs for its advantages regarding convolutions and derivatives. For the same
reasons it is advantageous to solve the deformation profile of an axisymmetric (3-D) drop in the
framework of 2-D FTs. The first step in taking the 2-D FT of a function F (r,') is switching from
a Cartesian to polar coordinate system in the convention used for the FT, which could be done
without loss of generality. To obtain the FT of the function F (r,') one should then carry out the
Fourier integrand with respect to r and '. Now, if the function F happens to be radially symmetric,
then F (r,') = F (r) and the integration over � may be carried out, without prior knowledge of
the function F (r). The two-dimensional FT Ĥ

0

(s) and its inverse then simplify to [36]:

Ĥ
0

(s) =

Z 1

0

drF (r)J
0

(sr)r, F (r) =

Z 1

0

dsĤ
0

(s)J
0

(sr) s. (3.9)

Here s is the wave-number, and J
0

is a zeroth order Bessel function of the first kind. Eq. (3.9)
is known as a Hankel transform of the zeroth order. It is suitable only for two-dimensional FT
of functions being radially symmetric and thus independent on ', which is exactly what we have
encountered regarding �nn(r) and K

3D(r). The Hankel Transform has similar properties regarding
convolutions and derivates of functions [36], that will be useful for us:

H
0
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Z 1

0
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H
0

⇢

1

r

@
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✓
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◆�

(s) = �s2F (s).

(3.10)

We are now in position to take the Hankel transform of Eq. (3.7). Doing so results in an implicit
equation, similarly to the 2-D case in Eq. (3.2). Solving the resulting implicit equation for ĥ(s),
one obtains

ĥ(s) =

�

ER
0

sin ✓f̂S
nn(s)K̂3D(s)

1 +

✓

�

ER
0

�S
�

◆

s2K̂
3D(s)

, (3.11)
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where the Hankel Hankel transforms of f̂nn(s) and K̂(s) are given by

H
0

n

f̃nn(r)
o

(s) = J
0

(s)� 2J
1

(s)

s
and H

0

n

K̃
3D(r)

o

(s) =
2⇡

s
, (3.12)

with J
1

a first order Bessel function of the first kind.
Similar to the previous section, the problem is now refined to finding the inverse Hankel trans-

form (IHT) of Eq. (3.11). Indeed, an exact IHT cannot be found, such that we again choose the
numeric approach in order to find h(r). As for the 2-D model, we have plotted a couple of surface
profiles, h(r), in Fig. 3.2. Note that we can directly compare 2-D and 3-D surface deformations,
because h(r) is invariant along the azimuthal direction.

Upon comparing 2-D and 3-D surface profiles, we observe from Fig. 3.1 that the profiles for
�/ER

0

= 0.01 (blue) and �/ER
0

= 10 (green) are almost identical. Fig. 3.3 illustrates why 2-D
and 3-D are almost identical in the case of �/ER

0

= 0.01: If the elasto-capillary length becomes
su�ciently small compared to the drop radius, that is, �/ER

0

⌧ 1, solid points in the periphery
of the contact line do not feel the local curvature of the contact line anymore, but e↵ectively
experience a straight contact line instead. Since a 2-D drop has a simple straight contact line,
the 2-D and 3-D approach give identical results in this limit. The agreement for the other set
of profiles, �/ER

0

= 10 (green) in Fig. 3.1, can simply be explained by regarding the solid as
liquid-like. Writing a balance of capillary forces, similar to the previous section, Eq. (3.5), yields

�pV!L = 2� sin ✓

�pS!L = 2
�S
RS

9

>

=

>

;

! RS =
1

sin ✓

�S
�
. (3.13)

Here the factor two enters the equations, because we have two identical principal curvatures in
3-D. Balancing these pressures shows that the factor two cancels, leaving us with an identical
result as for the 2-D case. We thus conclude that surface deformations caused by 2-D and 3-D
drops converge to identical results in both the rigid �/ER

0

⌧ 1 and soft �/ER
0

� 1 limit. For
intermediate values of the softness parameter, however, finite curvature e↵ects of the drop’s contact
line becomes apparent [Fig. 3.1(b)], even though it qualitatively exhibits the same behaviour.

Í/E
R0

S

L

Figure 3.3: Topview of an axisymmetric sessile drop on a soft solid. Two circles are drawn, the large being the
contact line of a drop of radius R0, the small (red) one has a radius equal to the elasto-capillary length �/E. Dashed
lines represent the contact lines of a 2-D drop. Since the typical range of deformation is �/E, perturbations are felt
approximately over a distance �/E in the solid. If the elasto-capillary length becomes much smaller than the drop
radius, �/ER0 ⌧ 1, the solid points within the red circle do no longer see the curvature of the drop’s contact line,
but see a straight contact line instead, as if it were a 2-D drop.
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Figure 3.4: Surface deformations at the contact line as function of the softness parameter for �/�S = 0.1: solid
lines are results from 2-D theory, dash-dotted lines from 3-D theory. Deformations at the contact line are non-
monotonic with the softness parameter and display a maximum deformation around �/ER ⇡ 0.1, readily observed
in Fig. 3.1. Using a log-log scale suggests that surface deformations are linear in �/ER0 (slope 1) in the rigid regime,
�/ER0 ⌧ 1, and linear in ER0/� (slope �1) in the soft regime, �/ER0 � 1.

3.1.3 Asymptotics

As described Section 3.1 the deformation at the contact line displays non-monotonic behaviour
when making the transition from the rigid to soft limit: It first increases and then decreases again,
which we now have plotted in Fig 3.4, showing h(x = 1) as a function of �/ER

0

. The goal of this
section is to derive the scaling laws describing the essential futures of the deformations for 2-D and
3-D drops, inspired by the non-monotonic behaviour in Fig 3.4.

A closer inspection of Fig 3.4 suggests that deformations in the rigid limit are linear in �/ER
0

.
Similarly, we can argue that deformations in the soft limit appear to be linear in (�/ER

0

)�1 =
ER

0

/�. These observations remain to be validated however, and one could therefore try to collapse
surface profiles in the rigid and soft limit by proper scaling arguments. A collapse of surface profiles
would then suggest we indeed have found the essential features of the deformations.

2-D similarity form— In Fig. 3.5(a,b) we have plotted 3 di↵erent surface profiles h(x) on a
log-log scale for both (a) the rigid limit, and (b) the soft limit. While Fig. 3.4 provides us the near
field, x = 1, the surface profiles in Fig. 3.5(a,b) also provide us information about the far-field,
x � 1. These surface profiles suggest that the far-field has a x�2 dependency, which can be shown
analytically by going back to Eq. (3.3). We therefore first note that we expect surface deformations
to decay smoothly in the far-field, such that it is dominated by long wavelength, mathematically
corresponding to wave numbers going to zero, q ! 0. Taking the limit of Eq. (3.3) for q ! 0
should then provide us the far-field dependency on x, which we will do now by first writing a series
expansion of Eq. (3.3) around q = 0 and then letting q ! 0. Eq. (3.3) has the following series
expansion around q = 0:

ĥ(q) =

3p
2⇡

�

ER
0

sin ✓

✓

�q2

3

◆✓

1

|q|
◆

1 +
3p
2⇡

�S
ER

0

q2
✓

1

|q|
◆ . (3.14)

Now taking the limit of q ! 0 and subsequently calculate the IFT of the resulting expression,
yields

h(x) =

✓

1

⇡

�

ER
0

sin ✓

◆

1

x2

. (3.15)
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Figure 3.5: Surface profiles and a collapse of these numerical profiles in the rigid and soft regime. (a) Rigid regime,
�/ER0 ⌧ 1. Three di↵erent surface profiles are shown, for which the deformations increase for increasing �/ER0,
indicated by the black arrow. Note the far-field (x � 1) decays as ⇠ 1/x2. (b) Soft regime, �/ER0 � 1. Three
di↵erent surface profiles are shown, for which the deformations decrease for increasing �/ER0, again indicated by
the black arrow. Similar to the rigid limit, the far-field in the soft limit decays as ⇠ 1/x2. (c) Collapse of surface
profiles obtained through scaling h(x) by �/ER0. (d) Collapse of surface profiles obtained through scaling h(x) by
ER0/�. If we in addition also rescale the x coordinate by �/ER0 we observe a collapse of profiles. The inset shows
the near-field has a log-dependency, since plotting it on a log-linear scale results in a straight line.

Hence indeed, surface deformations in the far-field decays as h(x) ⇠ x�2.
Moreover, Eq. (3.14) might be recast in the form

ĥ(q) = �1

3
sin ✓

1

�s/� + 1

3

p
2⇡ ER

�|q|
. (3.16)

Introducing Q = q�/ER, this gives

ĥ(q) = �1

3
sin ✓

1

�s/� + 1

3

p
2⇡ 1

|Q|
= �1

3
sin ✓ bG(Q). (3.17)

where bG(Q) is the similarity solution of the far-field. The far-field expression h(x) is then obtained
by the IFT
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3
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◆
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We thus expect a collapse of the far-field profiles when plotting h(x)�/ER versus x/(�/ER), which
is indeed confirmed in Fig. 3.5(d). In the sti↵ limit we do not need to rescale the x coordinate,
because per definition Q ⌧ 1 in this limit. Indeed, we observe a collapse in Fig. 3.5(c) by only
scaling h(x).

The small-x behavior of the far-field displacement ultimately has to be comparable to the elastic
deformation at the contact line. Formally, this should come from a matching procedure, where
(3.18) should be matched to the large-scale asymptotics of the inner solution valid in the vicinity of
the drop. Here we proceed by estimating the scaling of h(x = 1) with �/ER, simply by evaluating
(3.18) at x = 1. This gives

h(1) ⇠ ER

�
G

✓

ER

�

◆

. (3.19)

Since we consider the soft limit where ER/� ⌧ 1, the scaling is readily inferred from G(✏) for
small ✏. It appears from Fig. 3.5(d) that lim✏!0

G(✏) approaches a constant value, from which
it would follow that h(1) ⇠ (�/ER)�1, as is approximately observed in Fig. 3.4. However, the
Fourier inversion of bG at ✏ = 0 diverges, since the integral diverges at large Q, hence

Z 1

�1
dQ bG(Q) ! 1. (3.20)

Our numerical solution suggests a logarithmic divergence, such that we expect logarithmic correc-
tions to the �1 scaling in Fig. 3.4. This is supported by the inset in Fig. 3.5(d), since the near-field
on a log-linear scale results in a straight line. Hence, Eq. (3.19) has logarithmic corrections,

h(1) ⇠ ER
0

�
log

�

ER
0

(3.21)

3-D similarity form— We can now proceed in a similar manner for the far-field solution of the
3D axisymmetric problem. Writing a series expansion of Eq. (3.11) around s = 0, and taking the
limit s ! 0, provides us the far-field expression

h(r) =

✓

�⇡
8

�

ER
0

sin ✓

◆

1

r3
, (3.22)

showing the far-field for axisymmetric drops decays as h(r) ⇠ 1/r3. In particular, the series
expansion of Eq. (3.11) can be written as,
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8
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1
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8
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where we defined S = s�/ER. This gives
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where bG(S) is the similarity solution of the far-field. Using Wolfram Mathematica, the inverse
Hankel transform could be evaluated and expanded for small arguments as G(✏) ⇠ 1/✏. Once more
setting r = 1 in (3.24), we thus obtain

h(1) ⇠ (�/ER)�1, (3.25)

and explains the behavior in the soft limit in Fig. 3.4.

3.2 From rigid to soft: Two transitions of the contact angles

The goal of this section is to identify the contact angle ✓ a liquid drop makes on a soft solid. We
will show that the contact angle exhibits two transitions when increasing the softness parameter
�/ER

0

, and subsequently calculate ✓ as a function of the softness parameter.

3.2.1 Is surface tension perfectly localized?

The geometry of the three phase contact line is governed by two classical laws describing the
macroscopic contact angles, sketched in Fig. 3.6. In the limit of a perfectly rigid substrate, E = 1,
the contact angle is governed by Young’s law. In the other limit, E = 0, Neumann’s law for a
drop floating on a liquid substrate holds. One would therefore expect that the macroscopic contact
angle makes a transition from Young’s law to Neumann’s law somewhere in the limit of vanishing
elasticity E ! 0.

Recently, Marchand et al. [15] found that by using density functional theory (DFT), the transi-
tion from Young-to-Neumann takes place when the elasto-capillary length �/E [Eq. (1.1)] reaches
the order of molecular interactions, a. Hence, for �/Ea ⌧ 1 the contact angle equals Young’s
angle, but for �/Ea � 1 one recovers Neumann’s angle. Clearly, the molecular scale a plays a
crucial role for this transition in contact angle, but the scale a is absent in the framework that we
have used up to now. This framework implicitly assumes the contact line force can be represented
by a line-force of zero width, hence giving rise to �-functions in Eq. (3.1). However, there is ample
support surface tension is spread out on the molecular scale and not perfectly localized [11, 19].
Fig. 3.7(c) demonstrates by MD simulations that surface tension is indeed spread out: it varies
around the liquid-vapor interface by a couple of molecular diameters d, but it has an integrated
area equal to �. While modelling the normal traction fnn by a Dirac delta function assumes that
a = 0, in contrast, MD simulations suggest that a 6= 0.

Ignoring this finite size e↵ect on scale a will restrain the transition from Young’s law to Neu-
mann’s law according to Marchand’s work, and result in an incorrect physical picture: The contact
angle a liquid drop makes on a solid is then always governed by Neumann’s law, while a priori

it is clear that on a perfectly rigid substrate the contact angle should satisfy Young’s law. The
origin of this problem lies in the elastic theory: While Young’s modulus E (dimension N/m2) is
the typical pressure scale a solid can resist before deforming significantly, the typical pressure scale
of the capillary traction is �/a. Comparing these two pressure scales for a finite E shows that for
a line force a ! 0, one always has �/a � E, such that the solid is ”soft” (i.e. always deforms)
with respect to this contact line force. Assuming � is spread out on scale a (a 6= 0), on the other

(a) (b)

Figure 3.6: Contact angle geometry for (a) Young’s law on a perfectly rigid substrate, and (b) Neumann’s law for
a drop floating on a liquid substrate.
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6.2. MICROSCOPIC INTERPRETATION OF CAPILLARITY 95
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Figure 6.5: The liquid-vapor interface. The vertical axis is in units of the molecular
scale s. (a) Snapshot of Lennard-Jones simulation of a liquid-vapor interface. (b)
Time-averaged normalized density profile r⇤(z) across the interface. (c) Tangential
force per unit area exerted by the left part on the right part of the system. Techni-
cally speaking, the plot shows the difference P = pNN � pTT between the normal
and tangential components of the stress tensor.

force per unit area, called the stress, exerted by the left subsystem on the
right subsystem as a function of the vertical position z. This stress can be
decomposed into two contributions: the pressure P, which we recall to be
the same in the vapor and the liquid bulk, plus an extra stress P(z) acting
along the direction parallel to the interface, plotted in Fig. 6.5c. The profile
of this stress anisotropy shows that there is a force localized at the interface,
acting in the direction parallel to the interface. This force spreads over a
few molecular scales, which is also the typical thickness of the density jump
across the interface. The integrated contribution of this force is indeed equal
to gLV per unit length, the surface tension. This shows that surface tension
really is a mechanical force.

Having seen that in our simulations there is a parallel force localized at
the interface, let us turn to Question 1. Why is the tension force parallel
and not normal to the interface? First, we note that Fig. 6.1 only depicts the
attraction between molecules. A more complete picture also incorporates
the repulsive forces in the internal pressure, as sketched as dashed arrows
in Fig. 6.6. Away from the surface there is perfect force balance due to the
symmetry around the molecule. Near the interface, however, the up-down
symmetry is broken. To restore the force balance in the vertical direction,
the upward repulsive arrow (dashed) has to balance with the downward at-

z/
d

À

Figure 3.7: A liquid-vapor interface. The vertical z-axis has units of the molecular scale d. (a) Snapshot of the MD
simulation for a liquid-vapor interface. (b) Time-averaged density profile ⇢

⇤ across the interface, normalized by the
liquid density. (c) Stress exerted by the left part on the right part of the system, showing that surface tension is
spread out over a couple molecular diameters. Image adapted from [11].

hand, results in �/a ⌧ E, such that the solid is always ”rigid” (i.e. never deforms if E is large
enough) with respect to the contact line force. We therefore conclude that modelling the capillary
traction as a perfect line force always results in a cusp shaped interface at the contact line, but
modelling it as force spread out on the molecular scale however, results in a flat interface. These
two di↵erent scenarios are sketched in Fig. 3.8.

From Fig. 3.8 one can easily imagine that the microscopic contact angle the drop makes,
microscopic being on the scale a, are totally di↵erent in Figs. 3.8(a) and (b). Obviously, the
situation sketched in (b) is the physically correct one, because it reflects Young’s law [15] by
taking into account the molecular size a. Importantly, we thus have to include the microscopic
parameter a in our macroscopic model in order to find the correct qualitative behaviour of ✓. We
will account for the surface tension being spread on the molecular scale by modelling the surface
tension as a very narrow Gaussian, �(x), similar to the shape obtained in MD simulations, Fig. 3.7.
In particular we will use a normalized Gaussian,

�(x) = �
1

a
p
2⇡

e�
1
2 ( x

a

)2 , (3.26)

(b)

Ò
s

(a)

Ò
s

a
a

�/a ⌧ E�/a � E

Figure 3.8: Surface shapes in the limit of �/a � E and �/a ⌧ E on typical scale a. (a) Modelling surface tension
as a perfect line force, a = 0. The infinite stress at the contact line deforms the solid such that a cusp is formed,
✓s 6= ⇡. (b) Modelling surface tension as a force spread out on the molecular scale a. In this case the capillary
traction �(x) is too weak compared to elasticity for any deformation to occur, such that the interface is flat, ✓s = ⇡.
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where we have checked that
R1
�1 �(x) = �. Indeed, this is a classical representation of the �-

function in the limit a ! 0 [37].
Replacing both Dirac delta functions �(x ± 1) in the stress distribution [Eq. (3.1)] by two

narrow Gaussian’s �(x ± 1), introduces the microscopic parameter a in our model. We now have
a macroscopic model that also accounts for the the spread out e↵ect of surface tension on a
microscopic scale. Moreover, we will use this updated model to numerically investigate how both
the micro and macroscopic contact angle ✓ is characterized as a function of the softness parameter
�/ER

0

in the next section.

3.2.2 Geometry of the contact line as function of softness parameter

By solving the governing equation, Eq. (2.29), we can sweep through the entire parameter regime
of �/ER

0

and measure the geometry of the contact line for each value of �/ER
0

. In particular,
we determine the geometry of the contact line by measuring ✓S , ✓LV and ✓SL numerically, the
angles previously being defined in Fig. 2.3. From these angles, we have plotted the quantities,
(i) ✓SL + ✓SV and (ii) ✓SL � ✓SV in Fig. 3.9. We have chosen to plot these particular quantities,
because each of them reflects a transition the contact angle ✓ makes:

(i) ✓SL + ✓SV = ⇡ � ✓S : First transition controlled by the scale of molecular interactions a.
One witnesses a transition of contact line geometry from Young’s to Neumann’s law [15],
when �/E reaches the scale of molecular interactions a. At this point the solid becomes soft
enough, is stretched, and develops a cusp, often referred to as a ”Neumann-cusp” visible on
the microscopic scale, but not on the macroscopic scale. How the geometry of the contact
line is altered by this transition has been sketched in the top and bottom part of Fig. 3.9, for
the micro and macroscopic point of view respectively.

(ii) ✓SL� ✓SV = 2": Second transition controlled by the drop size R
0

. Here a solid body rotation
of the three interfaces over an angle ✏ takes place when �/E reaches the scale of the drop
R

0

. During this transition, the actual microscopic contact angles itself do not change, they
are only rotated over an angle ". As such, the solid angle ✓S remains unaltered, which can
be seen from the ⇡� ✓S curve. In Fig. 3.9 we have again illustrated how the geometry of the
contact line is altered by this second transition, both on the micro and macroscopic scale.
Note that this transition, in contrast to the first transition is visible on the macroscopic scale.
In fact, one could recognize the sketched macroscopic picture as a liquid lens floating on a
liquid substrate.

An important consequence regarding these transitions is that the contact angles, i.e. the true
wetting angles, are selected on the microscopic scale. In the highly strained region of a few
molecular sizes around the contact line a Neumann-like cusp developes when �/E reaches the
molecular scale a which selects the contact angles. Any further increase of �/E solely introduces
a rotation of the system, but does not change the actual contact angles anymore.

We have also plotted transition (ii) for axisymmetric drops in Fig. 3.9 for sake of completeness,
showing the same qualitative transition, indicated by the dash-dotted line. We have excluded
transition (i) for axisymmetric drops, because we expect 2-D and 3-D drops to behave identically
if �/ER

0

⌧ 1, based on argumentation in section 3.1.2.
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Figure 3.9: Predictions of the model derived in chapter 2 for �/�S = 0.1 (solid lines: 2-D, dot-dashed lines: 3-D),
modified to take into account the finite size a over-which forces are exerted at the contact line. We have plotted
the angular deviation of the solid angle, ⇡ � ✓S and rotation angle ✏, with corresponding microscopic (scale a) and
macroscopic (scale R0) pictures of the drop. This shows that (i) the microsocopic geometry of the contact line first
develops a Neumann-like cusp when �/E is of the order of microscopic scale a, (ii) the macroscopic angle of the
drop is altered only when �/E reaches the size of the drop R0. The ratio R0/a was taken 105. Since a is typically
on the order of nano-meters, this would in practice correspond to a typical drop radius that is sub-milimeters.
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While Fig. 3.9 illustrates there are two transitions by plotting the sum and di↵erence of ✓SV

and ✓SL, it does not directly reflect how these angles behave on their own. As such, we have
plotted ✓SV and ✓SL separately below in Fig. 3.10. It provides us some additional information:
During the first transition, the development of the Neumann-cusp, ✓SV and ✓SL angle increase
equally at the cost of the decreasing solid-angle ✓S . For increasing �/ER

0

the point is reached
where these two curves start to deviate from one another, indicating the second transition sets in
and rotation of interfaces takes place. In fact, because the solid angle remains unaltered during
this transition [Fig. 3.9], the increase in ✓SL equals the decrease in ✓SV .

Í =Í
s

Í=E  = a Í=E  = R
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S Ò
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Figure 3.10: Numerical results for ✓SV and ✓SL as function of �/ER0. Note that during the cusp formation around
�/E = a the solid-vapor and solid-liquid angle are increasing equally, i.e., ✓SV = ✓SL. When �/E reaches the drop
size R0, the rotation of interfaces sets in, leading to an increase of ✓SL and decrease of ✓SV with respect to the
horizontal.

3.3 Free energy as function of the softness parameter

Varying the softness parameter has provided us the micro and macroscopic contact angle a liquid
drop makes on a soft solid. Varying the softness of the substrate can in addition also provide
insight into energy changes associated with this varying softness. For a single drop on a soft solid,
we have previously identified the following energy contributions: (i) Free surface energy of the solid
FS , (ii) the internal elastic energy Fel and (iii) the free surface energy of the liquid F� . The goal
of this section is to calculate changes in each of these contributions as a function of the softness
parameter �/ER

0

, while using a drop on an infinitely rigid solid (E = 1) as a reference case.
When calculating energy changes it is important that we are looking at the same physical system,
i.e., the same volume of liquid for all �/ER

0

. As elastic deformations of the substrate will change
the shape of the drop, there is no reason the distance between the contact lines R

0

is constant. We
therefore scale the contact radius R

0

by a factor ↵ to ensure volume conservation, where ↵ should
be determined numerically.

In Fig. 3.11 we have calculated the di↵erent energy contributions as a function of �/ER
0

for
both (a) �/�s = 0.1 and (b) �/�s = 0.5. Di↵erent contributions have been calculated using the
equations stated below. For a detailed derivation of these equations we refer to appendix B, but
importantly note that we calculate energies associated with the solid directly in Fourier space for
e�ciency.
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From Fig. 3.11 we first observe that the qualitative behaviour for all energy contributions as a
function of �/ER

0

is the same for both �/�S = 0.1 and �/�S = 0.5. Secondly, the total energy
(black lines) decreases when �/ER

0

increases. The dominant mechanism for this total energy
decrease is the capillary liquid energy (red line), decreasing more rapidly than the increasing energy
terms associated with the solid (green and blue line). One can explain the increase in the solid
capillary energy (green line) by the fact that more solid interface is created as the solid becomes
softer, the maximum corresponding to a liquid lens floating on a liquid substrate. Interestingly, the
elastic energy (blue curve) displays a maximum, which can be explained as follows. As the solid
becomes increasingly softer, deformations increase and accordingly the elastic energy increases.
However, if the solid becomes even softer, elasticity E vanishes such that elastic energy can no
longer be stored in the elastic medium.

Because the total energy decreases for increasing �/ER
0

(black lines in Fig. 3.11), we conclude
drops preferably locate themselves at regions of low sti↵ness (high �/ER

0

). In other words, if a drop
is placed on a substrate of variable sti↵ness �/ER

0

(x), it experiences a driving force f = �dFtot/dx
towards the region of lower sti↵ness. It should be realized that this driving force assumes that the
drop radius is much smaller than the typical sti↵ness gradient, that is, 1/R

0

⌧ @(�/ER
0

)/@x,
such that E might be regarded constant in the vinicity of the drop. Assuming this is the case,
we can use our results in Fig. 3.11 to verify the explanation Style et al [23] gave for the observed
durotaxis described in section 1.2. In their analysis they did not take into account the variation
of elastic, neither the solid capillary energy as drops move over a substrate, thereby implicitly
assuming the reduction of liquid capillary energy is dominant. While it is a priori not clear this
would be the case, our numerical results in Fig. 3.11 have now shown that the reduction of liquid
capillary energy is indeed dominant.
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Figure 3.11: Changes in elastic energy Fel, capillary solid energy FS , and capillary liquid energy F� as a function
�/ER0, where we have used a drop on a rigid substrate (E = 1) as the reference case. (a) Energy changes for
�/�S = 0.1 and (b) �/�S = 0.5.

Limiting energy FS by a balance of capillary forces— In the limit of vanishing elasticity
E ! 0, one should recover a perfect balance of capillary forces, that is a balance between the
surface tensions �S and �. In that case, we can calculate the limiting values of FS exactly, derived
below. In this derivation we will use the expression for the solid curvature RS provided by Eq. (3.5).
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Upon substituting ✓ ⇡ ⇡/2� �/(2�S) we find in the limit of �/ER
0

! 1, that ES/(�R0

) ⇡ 0.033
for �/�s = 0.1, while we find ES/(�R0

) ⇡ 0.156 for �/�s = 0.5. Note these calculated values agree
perfectly with the numeric results (green lines) shown in Fig. 3.11.

3.4 Summary

In this chapter we have solved the shape of the soft solid and a single liquid drop by coupling the
action of capillary forces to elastic theory. Shapes were calculated for di↵erent values of the softness
parameter �/ER

0

, showing that for increasing �/ER
0

the solid gets increasingly deformed directly
under the drop [Figs. (3.1-3.2)]. The deformation at the contact line, however, was shown to display
a maximum around �/ER

0

⇡ 0.1 [Fig. 3.1 and Fig. 3.4]. We have explained this maximum by
arguing that deformations increase as the solid becomes softer, but as the solid becomes too soft,
the vanishing elasticity will result in a decreasing deformation at the contact line. Upon comparing
deformations caused by 2-D and 3-D drops, we have found no qualitatively di↵erence in behaviour
when changing �/ER

0

.
Subsequently we have included the microscopic scale of molecular interactions, a, in our single

drop model. Hereby we could capture the transition from Young’s to Neumann’s law in contact
line geometry (Fig. 3.6), therefore allowing to calculate the complete contact line geometry as a
function of �/ER

0

(Fig. 3.9). With �/E being the relevant length scale of deformations, we have
shown that a drop on a soft solid exhibits two transitions when increasing �/E: (i) Development of
a Neumann-like cusp when �/E reaches the order of molecular interactions a, and (ii) a solid body
rotation of the contact line geometry when �/E reaches the scale of the drop R

0

. Importantly,
the first transition controlled by �/Ea was shown to determine the contact angles at scale a. Any
further increase of �/E solely introduces a rotation of the system, but does not change the actual
contact angles anymore.

In the last section we have calculated the changes in free energy as a function of �/ER
0

(Fig. 3.11). We found that drops preferably locate themselves in regions of low sti↵ness, because
the decrease in capillary liquid energy F� turned out to be dominant against any energy increase
associated with the solid. This could therefore explain the observed durotaxis of drops that Style
et al have shown in experiments [23].
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Chapter 4

Drop Interactions

In this chapter we will calculate the forces of 2-D drop-drop interactions. In section 4.1 we start by
extending the single drop model to a model that accounts for two droplets on a soft solid. Similar
to the Cheerios e↵ect, the local perturbations of one particle in the environment of another can
lead to mutual attraction, such that an intermediate equilibrium state at some separation distance
` is not possible. Analogously, this suggests that introducing a second liquid drop on on a soft solid
changes the static problem of a single drop to a dynamic problem for two drops. Section 4.2 will
discuss in detail how deal with this mutual interaction force, while still using a static description of
the problem. Subsequently, section 4.3 gives the obtained numerical results, revealing the nature
of drop-drop interactions on soft solids.

4.1 Extending the single drop model

A single drop on a soft solid has a stress distribution that is symmetric with respect to the drop’s
center. As such, the resulting surface deformations are symmetric with respect to its center, leading
to a contact angle ✓ that is the same on both sides of the drop as in Fig. 3.2. By introducing a
second drop, however, the drop is no longer a symmetry axis for the stress distribution. Instead, for
two drops separated over a center to center distance `, the vertical line x = 0 is now the symmetry
axis as sketched in Fig. 4.1. As a result this can lead to asymmetric droplets sketched in Fig. 4.1,
thereby inducing a bias in the inner and outer contact angle, named ✓in and ✓out respectively.

Moreover, when calculating drop-drop interactions it is important that we are looking at the

Ô -1Ò
out

`
ËR0ËR0

x
 =

 0

Ò
out

Ò
in

Ò
in

Figure 4.1: Schematics of two drops on a substrate, separated by a distance `. Introducing a second drop results in
a total stress distribution with respect to a drop’s center that is no longer symmetric, causing the contact angles of
the drop be di↵erent; ✓out 6= ✓in. The contact radius of the drop is scaled by factor ↵ to ensure volume conservation.
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Figure 4.2: Sketch of the drop-on-solid stress distributions of both drops. If the drops are separated by a distance `,
the stress distribution of the right drop, R, is given by shifting Eq. (4.1) over a distance `/2. Mirroring the resulting
function fnn(x� `/2) in the x = 0 plane provides the stress distribution of the left drop, L.

same physical system, i.e., the same volume of liquid for all separation distances `. Specifically,
there is a priori no reason that the distance between the contact lines R

0

is constant upon varying
`, because elastic deformations of the substrate will change the shape of the drop. For now, it is
su�cient to mention that we will scale the base radius of an undisturbed drop, R

0

, by a factor
↵ in order to ensure constant drop volume. The factor ↵ is a function of ` and remains to be
determined numerically [Fig. 4.9(b)], such that drops of constant volume have an e↵ective base
radius of R = ↵(`)R

0

. Clearly, if `! 1 drops do not feel each other presence, such that we should
retrieve undisturbed drop radius R

0

, in other words if `! 1 then ↵ = 1.
In short, introducing a second drop brings along some complications. We have seen above that

these are (i) the drop is no longer a symmetry axis for the stress distribution, thus its contact
angles no longer neccesarily have to be the same, and (ii) the radius is no longer conserved due
to droplet interaction. We incorporate both e↵ects in the (dimensionless) stress distribution by
generalizing Eq. (2.28) to (we set ` = 0 for a moment and consider a single drop for convenience)

fD
nn (x) = (sin ✓in) � (x+ ↵) + (sin ✓out) � (x� ↵)� ⇥ (↵� |x|) , (4.1)

with
1


=

2↵

sin ✓in + sin ✓out
. (4.2)

Here the superscript D refers to the double-drop problem and for a derivation of the curvature 
[Eq. (4.2)] we refer to section 4.2.2. Using Eq. (4.1) we can write down the total stress distribution,
�D
nn(x), induced by a drop pair separated by a center-to-center distance `. By symmetry arguments,

the stress distribution of the left drop equals the stress distribution of the right drop, but mirrored
in the x = 0 plane, as sketched in Fig. 4.2. Including the solid capillary pressure in the total stress,
in analogy to the single drop, we obtain

�D
nn (x) =

�

R
0

2

6

4

fD
nn (�x� `/2)
| {z }

left drop

+ fD
nn (x� `/2)
| {z }

right drop

+
�S
�

d2h

dx2

3

7

5

. (4.3)

Note the di↵erence with the stress distribution for a single drop [Eq. (3.1)] which is characterized
by a single contact angle ✓. In contrast, Eq. (4.3) depends on both ✓in and ✓out, because (i) normal
tractions represented by the �-functions in Eq. (4.1) both have a di↵erent prefactor dependent on
the actual contact angle ✓in and ✓out and (ii) the liquid curvature  is a function of both of these
angles. Furthermore, note that the normal tractions in Eq. (4.1) now work at x ± ↵ and that
Laplace pressure acts over a region �↵ < x < ↵, whereas the single drop problem simply had
↵ = 1.

Employing Eq. (4.3), the surface deformations follow from convoluting the stress function with
the elastic kernel, such that

hD(x) =

Z

+1

�1
dx0�D

nn(x
0)K(x0 � x). (4.4)
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Figure 4.3: Calculated surface profiles, hD(x), obtained by solving Eq. (4.5), using �/�S = 0.3 and �/ER0 = 0.2.
(a) Surface profile for ` = 5. The left and right drop are located at �↵ < x+ `/2 < ↵ and �↵ < x� `/2 < ↵ with
its contact lines at x = �`/2 ± ↵ and x = `/2 ± ↵, respectively. The value of ↵ has a value close to 1, i.e. ↵ ⇡ 1.
(b) Surface profiles for 4 di↵erent values of the separation distance `. Note how the soft solid in between the drops
is increasingly pulled up as the drops approach each other, while simultaneously the drop’s center at x = `/2 is
lifted.

Analogously to the single 2-D drop, we choose to solve Eq. (4.4) by using a FT. It can be shown
that by taking the FT one obtains

ĥD(q) =

3p
2⇡

�

ER
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e�iq`/2
h
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, (4.5)

where we have calculated f̂D
nn (q) as

f̂D
nn (q) =

1p
2⇡




sin (↵q)

q
+(sin ✓out) e

iq↵ + (sin ✓in) e
�iq↵

�

.

Note that the separation distance ` appears in the numerator of Eq. (4.5). The FT of the kernel,
K(x), was already given by Eq. (3.4). Similar to the previous chapter, the problem is now refined
to finding the IFT of Eq. (4.5).

We have calculated hD(x) by calculating the IFT numerically: Fig. 4.3 shows the resulting
surface profiles for a couple of di↵erent values of `. Fig. 4.3(a) illustrates the presence of two
drops. As for the single drop [Fig. 3.1], we observe stretching of the solid in the periphery of the
contact lines and compression of the solid at the center of the drop. Note, however, the e↵ect of
a second drop: At the inner contact lines, separated by a relatively small distance, the combined
normal tractions of both drops manage to pull the solid surface higher than at the outer contact
lines. As a result, surface deformations are more pronounced in between the two drops leading
to an asymmetry: The deformation at the inner contact lines is larger than that at the outer
contact lines, which we will name hin and hout respectively. As the separation distance between
the drops decreases, the asymmetry hin � hout becomes more and more pronounced as illustrated
in Fig. 4.3(b). In addition, note how the minima of hD(x) start to increase as the drops approach
each other, which is a direct consequence of the additional normal tractions of the neighbouring
drop.

While Fig. 4.3 shows the solid shapes, the liquid shapes remain to be determined. In fact,
obtaining the exact solid shapes as shown above already required more work than the simple
picture of just solving Eq. (4.5). The challenge lies in connecting the spherical caps H(x) to
the surface profiles as shown above, because the interplay between solid and drop determines the
values of ✓in and ✓out. For the single drop on a soft solid we have seen that the contact angle ✓
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was determined by the horizontal Neumann condition. As argued in the beginning of this chapter,
however, it is expected that there is no equilibrium state at intermediate values of `. This tells us
that both contact angles can no longer be determined by a horizontal balance of stresses (Neumann)
and that apparently other conditions should apply. In the next section will elaborate in detail on
the conditions which determine the contact angles ✓in and ✓out.

4.2 Presence of a second drop: A non-equilibrium state

In chapter 2 we have seen that solving the elastic problem only was not su�cient to find the correct
physical solution: The correct physical solution we were after was the one satisfying the horizontal
Neumann condition for the contact angle. Therefore, we needed an iterative solving mechanism
that resolves the elastic problem until horizontal Neumann was satisfied, see section 2.3. Since the
single-drop problem had one free parameter, namely the contact angle ✓, this allowed us to find a
particular value for ✓ such that the system satisfied the horizontal Neumann condition [Fig. 2.4].

A priori one might have expected that the single-drop problem had two free parameters, namely
the Lagrange multipliers P and �. Requiring equilibrium of the liquid-vapor interface, however,
resulted in only one independent multiplier, since P and � are linearly dependent through P =
�/R

0

. In other words, once �(✓) is set through selecting ✓, the Laplace pressure P is immediately
determined and cannot be controlled. E↵ectively we thus have a single independent parameter,
which is a function of ✓ in this case, allowing us to satisfy one condition, namely the horizontal
Neumann condition.

At this point we expect we will need at least two independent parameters for the double drop
problem, because drops can have distinct inner and outer contact angles. In fact, we will see below
that we in addition need a third independent parameter which accounts for the non-equilibrium
state the two drops are in.

4.2.1 A thought experiment: Fixing the drop separation `

We will now place a second drop on the substrate as in Fig. (4.1), of identical volume and material
properties. Introducing a second drop prevents the system from being in an equilibrium state due
to drop-drop interactions so that there does not exist an equilibrium for an intermediate separation
`, in analogy to the Cheerios-e↵ect. As such, we cannot simply find the equilibrium conditions for
two drops separated by a distance ` anymore through energy minimization, as was done for a single
drop in the previous chapter. Nonetheless, we can introduce some external horizontal force fx to
the system neccesary to keep the drops separated by a distance `. Let us assume this external force
is applied by an experimentator in the three di↵erent possible ways sketched in Fig. 4.4, thereby
holding the drops separated by a constant distance `:

(i) The experimentator pins the outer contact lines by exerting a horizontal force fx at these
contact lines, while the inner contact lines are free to equilibrate and satisfy the horizontal
Neumann condition [Fig. 4.4(a)].

(a) (b) (c)Ò
HN

Ò
HN

Ò
HN

Ò=Ò
HN

Ò=Ò
HN

f
x

f
x

f
x

f
x

f
x

f
x

Figure 4.4: Holding the out-of-equilibrium drops at a fixed position in three di↵erent ways. In (a-c) we denote the
local horizontal Neumann contact angle by ✓HN . (a) Pinning of the outer contact lines. (b) Pinning of the inner
contact lines. (c) Holding the drops in place using a 2-D needle.
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(ii) The experimentator pins the inner contact lines by exerting a horizontal force fx at these
contact lines, while the outer contact angles are free to equilibrate and satisfy the horizontal
Neumann condition [Fig. 4.4(b)].

(iii) The experimentator holds each of the drops in place with a needle [Fig. 4.4(c)] exerting a
horizontal force fx, such that all the contact angles satisfy horizontal Neumann. For simplicity
we assume the needle is wetted by a contact angle of ⇡/2.

With the mechanical force fx acting on the system there does exist an equilibrium. To investigate
how this force can be computed in practice, we turn to a simpler example of a drop on a rigid
substrate that presents a wettability gradient.

A sessile drop on a surface with a gradient in wettability: No equilibrium— A sessile
drop on a partially wetting substrate is known to take the form of a spherical cap, having equi-
librium contact angle equal to Young’s angle, ✓Y . If the same drop is now placed on a substrate
having a linear gradient in wettability @�SL(x)/@x = constant < 0, the drop will translate on the
substrate to lower its free energy and importantly, does not have an equilibrium state as displayed
in Fig. 4.5(a). Hence, we have to exert a horizontal force to keep the drop at a steady position.

Here we first compute the force by pinning the right contact line by a force fx. This means the
right contact angle ✓R is not equal to Young’s angle ✓R,Y , but that by contrast the left contact
angle will equilibrate, ✓L = ✓L,Y . Therefore, the force fx equals

fx = � cos ✓R � � cos ✓R,Y . (4.6)

By pinning the contact line the drop will take the shape of a perfect spherical cap, such that from
geometry ✓R = ✓L,Y , allowing us to write

fx = � cos ✓L,Y � � cos ✓R,Y

= [�SV � �SL(�R
0

)]� [�SV � �SL(R0

)]

= �SL(R0

)� �SL(�R
0

) = �2R
0

@�SL

@x
,

(4.7)

where we have used Young’s relation to relate Young’s angle to the corresponding surface energies.
While this approach assumes the total force fx is localized at one of the contact lines, the result
would be no di↵erent when calculating fx from an energy approach. To see why, consider a virtual
displacement of the drop over a distance dx as sketched in Fig. 4.5(b), yielding an energy change
dE,

motion

@Í
SL
=@x < 0

x

Ò
L,Y

Ò
R

R0

(a) (b)

dx dx

Figure 4.5: The translating and virtual displacement of a sessile drop on a surface with a gradient in wettability.
(a) Sessile drop translating on a surface with a gradient in wettability. In order to lower its free energy the drop
moves to the region of lower �SL, accordingly decreasing its contact angle ✓ while increasing its contact radius
R0. Because the surface has a gradient in wettability, a freely moving drop has distinct contact angles, that is,
✓L,Y 6= ✓R. (b) Schematics of the virtual displacement of a drop on a surface with a gradient in wettability. Using
this approach the energy change associated with a displacement dx is calculated, thereby providing us fx.
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Per definition, fx = �dE/dx, such that the above result is identical to the result obtained in
Eq. (4.7). Importantly, this suggests that calculating the force fx through the inbalance at one of
the contact lines is a valid method and that one does not need to prescribe the force fx in any
other form, for example a body force.

We will now use the same method to calculate fx in the elastic problem, for the cases where we
are pinning the contact line [Fig. 4.4(a,b)]. The interaction force fx can be measured by calculating
the inbalance of stresses at one of the contact lines numerically, that is

�fx = ±


� cos ✓ + �S cos ✓SL � �S cos ✓SV

�

[Contact line pinning, Fig. 4.4(a,b)] (4.9)

where the + sign applies for inner contact line pinning and the � sign for outer contact line pinning.
One could regard this force as representing the degree of deviation from horizontal Neumann,
because fx = 0 corresponds to a perfect balance of stresses. Determining fx for the needle case
[Fig. 4.4(c)], however, requires a slightly di↵erent approach. Inserting the needle results in a jump
of the liquid height, �H, at the respective left and right sides of the needle, sketched in Fig. 4.6.
The needle therefore e↵ectively feels the Laplace pressure acting over a region �H, resulting in a
force

�fx = �p�H [Needle, Fig. 4.4(c)] (4.10)

We included a minus sign in Eqs. 4.9 and 4.10 explicitly for fx, because these are the interaction
forces acting on the drop. By Newton’s third law, however, the experimentator has to exert a force
+fx, opposite in sign, to keep the drops in place.

Á pÁH

Figure 4.6: Holding the drops in place with a needle. The needle has wetting properties �SV = �SL and pertrudes
the liquid surface at dH/dx = 0. This ensures the drop shape is not altered beforehand already by the wetting
properties of the needle. Nonetheless, by inserting the needle the liquid surface at the left and right side of the
needle makes a jump, �H. The needle therefore e↵ectively feels the Laplace pressure acting over a region �H,
resulting in a force fx = ��p�H.

4.2.2 The liquid shape H(x) for asymmetric drops

At this point we have introduced the mechanical force fx which ensures both drops are kept
separated by a constant distance `, and ↵, required to operate at constant drop volume V . Taking
into account the distinct contact angles ✓in and ✓out for asymmetric drops, we have the following
set of (independent) parameters associated with the double drop problem:
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(i) fx

(ii) ✓in

(iii) ✓out

(iv) ↵

Note that we excluded the Laplace pressure P (= �p) as an independent parameter, because
it couples directly to ↵, ✓in and ✓out, through P = �(sin ✓in + sin ✓out)/(2↵R0

). With the 4
independent parameters mentioned above, we can satisfy the following 4 corresponding conditions:

(i) ✓in = ✓HN or ✓out = ✓HN

(ii) H(xin) = h(xin)

(iii) H(xout) = h(xout)

(iv) V = V
0

= constant

Here xin and xout denote the respective positions of the inner and outer contact lines, while V
0

is the unpertubed single drop volume. Conditions (ii) and (iii) are simply a statement that the
liquid surface should meet with the solid at these points for a contact line to exist, similar to the
single drop problem where we imposed H(±R

0

) = h(±R
0

). Condition (i) reflects the two di↵erent
scenarios for contact line pinning, sketched in Fig. 4.4(a,b), where only the inner or outer contact
angles can satisfy the horizontal Neumann condition. Alternatively, holding the drops in place
with a needle [Fig. 4.4(c)] results in both the inner and outer contact angles satisfying horizontal
Neumann. This is directly related to the discontinuity�H the liquid shape poses (Fig. 4.6), thereby
introducing an additional independent parameter such that now both ✓in = ✓HN and ✓out = ✓HN

can be satisfied.
The conditions mentioned above uniquely define the values of the corresponding parameters,

such that we have hereby obtained closure of the elastic problem for two drops. We shall now
proceed solving the actual equations for the liquid interface H(x).

Mathematical expression for the liquid surface, H(x)— We are looking for a spherical
cap that coincides with both contact lines, having distinct contact angles ✓in and ✓out and center
coordinate (xc, yc). The equation H(x) satisfying these conditions is most easily derived in the
following way: Any bias in contact angles will induce a shift in the horizontal center coordinate of
the spherical cap, that is, the center xc will not exactly coincide with the vertical axis y positioned
halfway between the contact lines as sketched in [Fig. 4.7]. By exploiting this horizontal shift xc

we can write,

sin ✓in =  (↵R
0

+ xc)

sin ✓out =  (↵R
0

� xc)

9

=

;

. (4.11)

Such that eliminating the curvature  from these equations yields

xc =
↵R

0

(d
0

� 1)

1 + d
0

with d
0

⌘ sin ✓in
sin ✓out

. (4.12)

Moreover, Eq. (A.3) also provides us the curvature of the spherical cap in terms of contact angles
by eliminating xc,

1


=

2↵R
0

sin ✓in + sin ✓out
. (4.13)

Note that we recover xc = 0 and �1 = R
0

/ sin ✓, if ✓in = ✓out ⌘ ✓, corresponding to a perfectly
symmetric spherical cap, identically to the single drop problem. The last step in defining the
spherical cap is calculating the vertical center coordinate, yc. If we utilize hin as a starting point
for the cap, then we can directly see from Fig. (4.7) that cos ✓in = (hin � yc), yielding

yc (hin, ✓in) = hin � (↵R
0

+ xc) / tan ✓in, (4.14)
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but yc could be equally defined by utilizing hout as a starting point, such that

yc (hout, ✓out) = hout � (↵R
0

� xc) / tan ✓out, (4.15)

The resulting circle equation, intersecting both contact lines now follows as

(x� xc)
2 + (H� yc)

2 = �2, (4.16)

such that the resulting cap equation is given by the positive root of Eq. (4.16). We can neglect the
negative root, because it will turn out that only contact angles ✓ < ⇡/2 will occur in the problem
we are solving. The solution for the liquid cap H(x) with center (xc, yc) then reads

H(x,↵, ✓in, ✓out) = yc +
p

�x2

c + �2 + 2xcx� x2, �↵R
0

 x  ↵R
0

, 0  {✓in, ✓out}  ⇡

2
with

xc =
↵R

0

(d
0

� 1)

1 + d
0

where d
0

⌘ sin ✓in
sin ✓out

�1 =
2↵R

0

sin ✓in + sin ✓out
,

yc (hin, ✓in) = hin � (↵R
0

+ xc) / tan ✓in

(4.17)
Eq. (4.17) is valid in the cases where one of the contact lines is pinned [Fig. 4.4(a,b)]. For the case
in which the experimentator is holding the drops with a needle, we have to redefine this equation
slightly to account for the discontinuity �H at x = xc,

(

H(x,↵, ✓in, ✓out) if x < xc

H(x,↵, ✓in, ✓out) +�H if x > xc

(4.18)

where �H remains to be determined numerically. The discontinuity is per definition located
at x = xc, because we pertrude the liquid surface with a needle [Fig. 4.6] at the specific point
H0|x=x

c

⌘ 0.

µ
out

x

y

h
out

yc

µ
in xc

h
in

®R0-xc

H

� -1

Figure 4.7: Definition of variables for an asymmetric drop. The second drop (not shown here) is located to the left
of this drop thereby inducing drop asymmetry.
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R
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0

Figure 4.8: Surface profiles hD(x) with corresponding drops H(x) for decreasing separation `, using �/�S = 0.3 and
�/ER0 = 0.2. To ensure equilibrium we have pinned the positions of the outer contact lines, while the inner ones
satisfy horizontal Neumann, corresponding to the situation sketched in Fig. 4.4(a). In addition note how the soft
solid in between the drops is increasingly pulled up as the drops approach each other.

We have illustrated the shapes of both the solid and liquid when pinning the outer contact lines
in Fig. 4.8, where Eq. (4.17) was used to calculate the liquid shape. It should be realized that
analogously to the single drop problem, the problem should be solved iteratively: Knowledge about
the solid-vapor (✓SV ) and liquid-vapor (✓LV ) angles is required in order to verify the neccesary
conditions closing the problem. These angles, however, can only be known after solving the elastic
problem [Eq. (4.4)] and hence knowing the solid shape, but its solution was already depend on ✓in
and ✓out. We thus need a solving routine that resolves the elastic problem over and over, until
all neccesary conditions are satisfied. Below we discuss how we set up this (iterative) feedback
mechanism, starting with a derivation of an exact relation between ✓in and ✓out.

Exact relation between ✓in and ✓out for contact line pinning— We have previously argued
that the presence of a second drop induces an asymmetry, namely hin � hout 6= 0, also sketched in
Fig. 4.7. As a result of this asymmetry the liquid cap connecting both contact lines has distinct
contact angles, ✓in and ✓out. Earlier this section we have seen that the liquid cap requires two
boundary conditions to be defined uniquely: Suppose we use hin and ✓in as the boundary condi-
tions. Because we have knowledge about the distance between the inner and outer contact lines,
namely 2↵R

0

, this suggests we can directly calculate hout and ✓out at the outer contact line. In
other words, for a given dh ⌘ hin � hout, ✓in and ✓out must be directly related through the asym-
metry dh. This statement completely relies on the fact that the spherical cap H(x) is a continous

function that must coincide with both contact lines. As such, this statement is not valid if we are
holding the drops with a needle since it poses a discontinuity �H. Nonetheless, it is valid when
we are pinning the inner or outer contact lines as in Fig. 4.4(a,b) and then it might be shown that

✓in (✓out, dh,↵) = tan�1



4↵2 tan ✓out � dh (4↵+ dh tan ✓out)

4↵2 + dh (4↵ tan ✓out � dh)

�

✓out (✓in, dh,↵) = tan�1



4↵2 tan ✓in + dh (4↵� dh tan ✓in)

4↵2 � dh (dh+ 4↵ tan ✓in)

�

(4.19)

For a derivation of these equations we refer to appendix A. Again, note that if dh ! 0 and
simultaneously ↵ ! 1, we retrieve the single drop configuration ✓in = ✓out ⌘ ✓. The equations
mentioned above a particularly useful for us, because if we impose the condition that the inner
contact angle should equal ✓HN (horizontal Neumman), then we know beforehand already how
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to pick the outer contact angle to ensure H(xcl,out) = h(xcl,out). One could also rephrase it the
other way around: Imposing horizontal Neumann for the outer contact angle through Eq. (4.19)
allows to calculate the inner contact angle such that H(xcl,in) = h(xcl,in). We should mention,
however, that a priori the asymmetry dh already depends on the solution to the elastic problem,
since dh = dh(✓in, ✓out). Finding ✓out or ✓in through Eq. (4.19) therefore requires an interative
solving technique, discussed below. Nonetheless, these equations still provide us the best possible
choice in a subsequent iteration step when one of the contact angles is given.

Double drop iteration scheme— For the double drop problem (Fig. 4.1) the central starting
point is the stress distribution �D(x, ✓2, ✓out,↵) which is convoluted with the elastic kernel K(x)
in Eq. (4.4), yielding the solution for hD(x). In contrast to the single drop solving routine where
we had to iterate to find one unknown parameter, we now have to iterate to find three unknown
parameters: ✓in, ✓out and ↵. Assuming ✓in has to equal the Neumann angle, the solving technique
for ✓in is no di↵erent from the single drop problem. Subsequently, the outer angle is found by
employing the exact relation Eq. (4.19), providing an optimal choice for ✓out,n+1

. In the final step,
the drop volume V will be calculated and compared to the volume of an undisturbed drop, say
V
0

. Since it is expected the drop volume scales as V ⇠ ↵2, we pick ↵ =
p

V
0

/V in the subsequent
iteration. Roughly three iterations a loop were necessary, i.e., 3 iterations for ✓in, ✓out and V to
have a converged system.

4.3 Numerical results

In section 4.2.2 we have quantified the relevant independent parameters of the double drop problem:
fx, ✓in, ✓out and ↵. Using the numerical techniques discussed in the previous section, we will now
calculate these parameters as function of the drop separation `. Clearly, fx is the most interesting
parameter as it provides the force associated with drop-drop interactions. As anticipated we will
find that fx is identical for the three di↵erent cases sketched in Fig. 4.4. As such, we conclude
that it is irrelevant to this problem where the force fx exactly acts on the drop. All our numerical
results have been calculated for �/�S = 0.3 and �/ER

0

= 0.2, unless mentioned otherwise.
We start by considering the degree of asymmetry involved in the problem by plotting hin�hout

as function of `, which is a direct consequence of the second drop involved in the problem. In Fig. 4.3
we already observed from the separate surface profiles hD(x) that the asymmetry dh = hin � hout

became more pronounced as the drops approached each other. Indeed, Fig. 4.9(a) illustrates that
the di↵erence dh is increasing monotonically as the drops approach. From a physical point of view

`

(a)

`

h
in
-h

ou
t

Ë
   =

 R
/R

0 

(b)

Figure 4.9: Results for hin � hout and ↵, as a function of `, calculated for �/�S = 0.3 and �/ER0 = 0.2. We have
obtained these results by pinning the outer contact lines, as sketched in Fig. 4.4(a). Results for the other cases are
qualitatively the same and will not be shown here. (a) The asymmetry hin � hout is increases monotonically as the
drops approach. (b) The initial contact radius R0 increases by factor ↵ as the drops approach, to account for the
otherwise decreasing volume.
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Figure 4.10: Dependence of the inner and outer contact angles as a function of the separation distance `, when
(a) Pinning the outer contact lines, (b) Pinning the inner contact lines, and (c) Holding the drops with a needle.

this can be explained by noting that for relatively small ` the inner contact lines of the drops are
separated by such a small distance that the associated combined normal tractions manage to pull
the solid surface together higher than the isolated outer contact lines manage to do. One could
slightly quantify this idea by considering the stress distribution sketched in Fig. 4.2: For small `
the inner normal tractions of both drops are separated by a distance ` � 2↵, while the inner and
outer contact lines of two di↵erent drops (i.e. inner traction left drop, but outer traction right
drop) are separated by a distance ` + 2↵. (Recall that ` was non-dimensionalized by the drop
radius R

0

, such that the 2↵ terms simply represent two drop radii). Upon comparing the ratio of
the separation of contact lines, (`+2↵)/(`�2↵), we see that the relative separation of contact lines
becomes more and more important as ` ! 2. As such, the relatively closely spaced inner normal
tractions can together pull more e�ciently on the solid than the relatively isolated outer contact
lines can, thereby explaining the observed asymmetry. We note that the asymmetry hin � hout

approximately reaches 50% of the deformation of an individual drop, which is typically h ⇠ 0.028
for �/ER

0

= 0.2.
Moreover, this asymmetry also causes the contact radius R

0

and the inner/outer contact angles
to be altered as the drops approach each other. We readily explained in section 4.1 that we will
scale the drop’s contact radius by a factor ↵ to ensure volume conservation. Figure 4.9 shows the
necessary scaling factor to operate at constant volume V . It shows the e↵ective contact radius
↵R

0

increases as the drops approach, thereby compensating for the otherwise decreasing volume
in the unscaled problem.

The inner and outer contact angles as a function of ` are shown in Fig. 4.10. It shows the
contact angles for all the three di↵erent scenarios, that is, when pinning the inner or outer contact
line, or holding the drops separated by a needle. The black curves in all the panels of Fig. 4.10
represent the local Neumann angles. The solid blue line in panel (a) shows how ✓out behaves in
order to ensure that H(xcl,out) = h(xcl,out), while the solid red line in panel (b) shows how ✓in
adapts such that H(xcl,in) = h(xcl,in). The dotted black lines in panel (a) and (b) represent the
local Neumann angles assuming horizontal Neumann would apply, but clearly the actual contact
angles deviate from these dotted lines, thereby being responsible for an e↵ective interaction force
(inbalance of stresses).

Panel (a) illustrates the outer contact angle (blue line) in panel (a) displays a maximum. This
maximum can be quantitatively explained as follows. As the drops are su�ciently separated (` & 6)
the inner contact line of the left drop and the outer contact line of the right drop e↵ectively do
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Figure 4.11: Mutual drop-drop interaction force fx as a function of `. (a) Results from the three di↵erent approaches
sketched in Fig. 4.10, indicated by the red, black and yellow data. Importantly, note that these di↵erent approaches
all result in the same fx. Furthermore, we observe that there exists an equilibrium position for which fx = 0, but
it is an unstable (@2

fx/@x
2
< 0) equilibrium, however. (b) Absolute value of fx on a log-log scale. Even though we

cannot observe any power law behaviour in the far-field of ` due lack of numerical data, we expect that fx ⇠ `

�5

based on a far-field expansion of the elastic energy.

barely feel each other. Hence, any asymmetry in the system has to be balanced by an increase in
✓out such that H(xcl,out) = h(xcl,out). In other words, the solid needs to be increasingly stretched
to make sure the solid coincides with the liquid cap. However, the competing e↵ect is that as the
drops become more closely (` . 6), the inner contact line of the left drop and the outer contact
line of the right drop start to feel each other. From this point, the neccesary stretching of the
solid is taken over by the left drop and ✓out will accordingly decrease. Furthermore, we observe
that upon comparing the Neumann angles (solid black lines) in panel (a-c), the Neumann angles
in panel (a) and (b) look identical to those in panel (c). This suggests the inner and outer contact
angles might be regarded as being decoupled, that is, a (small) change in ✓in does not change the
elastic problem such that the obtained result for ✓out is altered (or the other way around).

It remains to discuss fx(`), the parameter which will directly provide us the force associated
with drop-drop interactions. Calculating the force fx allows to verify our hypothesis that it is
unimportant where the force fx is exactly acting on the drop: Indeed, the observed collapse in
Fig. 4.11(a) shows that the force fx for all the thee di↵erent scenarios sketched in Fig. 4.10 is
identical, as anticipated. Interestingly, the force fx is non-monotonic in ` and displays a maximum
around ` = 8, suggesting at least two mechanisms are competing. Inspired by the single drop
energy (Fig. 3.11), where the elastic and solid capillary energy terms were opposite in sign to
the liquid capillary energy, we here expect fx to be determined by the competition between the
solid and liquid energy. We speculate that the short range attraction (` . 8) is dominated by the
decrease in liquid capillary energy, which is supported by the significant drop asymmetry that sets
in for ` . 8 [Figs. 4.9 and 4.10].

The drop-drop problem should be completed in future by considering a full energy approach,
such that the above described mechanism can be verified. With the work done in thesis, however,
we have shown to be able to capture the drop-drop interactions and to calculate the magnitude of
these forces.

4.4 Summary

In this chapter we have extended the single drop model to account for the presence of a second
drop on the solid at distance `. We found that the presence of a second drop can lead to a
significant asymmetry in each drop, which is caused by the surface deformations due to the other
drop (Figs. 4.3 and 4.9). As such, the Neumann angles cannot be satisfied at both contact lines
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for intermediate values of the drop separation `, changing the problem from a static to a dynamic
one. We forced an equilibrium state, however, by introducing a mechanical force fx, holding the
drops separated by a constant distance `.

We considered three di↵erent scenarios in order to oppose the drop-drop interaction force, either
by pinning the inner/outer contact lines or by holding the drops in place with a needle (Fig. 4.4).
Calculating fx numerically as a function of ` has shown these three di↵erent approaches all resulted
in the same drop-drop interaction force �fx [Fig. 4.11(a)], indicating that localizing fx at a single
contact line is a valid approach.

Interestingly, the interaction force fx was found to display a maximum when the drops are
spaced approximately 8 drop diameters apart (` ⇡ 8) (Fig. 4.11). It seems likely therefore, that
drop-drop interactions are caused by at least two competing e↵ects, speculated to be long-range
repulsive elastic interactions in the far-field and short-range liquid capillary attractive interactions
in the near-field. The expected liquid capillary dominated attraction in the near-field is supported
by the significant drop asymmetry that sets in for ` . 8 (Fig. 4.9), leading to a reduction of the
liquid cap energy.
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Chapter 5

Discussion and Outlook

In this final chapter we will reflect on the main findings of this thesis and subsequently discuss
possible interesting future research.

5.1 Discussion

By coupling the action of capillary forces to elastic theory we have shown how a liquid drop
deforms a soft solid, with the typical size of deformation given by the elasto-capillary length
�/E. Interestingly, we found that the solid deformation at the drop’s contact line exhibits non-
monotonic behaviour (Fig. 3.4) when increasing the softness parameter �/ER

0

. Specifically, for
elasto-capillary lengths �/E ⌧ R

0

the solid is very rigid and the drop has di�culties in deforming
the solid, such that resulting deformations are small. For elasto-capillary lengths �/E � R

0

,
elasticity vanishes and the solid becomes too soft to resist any normal traction near the contact
line, again resulting in small deformations. The latter situation is equal to a liquid lens floating on
a liquid substrate, such as an oil drop floating on water. For intermediate values of �/ER

0

(⇡ 0.1),
however, there exists a maximum deformation where the solid is soft enough to get deformed, but
on the other hand strong enough to resist any normal traction.

In addition, we have compared the capillary and elastic energies for drops on surfaces as a
function of sti↵ness. It was found that the energies have opposite signs, but that the dominant
contribution comes from the liquid-vapor free energy. This energy decreases on softer substrates.
This explains recent experiments on durotaxis [23], which demonstrated that liquid drops on sur-
faces with a sti↵ness gradient have the tendency to to migrate towards softer regions.

A direct consequence of these elastic deformations is that the contact angle ✓ a liquid drop
makes on a soft solid is no longer governed by Young’s law, which is the classical result for rigid
surfaces. Instead, with �/E being the relevant length scale of deformations, we have found that
�/E should be compared to two length scales, each of them characterizing a transition in contact
line geometry: (i) The microscopic scale of molecular interactions a, and (ii) the macroscopic

length scale of the drop R
0

, illustrated in Fig. 3.9. Importantly, the first transition controlled by
�/Ea was shown to determine the actual geometry near the contact line at scale a through the
development of a Neumann-cusp. The second transition, controlled by �/ER

0

, only describes a
solid body rotation of the contact line geometry without any change of the actual contact angles
and since R � a thus requires much softer surfaces. This transition is visible on the macroscopic
scale R

0

, in contrast to the first transition which is only visible on the microscopic scale.
Moreover, we have extended the single drop model to take into account a second liquid drop

on the same solid. Subsequently, we have shown these drops exhibit an e↵ective interaction force
fx (Fig. 4.11), caused by elastic deformations of the solid – in analogy to the cheerios e↵ect,
where solid particles at a liquid interface can interact through interfacial deformations. Taking
advantage of the single drop problem we know that deformations tend to go to zero in both the
limit �/ER

0

⌧ 1 and �/ER
0

� 1, such that one should operate at the intermediate regime of
�/ER

0

for drop-drop interactions to be strongest. For �/ER
0

= 0.2 it was shown by varying
the drop-drop separation ` that the interaction force fx displays a maximum when the drops are
spaced 8 drop diameters apart (` ⇡ 8) (Fig. 4.11). This suggests that drop-drop interactions are
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determined by at least two competing e↵ects, expected to be repulsive elastic interactions in the
far-field and liquid capillary attractive interactions in the near-field. The expected liquid capillary
dominated attraction in the near-field is supported by the significant drop asymmetry that sets
in for ` . 8 (Fig. 4.9), leading to a reduction of the liquid cap energy. This can be verified by
considering a full energy approach of the problem, directly shifting the current discussion to that
of future research.

5.2 Outlook

In this thesis we have considered drop-drop interactions from a mechanical point of view, since we
calculated the mechanical force fx. In order to identify the relevant mechanisms responsible for
this interaction force one should calculate the energy changes associated with the solid and liquid
independently, as function of `. Hereby we can verify our proposed mechanism for the maximum
that fx displays, explained at the end of the discussion section. Up to now, we have only been
able to perform the variational analysis for a single drop. We are currently exploring the energetic
approach for the two drop problem, by which we expect to obtain a more complete picture of the
drop-drop interactions.

Since it was shown that two drops exhibit an interaction force fx, it would be a natural extension
to consider the dynamics of drop-drop interactions. Two drops that are attracting or repelling
each other will move on the solid surface while continously deforming the solid. In practice,
the process of this continous deformation will dissipate energy in the elastic medium. One could
choose to describe these drop-drop dynamics by employing a visco-elastic model, accounting for the
energy dissipation associated with the movement of the drops on the solid. Moreover, it would be
interesting to perform an experiment that shows two drops really do interact in practice. One could
therefore perform experiments to study the drop motion in the regime where drop-drop interactions
are the strongest, that is, picking the value of �/ER

0

where deformations are maximum for some
�/�s. A possible di�culty is that the preparation of the elastic medium should be well controlled
to ensure a smooth elastic surface. This is particularly important regarding the relatively small
magnitude of fx: If drops cannot move smoothly on the elastic medium their contact lines might
easily get pinned, thereby preventing drop movement. Recent experiments reporting drop motion
on soft solids show that this is indeed feasible [23].

Regarding the single drop theory, it would be interesting to consider drops with an equilibrium
contact angle di↵erent from ✓Y = ⇡/2. In this thesis we have always considered drops with
✓Y = ⇡/2, because we have set �SV = �SL for technical reasons. Choosing �S to be di↵erent in
and outside the drop, i.e., �SV 6= �SL, allows modelling of drops with higher and lower contact
angles than ✓Y = ⇡/2. For example, setting �SV > �SL would result in flatter drops (lower ✓).
Varying �/ER

0

for flatter drops might change the relative energy changes associated with the
solid and liquid energy, compared to those shown in Fig. 3.11. As a result this could qualitatively
change the behaviour of drops preferably locating themselves in regions of lower sti↵ness [23].
Furthermore, one could question how the contact line geometry is altered upon varying �/ER

0

for
�SV 6= �SL.

A lower contact angle would also result in smaller normal tractions, � sin ✓, and a smaller
Laplace pressure �p ⇠ sin ✓, such that accordingly surface deformations h(x) become smaller.
Apart from decreasing normal tractions for flatter drops, on the contrary, tangential tractions ft
will increase as the drops flatten [11, 13, 17, 18, 38]. In future research our model should be
completed by including tangential tractions, in particular to be able to calculate how they exactly
a↵ect drop-drop interactions in the near-field. This could be done by using an elastic kernel for
tangential deformations, similarly to the formalism used to calculate normal deformations.
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Appendix A

Liquid cap equations

A.1 Spherical cap single drop

The goal is to find a spherical cap, H, intersecting both contact lines while having contact angle
✓. The radius of curvature for a single drop is given by

�1 =
R

0

sin ✓

The circle intersecting through both contact lines has center (0, yc), where yc depends on the
contact angle via yc = h

0

� R̃ cos ✓ = h
0

�R
0

cot ✓. Starting from the equation describing a circle,
we find

x2 +

✓

H+
R

0

tan ✓
� h

0

◆

2

=

✓

R
0

sin ✓

◆

2

(A.1)

Eq. (A.2) has two roots in H(x). In the problem we are solving only contact angles ✓ < ⇡/2 will
occur, allowing us to take the positive root:

H(x, ✓) = h
0

� R
0

tan ✓
+

s

✓

R
0

sin ✓

◆

2

� x2, �R
0

 x  R
0

, 0  ✓  ⇡

2
. (A.2)
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Figure A.1: Single drop schematics.
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A.2 Relating ✓in to ✓out for contact line pinning

Similarly to problem dealing with the horizontal shift xc [Eq. (A.3)], we can write for the vertical
shift yc

cos ✓in =  (hin � yc)

cos ✓out =  (hout � yc)

9

=

;

(A.3)

Eliminating  yields the vertical shift yc,

yc (hin, hout, c0) =
hin � c

0

hout

1� c
0

, with c
0

⌘ cos ✓in
cos ✓out

, (✓in 6= ✓out). (A.4)

Apart from the above equation, we can also write yc as

yc (hout, ✓out) = hout � (↵R
0

� xc) / tan ✓out, (A.5)

Since we demand the spherical cap to intersect both contact lines, there should exist some relation
between both contact angles. Equating Eqs.(4.15) and (A.5), and then solving for c

0

yields

c
0

=
1 + xc

1 + xc +
dh tan ✓in

R

, with dh = hout � hin. (A.6)

Since both c
0

= c
0

(✓in, ✓out) and x
0

= x
0

(✓in, ✓out), we are now in a position to express ✓in in
terms of ✓out, or the other way around, through:

✓in (✓out, dh,↵) = tan�1



4↵2 tan ✓out � dh (4↵+ dh tan ✓out)

4↵2 + dh (4↵ tan ✓out � dh)

�

✓out (✓in, dh,↵) = tan�1



4↵2 tan ✓in + dh (4↵� dh tan ✓in)

4↵2 � dh (dh+ 4↵ tan ✓in)

�

(A.7)

This relation tells us that once we have specified both hin and hout, and one of the contact angles,
then the other contact angle will be fixed according to relation 4.19.
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Figure A.2: Definition of variables for an asymmetric drop. The second drop (not shown here) is located to the left
of this drop thereby inducing drop asymmetry.
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Appendix B

Energy integrals

In any derivation below, we are using the following Fourier transform convention:

F [f (x)] = f̂ (q) =
1p
2⇡

Z

f (x) e�iqxdx, F�1

h

f̂ (q)
i

= f (x) =
1p
2⇡

Z

f̂ (q) eiqxdq.

B.1 Elastic energy

The internal elastic energy, Eel, stored in the bulk of an elastic medium can be calculated by
carrying out a volume integral of the product of stress and strain,

W =
1

2

Z

dV (�ij✏ij) (B.1)

The goal of the deriviation below will be to express this volume integral in terms of an surface
integral, which is possible in the case body forces, ~f , are absent. We will start by calculating
the work, U , done by surface tractions, ~Ti, and subsequently show this equals the internal elastic
energy. If surface tractions yield a deformation ~u, then

U =
1

2

Z

dSTiui =
1

2

Z

dS�ijnj · ui

=
1

2

Z

dV
@

@xj
(�ijui)

=
1

2

Z

dV

✓

@�ij
@xj

ui

◆

+
1

2

Z

dV

✓

�ij
@ui

@xj

◆

,

(B.2)

where we have used Gauss’ theorem to convert a surface integral to a volume integral. Per definition
we have

@�ij
@xj

= ~r · ¯̄� and ~r · ¯̄� = �~f,

where ~f represent body forces. If we in addition define

�ij
@ui

@xj
= �ij✏ij with ✏ij =

1

2

✓

@ui

@xj
+
@uj

@xi

◆

,

then we can write

U =
1

2

Z

dV (�fiui)
| {z }

Work by body forces

+
1

2

Z

dV (�ij✏ij)
| {z }

Internal elastic energy

(B.3)

In our case body forces are absent, such that fi = 0. We therefore find that the work done by
surface stresses equals the internal elastic energy, U = Eel:
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1

2

Z

dSTiui =
1

2

Z

dV (�ij✏ij) (B.4)

In the problem of a single drop on a soft solid, we consider only normal forces. Hence, the only
contributions come from Tn = fnn(x) and un = h(x). In principle h(x) can be found by the
IFT of Eq. (3.3), but if one wants to integrate fnnh(x) over the complete surface ranging from
�1 < x < 1, one should accordingly carry out the IFT over the same range. It is therefore
much more convenient to express the elastic energy as an Fourier integral, since we have the exact
solution for ĥ(q) [Eq. (3.3)]. We rewrite the elastic energy in terms of Fourier transforms below,
where we note from Eq. 2.24 that using Tn = fnn(x) automatically includes the solid capillary
energy FS ,
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We calculate the non-dimensional energy,
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B.2 Solid surface capillary energy

The capillary energy associated with the solid surface tension can be calculated through

ES = �S
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. (B.6)

In the small slope approximation,
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⌧ 1, the square root can be expanded to leading order in

x as
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Substituting this result in Eq. (B.6) reads
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. (B.8)

One could recognize the first integral term in the above equation as being the unpertubed flat
surface, while the second term represents the additional surface area created by any surface per-
turbations. Since we are interested in energy changes, we simply remove the (constant) o↵set
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�s
R

dx. As for the elastic energy, it is again much more convenient to express the solid surface
capillary energy by an integral in Fourier space. One can hereby circumvent the neccesary IFT re-
quired to obtain dh/dx. We rewrite the solid surface capillary energy in terms of Fourier transforms
below,
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Z

dx̃eiq
0x̃e�iqx̃

=
1

4⇡
�sR0

ZZ
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We calculate the non-dimensional energy,
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phenomena: drops, bubbles, pearls, waves. Springer, 2004.

[2] Kun Joong Park and Ho-Young Kim. Bending of floating flexible legs. Journal of Fluid

Mechanics, 610:381–390, 2008.

[3] Dominic Vella. Floating objects with finite resistance to bending. Langmuir, 24(16):8701–8706,
2008.

[4] B Roman and J Bico. Elasto-capillarity: deforming an elastic structure with a liquid droplet.
Journal of Physics: Condensed Matter, 22(49):493101, 2010.

[5] Xiaoying Guo, Huan Li, Bok Yeop Ahn, Eric B Duoss, K Jimmy Hsia, Jennifer A Lewis,
and Ralph G Nuzzo. Two-and three-dimensional folding of thin film single-crystalline sili-
con for photovoltaic power applications. Proceedings of the National Academy of Sciences,
106(48):20149–20154, 2009.

[6] Ned Bowden, Insung S Choi, Bartosz A Grzybowski, and George M Whitesides. Mesoscale
self-assembly of hexagonal plates using lateral capillary forces: synthesis using the capillary
bond. Journal of the American Chemical Society, 121(23):5373–5391, 1999.
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