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## 1. Preface

This Master Thesis report summarizes the past 8 months of the last year of my study Electrical Engineering at the University of Twente. This master thesis has been an assignment which allowed a great deal of creativity; where on one hand everything should be exactly calculated, simulated, predicted and measured, on the other hand a form of creative and 'free' thinking may be necessary in order to find out whether or not it is 'possible' to create a certain circuit.

This creative process has been a very learnable experience for me. I would like to thank the people who supervised this project; Eric Klumerink and Bram Nauta. I also would like to thank the ICD group to allow me to do a chip-talk presentation about this subject; it yielded some very useful discussions. I also would like to thank Mustafa Acar for discussions regarding the overlap of static and dynamic frequency dividers and Ronan van der Zee, member of the graduation committee.

Furthermore I would like to thank my family for all support that has been given throughout the study.

## 2. Introduction

In analog RF transceiver circuitry, several components are needed to receive and send signals modulated at a high frequency carrier. A stable frequency 'generator' (frequency synthesizer) is a very important building block in a transceiver circuit. This synthesizer should be capable of generating a periodic signal with a very stable and accurate frequency. This periodic signal can be used for instance in clock recovery circuits or mixing stages. When the frequency synthesizer is implemented as a Phase Locked Loop (PLL), the scheme of the synthesizer looks as shown in figure 1.


Figure 1 General scheme of PLL circuit.
In this circuit, a very stable frequency generated by a crystal (indicated as XTAL) is used to generate a periodic signal. This periodic signal usually has a frequency in the order of $10-300 \mathrm{MHz}$. A PLL provides a way of multiplying this frequency with a fractional number. The output signal of the PLL is given by the Voltage Controlled Oscillator (VCO). The blocks " $\frac{1}{M}$ " and " $\frac{1}{N}$ " are frequency dividers (also called prescalers) which divide the frequency of the incoming signal by an integer value M and N , respectively. The values for M and N define the output frequency off the PLL as

$$
\begin{equation*}
f_{\text {out }}=f_{V C O}=\frac{M}{N} * f_{X T A L} \tag{1}
\end{equation*}
$$

For instance, when $\mathrm{N}=1$ and $\mathrm{M}=10$, the PLL output frequency is ten times higher than the reference crystal frequency. Because of the feedback loop, which consists of a phase comparator and a loop filter, the VCO is locked in phase to the crystal. This means that the VCO output signal has the frequency stability of the reference signal generated by the crystal. Basically a PLL is an effective way of creating a high frequency periodic signal having a stable and accurate frequency.

If the dividers used are programmable (i.e. the divisor number can be altered) the output signal of the PLL can have a programmable frequency. This report focuses on the frequency dividers. As mentioned before, the function of the divider is to divide the frequency of the incoming signal by an integer number. There are several parameters defining the overall performance of the frequency divider. These parameters are given below:

1. The power and blind current required from either the VCO or reference crystal driving it. This power is usually defined relative to 1 mW ; the unit used for this parameter is dBmW . Because the reference crystal generally has a much lower output frequency than the VCO, the larger blind currents will have to be provided by the VCO. It is important that the required input blind power required does not exceed the capabilities of the VCO.
2. The frequency range at which the divider operates correctly (i.e. divides the frequency by the specified integer number). Different frequency divider topologies have different limits to this frequency range.
3. The maximum input frequency; this is a measure of the maximum speed of the frequency divider
4. The power consumption; i.e. the average current drawn from the power supply.
5. Phase noise at the output of the divider, and the way this phase noise depends on the input signal.

The value of every parameter depends on the type of frequency divider. There are two types of frequency dividers that can be defined:

1. Static Frequency dividers. These types of dividers employ a so called 'toggle flip-flop' or T flip-flop. This type of circuit has two states and 'toggles' between these states for every incoming low to high transition. This function is equivalent to frequency division by two. Because a T flip flop can keep its state indefinitely during absence of low to high transitions, it operates from all frequencies between DC and a maximum input frequency.
2. Dynamic frequency dividers. This type of dividers differs from the static type in the sense that a dynamic divider cannot maintain one state indefinitely in the absence of an input signal. This restriction implies that there is a minimum frequency as well as a maximum frequency at which the divider operates properly. Dynamic dividers can be divided into two categories; the first category is the so called "Regenerative" or "Miller" frequency divider [1], the second category is the so called "Injection Locked Frequency Divider" [2]. Because both types of dividers have minimum and maximum input frequency at which the divider works properly, the operating range is smaller than the range of a static divider.

In this report, an analogue frequency divider is proposed turns out to work in a fully 'analog' way (i.e. it can be described using theory about analog frequency dividers). Therefore, in the main text of the report digital techniques will not be discussed. The concept, on which the proposed frequency divider is based, is given in the following chapter.

## 3. Frequency divider concept

The initial goal of this project was to design a frequency divider, working at the highest possible speed that exploits the inherent speed of transistors to almost instantly convert an incoming gate voltage to a drain current. This voltage / current conversion is not limited to the transistor Unity Gain Frequency (or Transit Frequency $f_{t}$ ), and therefore maybe the $f_{t}$ limit can be circumvented. The following conceptually drawn circuit exploits this property.


Figure 1 Conceptual current source.

In this figure, the input of the circuit is the voltage source $\mathrm{V}_{\mathrm{in}}(\mathrm{t})$ which is surrounded by 4 transistors. Both PMOS and both NMOS transistors have equal dimensions. NMOS1 and PMOS1 form a CMOS inverter which has its output and input shorted. This way, the inverter is biased such that the drain current of PMOS1 is equal to the drain current of NMOS1. PMOS2 and NMOS2 also form an inverter, which is used as a current source. The output of the circuit is the current $\mathrm{I}_{\text {out }}(\mathrm{t})$. If $\mathrm{V}_{\text {in }}(\mathrm{t})$ is a binary Return to Zero signal (i.e. $\mathrm{V}_{\text {in }}(\mathrm{t})$ is a square wave signal assuming only 2 voltages, one of which is zero volts) the output current $\mathrm{I}_{\text {out }}(\mathrm{t})$ also is a binary Return to Zero signal. The phase between $V_{\text {in }}(t)$ and $I_{\text {out }}(t)$ is zero and the output current is equal to $V_{i n}(t) \cdot G_{m}$ regardless of the frequency of the input signal $\mathrm{V}_{\text {in }}(\mathrm{t})\left(\mathrm{G}_{\mathrm{m}}\right.$ is the sum of the average transconductances of PMOS2 and NMOS2). The output of the circuit can be connected to a capacitor, in this case $\mathrm{I}_{\text {out }}(\mathrm{t})$ (from now on called $\mathrm{I}_{1}(\mathrm{t})$ ) is used to charge that capacitor. This is shown in the following figure, the capacitor is called $\mathrm{C}_{\text {int }}$.


Figure 2
Current source, a capacitor and a discharge circuit.
A second circuit creates a current $\mathrm{I}_{2}(\mathrm{t})$ that discharges the same capacitor $\mathrm{C}_{\text {int }}$. For now it is supposed that $\mathrm{I}_{2}(\mathrm{t})$ is zero. In this case $\mathrm{V}_{\text {in }}(\mathrm{t})$ and $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ can be drawn as shown in the following figure.


Figure 3 Input voltage and capacitor voltage in case of absence of $\mathrm{I}_{2}(\mathrm{t})$.
As can be seen in figure 3 the circuit works as a fully linear integrator. If the PMOS2 and NMOS2 devices in figure 2 are modeled as ideal current sources (i.e. their output resistance is infinity and the output current is in phase with the input voltage) this integrator works at arbitrarily high frequencies. This linear integration is a way of creating a timer which 'counts' the amount of incoming periods (one period is shown in figure 3 as " $\mathrm{T}_{\mathrm{in}}$ "). In order for this circuit to work as a frequency divider, the following additional functions are needed:

- The voltage $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ should be compared to a reference voltage, this reference voltage corresponds to an integer amound of periods $n \cdot T_{i n}$.
- When $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ exceeds this voltage, the capacitor should be discharged (this is a way of resetting the timer). For this a current source generating the discharge current $\mathrm{I}_{2}(\mathrm{t})$ is needed.
These two functions should be implemented in the "Discharge Circuit" as shown in figure 2. The frequency divider concept is based on the notion that transistors convert voltage into current in an almost infinitely fast way. In order for this concept to be useful, the final implementation of this discharge circuit should not form a speed limitation that is based on the transit frequency $\mathrm{f}_{\mathrm{t}}$. Before the implementation of this circuit is considered, the frequency divider concept will be shown by visualizing the signals $\mathrm{V}_{\mathrm{C}}(\mathrm{t}), \mathrm{I}_{1}(\mathrm{t})$ and $\mathrm{I}_{2}(\mathrm{t})$ in figure 4 .


Figure 4 Charging and discharging a capacitor in order to divide a frequency by 2.
This chapter will only consider a frequency division ratio of 2 to keep the analysis simple. For the same reason a square wave input is considered instead of a sine wave (at high frequencies the output of a VCO is more likely to be a sinewave).

The discharge circuit has a transfer function $\mathrm{V}_{\mathrm{C}}(\mathrm{t}) \rightarrow \mathrm{I}_{2}(\mathrm{t})$. In figure 4 however it is seen that this transfer function is a very unsuitable function, if it has to work at high speeds (see the waveforms in figure 4). This transfer function implies:

- Infinitely fast switching between no current and a relatively large discharge current; conceptually an infinitely small voltage difference in $\mathrm{V}_{\mathrm{c}}(\mathrm{t})$ at the input of the discharge circuit should create a current difference of $\overline{I_{2}}$ at the output of that circuit. If a voltage controlled current source would be used to discharge the capacitor $\mathrm{C}_{\mathrm{in}}$, its transconductance should be equal to $g_{m}=\frac{\Delta I}{\Delta V_{C}}=\frac{I_{2}}{0}=\infty$.
- Strong time variance; once the discharging starts, the current $\mathrm{I}_{2}(\mathrm{t})$ should remain high even though the input voltage falls at the same time. It would look as if a 'memory-capable' circuit could do this job. However, this 'memorycapable' circuit should then be capable of switching off $\mathrm{I}_{2}$ infinitely fast, which causes the same amplification problem.
Maybe the discharge circuit would also work if the transconductance is less than infinity. However that means that the concept itself needs to change. Changes in this concept are made in chapter 5 such that the two 'impossibilities' mentioned here can be circumvented and indeed a finite gain suffices. However when making that change, it appears that the discharge circuit implementation will suffer from the $f_{t}$ speed limitation. This process will be described in chapter 5 , but first the speed limitation itself is discussed in chapter 4.


## 4. Voltage gain and frequency limitations

### 4.1 Introduction

When CMOS implemented circuitry operates at very high frequencies, the ability of the transistors to amplify an incoming signal is limited. A well known property that illustrates this is the "transit frequency", which is the frequency at which the current gain for a transistor is equal to 1 , when its output is shorted. In this paragraph, the transconductance $\mathrm{g}_{\mathrm{m}}$ of a transistor is assumed a constant.

### 4.2 Transistor transit frequency



Figure 5 Circuit illustrating frequency limitation of transistors.
Consider the common source stage depicted in the figure above. The voltage at the gate of the transistor is given by:

$$
\begin{equation*}
V_{G}=\frac{1}{C} \int_{-\infty}^{t} I_{0} \sin (\omega t)=-\frac{1}{\omega C} I_{0} \cos (\omega t) \tag{2}
\end{equation*}
$$

C is the total impedance seen at the gate (this mainly consists of the gate-source capacitance and the gate-drain capacitance). The gate-source voltage directly relates to the drain current as follows:

$$
\begin{equation*}
I_{\text {out }}=V_{G} * g_{m}=-\frac{g_{m}}{\omega C} I_{0} \cos (\omega t) \tag{3}
\end{equation*}
$$

When comparing the magnitudes (i.e. absolute values) of the incoming and outgoing currents, the current gain can be derived:

$$
\begin{equation*}
A=\frac{I_{\text {out }}}{I_{S}}=\frac{g_{m}}{\omega C} \tag{4}
\end{equation*}
$$

The frequency at which this current gain falls to 1 is given by the following equation:

$$
\begin{equation*}
f_{t}=\frac{g_{m}}{2 \pi * C} \tag{6}
\end{equation*}
$$

This frequency is referred to as the transit frequency. The next paragraph will use this expression for the transit frequency to evaluate the frequency limitation of common source amplifier stages.

### 4.3 Frequency limit on amplifier stages



Figure 6 Cascade of n common source stages.
This figure shows n cascaded common source stages (indexed as $\mathrm{Q}_{\mathrm{n}}$ ), all of which have 3 parameters. These parameters are input capacitance $C_{i n}$, output resistance $\mathrm{R}_{\text {load }}$ and tranconducance $g_{m}$. All parameters are assumed constant and equal for every stage. At what frequency does the stage $\mathrm{Q}_{(\mathrm{n}-1)}$ have unity voltage gain?
$\mathrm{Q}_{(\mathrm{n}-2)}$ has a certain output current. The current into the capacitance of $\mathrm{Q}_{(\mathrm{n}-1)}$ equals

$$
\begin{equation*}
I_{\text {in }(Q(n-1))}=\frac{R_{\text {out }}}{R_{\text {out }}+\frac{1}{j \omega C_{\text {in }}}} I_{\text {out }(Q(n-2))} \tag{7}
\end{equation*}
$$

This creates the following output current for $\mathrm{Q}_{(\mathrm{n}-1)}$ :

$$
\begin{equation*}
I_{\text {out }(Q(n-1))}=g_{m} * V_{\text {in }}=g_{m} * \frac{I_{\text {in }(Q(n-1))}}{j \omega C_{\text {in }}}=g_{m} * \frac{I_{\text {out }(Q(n-2))}}{j \omega C_{\text {in }}} * \frac{R_{\text {out }}}{R_{\text {out }}+\frac{1}{j \omega C_{\text {in }}}} \tag{8}
\end{equation*}
$$

In order for the voltage gain to equal 1 , the absolute value of the incoming and outgoing current should be equal:

$$
\begin{equation*}
\frac{\left|I_{\text {out }(Q(n-2))}\right|}{\left|I_{\text {out }(Q(n-1))}\right|}=1 \tag{9}
\end{equation*}
$$

This implies:

$$
\begin{equation*}
\left|\frac{g_{m}}{j \omega C_{\text {in }}} * \frac{R_{\text {out }}}{R_{\text {out }}+\frac{1}{j \omega C_{\text {in }}}}\right|=1 \tag{10}
\end{equation*}
$$

When isolating $\omega$, the unity voltage gain frequency of a common source stage can be found:
$f=\frac{\sqrt{g_{m}{ }^{2} R_{\text {out }}{ }^{2}-1}}{2 \pi C_{\text {in }} R_{\text {out }}}$
When $\mathrm{R}_{\text {out }}$ is very high such that $\mathrm{g}_{\mathrm{m}} \cdot \mathrm{R}_{\text {out }} \ggg 1$, then this equation reduces to:

$$
\begin{equation*}
f=\frac{g_{m}}{2 \pi^{*} C} \tag{12}
\end{equation*}
$$

This is the transit frequency as previously described. However, the total $\mathrm{R}_{\text {out }}$ of a common source stage is bound to a maximum value, due to several reasons. The first reason is the finite output resistance of the NMOS transistor. The following paragraph shows that the actual unity voltage gain frequency for cascaded amplifiers as shown in figure 6 is potentially far lower than the transit frequency of the transistor used.

### 4.4 Numerical example

In this example, equation (11) is evaluated for a single stage NMOS common source amplifier, which amplifies the incoming voltage such that the output voltage swing is large (i.e. is close to both supply rails). This example is important because when a 'ring oscillator' is built out of these types of amplifiers, the output voltage swing at each node of this oscillator will be this large. Chapter 5 describes that the actual implementation of the frequency divider is based on an oscillator, and therefore this numerical example will show what actual speed can be expected from a cascade of common source amplifiers.

In order to reach maximum speed, the channel length of the transistor will should be the minimum that the CMOS technology allows. In this case a 90 nm process will be considered with a minimum gate length of $0.1 \mu \mathrm{~m}$. Numerical values for transconductance, output resistance and capacitances are extracted using ProMOST.

In the CMOS 090 process if a $2 / 0.1$ NMOS is in the strong inversion, saturation region this channel output resistance is in the order $5 \mathrm{k} \Omega-10 \mathrm{k} \Omega$. In order for the NMOS transistor to have a sufficient transconductance, it needs a drain current. A simple model would describe that relation according to:

$$
\begin{equation*}
g_{m}=\sqrt{2 \mu_{n} C_{o x} \frac{W}{L} I_{D}} \tag{13}
\end{equation*}
$$

In the aforementioned $2 / 0.1$ transistor, this averaged current has an order magnitude of 0.3 mA , yielding a transconductance order 1.3 mS . The voltage across the transistor on average is assumed 0.6 V . This means that in order for this current to flow into the transistor, the load resistance $\mathrm{R}_{\text {load }}$ should have a value in the order of $2 \mathrm{k} \Omega$.

This current could also be achieved by using a PMOS current source instead of $\mathrm{R}_{\text {load }}$.

This however gives additional problems. If the transistor length is increased, its output resistance obviously increases, however the drain current decreases. This means that the PMOS has to be biased stronger (higher $\mathrm{V}_{\mathrm{DS}}$ and $\mathrm{V}_{\mathrm{GS}}$ ). Numerical extraction from ProMOST yields a drain current of 0.3 mA using a $3 / 0.15 \mu \mathrm{~m}$ dimensioned transistor (its gate-source voltage set at the maximum supply voltage of 1.2 V ), which has an output resistance of $3.2 \mathrm{k} \Omega$.

However there is a biasing problem; the minimum PMOS drain source voltage needed for this setting is 500 mV , leaving 700 mV of swing for the output voltage of one amplifier stage. This is unacceptable because, as assumed in the beginning of the analysis, the average drain source voltage of the NMOS is 0.6 V and its output swing is large.

When the drain-source voltage of the PMOST decreases, both its drain current and output resistance decrease. Using a longer transistor channel length than $0.15 \mu \mathrm{~m}$ creates an insufficient drain current which can only be corrected by increasing the channel width (because the $\mathrm{V}_{\mathrm{GS}}$ bias is already at maximum). However when the width of the channel is increased, the output resistance falls below $2 \mathrm{k} \Omega$. Therefore a PMOS is not a sufficient option if large voltage swings are required.

This means that the product $\mathrm{g}_{\mathrm{m}} \cdot \mathrm{R}_{\text {out }}$ now has a magnitude of $2 \cdot 1.3=2.6$. However it gets worse; because very large voltage swings are assumed (close to the supply voltage) there is a certain amount of time at which the input voltage to the NMOS is below the threshold voltage, lowering the average transconductance. When assuming 1.2 V of swing and a threshold voltage of 0.4 V , the average transconductance that remains is 0.7 mS . This means that the product $\mathrm{g}_{\mathrm{m}} \cdot \mathrm{R}_{\text {out }}$ now has a magnitude of $2 \cdot 0.7=1.4$.

When using these values in $(11)\left(\mathrm{R}=2000 ; \mathrm{g}_{\mathrm{m}}=0.0007\right)$, the resulting frequency would be $f=\frac{1}{4 e 3 * \pi C_{i n}}$, while the transit frequency is $f_{t}=\frac{1}{1.4 e 3 * \pi C_{i n}}$. This means that the unity voltage gain of the system is about $0.4 \cdot f_{\mathrm{t}}$, which is a $60 \%$ loss in speed.

It can be concluded from this analysis that, for the same gain, a low voltage swing can be amplified at a much higher frequency than a high voltage swing. A single ended free-running ring oscillator creates waveforms which have voltage swings over the entire voltage supply range. This is one of the reasons a ring oscillator generally starts up at a higher frequency than at which it stabilizes [3].

## 5. Implementing the discharge circuit

### 5.1 Introduction

In this chapter, the design process of the discharge circuit will be described. As explained in chapter 3, the concept of frequency division using the charge in a capacitor as 'the time information' has inherent impossibilities. The goal of this chapter is to show that in order to circumvent these impossibilities an oscillatory circuit can be an effective implementation.

### 5.2 Implementation suggestions and their limitations

Figure 3 shows the total frequency divider. The discharge circuit (shown in figure 2) has an input signal which is the voltage across the capacitor $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$. Its output signal is the discharge current $\mathrm{I}_{2}(\mathrm{t})$. The first design decision made is to keep the value of the capacitor as small as possible, because if there are limitations on the amount of current available to charge and discharge the capacitor, higher voltage swings are possible. The first implementation idea assumes that $\mathrm{C}_{\mathrm{int}}$ can be implemented as the capacitance seen at the gate of a transistor.

Suppose the discharge circuit is implemented as a single transistor, having a constant transconductance $\mathrm{g}_{\mathrm{m}}$ and an input gate capacitange $\mathrm{C}_{\text {gate }}$, which is drawn separately from the transistor (see figure 7).


Figure 7 Conceptual implementation (left) simplified equivalent circuit (right)
Conceptually, this is just a 1-pole linear system that cannot generate any other frequency than that has been put into it. Therefore it cannot be a frequency divider by itself (which has to 'create' a new frequency). The transconductance $\mathrm{g}_{\mathrm{m}}$ shown in figure 6 could be nonlinear however that does not help; it will only create harmonics of the input signal (a frequency divider should create a 'subharmonic'). An analysis of this circuit is given in Appendix A. This appendix shows that this circuit will work as a low pass filter when a square wave current is assumed to be the input.Suppose the circuit is modified as shown in figure 7 .


Figure 8 Modified discharge circuit.
It now consists of a separate capacitor $\mathrm{C}_{\text {int }}$ (which could be made a lot smaller than a transistor gate capacitance) and a separate transistor, used to discharge the capacitor. The separation element is a switch. The reason to separate the capacitor from the discharge transistor is to create a discharge current that is less dependant on $V_{C}(t)$; the output impedance of the discharge current source has increased from $1 / \mathrm{g}_{\mathrm{m}}$ to $\mathrm{R}_{\text {out }}$. If the switch is implemented as a transistor, the circuit would look as shown in figure 8 (NMOS1 is the switch):


Figure $8 \quad$ Switch implemented as NMOS (left) and redrawn (right)
This circuit is redrawn on the right part of figure 8.
Initially $\mathrm{V}_{\mathrm{C}}(\mathrm{t})=0$, NMOS1 is off, $\mathrm{V}_{\mathrm{a}}(\mathrm{t})=0$ and NMOS2 is in deep triode region. When $I_{1}(t)$ charges $C_{\text {int }}$ such that $V_{C}(t)$ is high enough to bring both transistors in saturation region (which is the only way to discharge the capacitor $\mathrm{C}_{\text {int }}$ ) the small signal impedance seen the when looking into the drain of NMOS1 is equal to $\mathrm{R}_{\text {out }}$. Although the current source has an increased output impedance (when compared to the previous case depicted in figure 7 , where the impedance was $1 / g_{m}$ of the discharge transistor), the total system is still a 1-pole system as described in appendix A and therefore it cannot be a frequency divider. The problem lies in the fact that the transfer between $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ and the switch state should be time variant.

The behavior is shown in the following figure:


Figure 9 Switch transition voltages.
This is a time variant function; exceeding a certain voltage $\mathrm{V}_{\mathrm{t}}$ 'triggers' a pulse with a predetermined length (this pulse controls the switch). One circuit that has this property is a monostable circuit, which will be discussed here. A mono-stable circuit creates a 'high' pulse with duration $\mathrm{T}_{2}$ when a 'high' pulse is applied to the input, with duration $T_{1}$ such that $T_{2}$ does not depend on $T_{1}$. An example of this circuit is shown in figure 10.


Figure 10 Mono-stable circuit.
Analysis of this circuit is given in appendix B. The following important conclusions can be drawn from the analysis:

1. During the high output pulse, C 1 has to charge. Because the time $\mathrm{T}_{2}$ depends on how fast C 1 charges and discharges, the minimum output pulse length is given by the current through C 1 and the value of C 1 .
2. Because the current trough C1 when it charges is very small (because both N1 and N 2 are off when this charging takes place) the minimum value of $\mathrm{T}_{2}$ is very large, and would result in a low frequency divider input frequency. Because no solution which deals with this problem sufficiently has been found that would significantly shorten $\mathrm{T}_{2}$ while keeping the pulse duration $\mathrm{T}_{2}$ uncorrelated to the input pulse duration T 1 , it is chosen not to implement the frequency divider using a mono-stable circuit.

## 6. Delay

### 6.1 Introduction

This chapter will describe why a delay is the more efficient way to implement the transfer from $V_{C}(t)$ to $I_{2}(t)$. The previous chapter has concluded that in order to implement time variance in the form of a mono-stable circuit, the resulting output frequency will be very limited.

### 6.2 The concept of delay as used for frequency division

Now consider the case where the time variant function in the frequency divider is replaced by a pure delay. In this case, the concept of the charge / discharge model, that was initially defined in figure 4 has to undergo a change:


Figure 11 Delay incorporated into the charge / discharge concept.
As can be seen in this figure, when the signals $-\mathrm{I}_{1}(\mathrm{t})$ and $\mathrm{I}_{2}(\mathrm{t})$ are added and integrated with respect to time, the signal shape that results roughly equals the shape of $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$. As will be shown later, the non-linearities in the implementation of this concept will create a stable state, in which exactly 1 period of $I_{2}(t)$ (which has a length of $T_{\text {out }}$ ) contains a charge that is equal to the charge of 2 periods of $I_{1}(t)$ (which has a length of $\mathrm{T}_{\text {in }}$.

Because of implementing a delay between the input of the discharge circuit $V_{C}(t)$ and the output $\mathrm{I}_{2}(\mathrm{t})$ of the discharge circuit, there is one crucial change: The relation
between the input voltage $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ and the output current $\mathrm{I}_{2}(\mathrm{t})$ has become less time variant and more linear. This can be seen by evaluating the correlation between both signals in figure 11. $\mathrm{I}_{2}(\mathrm{t})$ looks like $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ passed through a low pass filter. This creates the possibility of omitting a time variant system like the mono-stable circuit shown in figure 10. The components needed when implementing a frequency divider based on a form of delay can be summarized as follows:

1. The Integration Capacitor $\mathrm{C}_{\text {int }}$.
2. A current source which charges the capacitor.
3. A current source discharging the capacitor.
4. A form of delay.
5. A form of non-linearity that creates a stable condition; without this delay it is impossible to exactly match the current of both current sources. This nonlinearity will be discussed in chapter 6 .

The following figure will show the general scheme of such a frequency divider.


Figure 13 Frequency divider based on delay function
In this scheme, from now on the 'charge' transistor (the green block in figure 10) is a PMOS and the 'discharge' transistor (the orange block) is an NMOS. Both are used as common source stages. The next paragraph discusses possible implementations of this scheme.

### 6.3 Implementation of delay

The delay concept as used in the general scheme has been put in a conceptual circuit shown below.


Figure 14 Delay implemented in frequency divider topology.
Figure 14 shows that the delay block is in between the capacitor and the discharge transistor. This paragraph supposes that in order for $\mathrm{C}_{\text {int }}$ to be as small as possible (this is needed to ensure the highest possible speeds as discussed in § 5.2) the delay circuit inherently needs to be an active circuit. If only a passive R-C network would be used, the PMOS1 current source has to charge a significantly larger capacitor than when the delay block is implemented as an amplifier stage. In the latter case, $\mathrm{C}_{\text {int }}$ can be a gate capacitance. If a passive solution would be used, the PMOS would have to drive a combination of capacitors and resistors. The following figure gives an example:


Figure 15 Delay implemented in a passive way.
The resistor / capacitor ladder consists of 2 resistors and 2 capacitors, but this is a fairly random choice. Whatever the implementation of the passive network is, $\mathrm{V}_{\mathrm{D}}(\mathrm{t})$ inherently has a lower swing than $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$ because current coming form the PMOS gets wasted into an additional current path. This means that the current gain of NMOS1 needs to increase to make sure that $\mathrm{I}_{2}$ is still sufficiently large. However a larger current gain means inherently a lower frequency, as was discussed in chapter 4.

Therefore, the 'delay block' shown in figure 14 has to be implemented in an 'active way rather than a passive way. Figure 16 gives an example of an active implementation.


Figure 16 Delay implemented in an active way.
In figure 16 an active solution is presented, which means PMOS1 only has to drive Cint in parallel to the resistance $1 / \mathrm{g}_{\mathrm{m}}$ of NMOS2. The delay is caused by a single common gate amplifier stage, which has to drive the gate input capacitance of NMOS1. $\mathrm{V}_{\mathrm{Q}}(\mathrm{t})$ is the voltage at the gate of NMOS1. However as simulations indicate, this circuit assumes a state in which no frequency division takes place. The cause of this is that the linear behavior of this type of circuit dominates at high frequencies. It is very hard to find a full proof that states that for any size of the components shown in figure 16 and any input signal condition the linear behavior will prevail but various simulations show that at high frequencies the output voltage swings of an amplifier stage decrease. Circuit 16 contains 3 amplifier stages. Because all voltage swings decrease at very high frequencies, the transistor transconductances and output resistances will assume a 'small signal' value.
Therefore a linear analysis is given of the circuit of figure 16. Figure 17 shows a linear model of the circuit.


Figure 17 Linear analysis of the circuit shown in figure 16.
In this figure, $\mathrm{V}_{\mathrm{C}, 1}(\mathrm{t})$ is the voltage component caused by the current injection from PMOS1:

$$
\begin{equation*}
V_{C, 1}=\frac{g_{m, \text { PMOS } 1} \cdot V_{i n}}{\omega C_{\mathrm{int}}} \tag{13}
\end{equation*}
$$

Because the phase shift between $V_{\text {in }}$ (see figure 16) and $V_{C, 1}$ ) is not relevant, it is omitted in (13). The transfer function A can be written as

$$
\begin{equation*}
A=\frac{g_{m, \text { NMOS } 2}\left(R 1 \| r_{\text {out }, \text { NMOS } 2}\right)}{1+j \omega\left(R 1 \| r_{\text {out }, \text { NMOS } 2}\right) C_{\text {gate }, \text { NMOS } 1}} \tag{14}
\end{equation*}
$$

The transfer function B can be written as

$$
\begin{equation*}
B=\frac{g_{m, \text { NMOS1 }} r_{\text {out }, \text { NMOS } 1}}{1+j \omega r_{\text {out }, \text { NMOS1 }} C_{\text {int }}} \tag{15}
\end{equation*}
$$

Both A and B are 1 pole low pass transfer functions. The following loop transfer function can be defined:
$\frac{V_{Q}(t)}{V_{C}(t)}=\frac{A}{1+A B}$
Where A and B are defined in (14) and (15). Because A and B are 1-pole functions, the product $\mathrm{A} \cdot \mathrm{B}$ can not assume the value -1 for any value of $\omega$ (that is, the phase shift caused by $A \cdot B$ will never reach $\pi$ radians). This means that whatever the frequency of $\mathrm{I}_{1}(\mathrm{t})$ is, the circuit of figure 16 will behave as a linear filter. The only way to create a 'new' frequency (which might be an integer fractional of the input frequency), is to increase the total amount of poles around the loop such that the circuit behaves as a ring oscillator. It is known that if the stages in a ring oscillator suffer from an input capacitance minimum and an output resistance minimum (as was shown in chapter 4), the maximum output frequency of the circuit is only possible with the minimum number of stages. Therefore, it is chosen that the circuit given in figure 16 will be augmented with another amplifier stage within the loop such that a ring oscillator is created. In other words, the 'delay' block shown in figure 13 should be implemented as 2 amplifier stages.

Because now 2 amplifier stages are used as the 'delay', the fastest possible option is to use 2 NMOS common source stages (each common source stage inverts the voltage, when a single stage was implemented like in figure 16, a common source could not be used for this reason).

One final design choice is made; instead of charging the capacitor using a PMOS, an NMOS will be used. The advantage of this is that the incoming voltage sinewave needs to provide less input power in order to create the same charge current $\mathrm{I}_{1}(\mathrm{t})$, because an NMOS has a larger current gain. It also appears that the locking range of the resulting divider is larger when an NMOS is used for the charging function (the mechanism for this will be explained later on in the report). Summarizing, the frequency divider now has the following aspects:

1. NMOS transistor is charging current source;
2. PMOS transistor is discharging current source;
3. The delay circuit consists of 2 cascaded common source stages.

The resulting schematic is shown in figure 15 .


Figure 18 Final design of frequency divider.
The capacitor $\mathrm{C}_{\text {int }}$ is actually the gate capacitance of NMOS2. This is because in chapter 5 it was stated that the fastest way to implement the charge / discharge concept includes using the smallest possible capacitor. This circuit will behave as a ring oscillator, when taking into account the following aspects:

- The incoming periodic signal $\mathrm{V}_{\text {in }}(\mathrm{t})$ has a DC offset. The first reason for this is that if there is a DC current flowing through NMOS1, then the voltage $\mathrm{V}_{\mathrm{Q}}(\mathrm{t})$ will determine the direction of the current $\mathrm{I}_{\mathrm{C}}(\mathrm{t})$. This is because the product $V_{Q}(t) \cdot g_{m, P M O S 1}$ can either be larger or smaller than $I_{1}(t)$ only if $I_{1}(t)$ is larger than zero. The second reason for a relatively large DC current is that it increases both the transconductance of PMOS1 and of the NMOS1.
- The loop gain of the circuit will be larger than 1 for the same frequency at which oscillation occurs, as long as certain conditions regarding the transconductance, input capacitance and output resistance are met. These conditions are described in appendix C. The same appendix shows that for minimum length transistors, the maximum oscillation frequency lies in the region $15 \mathrm{GHz}-20 \mathrm{GHz}$ and strongly depends on circuit parameters
- The input voltage $\mathrm{V}_{\mathrm{in}}(\mathrm{t})$ will not only be a DC bias; an AC voltage will be superposed on the DC bias. The circuit's own oscillation frequency will adjust such that it locks in phase to a subharmonic of this AC input signal by means of a non-linear mechanism. This creates a frequency divider which is generally referred to as an "Injection Locked Frequency Divider".

The ring oscillator features non linearity in its transfer function. In contrast to the circuit shown in figure 16 , this time the non-linearity becomes an important and dominant factor in the behavior of the circuit.

In this chapter the design, after evaluating certain potential possibilities for frequency division, it was decided to use a certain form of a ring oscillator, which allows injection of an external signal into one of its transistors situated within the 'ring'. This creates an injection current. This mechanism is a form of injection locking. Chapter 7 will describe the mechanics of injection locking using the non-linearity transfer function in the circuit, and why it is needed for frequency division.

## 7. Superharmonic Injection Locking

### 7.1 Introduction

In order for a ring oscillator to work as a frequency divider, its oscillation frequency should track a subharmonic of the injected signal. This can happen if the nonlinearity in the oscillator is such that an intermodulation product of the injected signal and the oscillation already present creates this subharmonic. In order to explain the mechanics of this, a model is made of the circuit shown in figure 16 that incorporates:

- The linear transfer function consisting of a linear gain factor and a lowpass filter;
- The non-linearity that creates amplitude stability and enables the needed intermodulation;
- A node where the incoming current is 'injected' into a certain node of the oscillator.

The subsequent analysis presumes a division ratio of 2 . This chapter will show that this division ratio provides a 'locking range' (i.e. the frequency range over which the injection locked divider works properly) which is large enough to overcome CMOS production process variations, but for this a nontrivial modification has to be made to the circuit initially proposed in figure 18.

### 7.2 Definitions

In order to keep the analysis simple, all present non-linearity is merged into one nonlinear transfer function. This creates the model as shown in figure 19.


Figure 19 Scheme used to describe the superharmonic injection locking mechanism.
In this schematic, the green block represents the voltage controlled current source, which creates the injected current according to

$$
\begin{equation*}
I_{A}(t)=V_{i n}(t) \cdot G_{m_{-} i n} \tag{17}
\end{equation*}
$$

The input voltage $\mathrm{V}_{\mathrm{in}}$ is defined as

$$
\begin{equation*}
V_{i n}(t)=V_{\xi} \cos \left(\omega_{\text {in }} t+\varphi\right) \tag{18}
\end{equation*}
$$

where $V_{\xi}$ is the amplitude of the incoming voltage and $\omega_{\text {in }}$ is the angular frequency of the input signal.
The orange block is also a voltage controlled current source, which creates the following current:
$I_{B}(t)=-V_{\text {out }}(t) \cdot G_{m 1}$
The voltage driving this current source is the actual output voltage of the divider which is defined as
$V_{\text {out }}(t)=V_{\psi} \cos \left(\omega_{\text {os }} t\right)$
where $V_{\psi}$ is the amplitude of the output voltage of the ring oscillator and $\omega_{\text {os }}$ is the angular frequency of the output signal. The output voltage is considered the voltage at node 3 of the ring oscillator (see figure 18). In that figure this voltage is called $\mathrm{V}_{\mathrm{Q}}(\mathrm{t})$.

### 7.3 Loop analysis

In this paragraph it is calculated how the signals travel though the loop consisting of a non-linear and a linear transfer function. The voltage at node 1 is given by: $V_{1}(t)=\left(I_{A}(t)+I_{B}(t)\right) \cdot Z_{1}$
$\mathrm{Z}_{1}$ is the impedance seen at node 1 of the ring oscillator and is given by:

$$
\begin{equation*}
Z_{1}=\frac{1}{j \omega R_{1} C_{1}+1} \tag{21}
\end{equation*}
$$

The voltage $\mathrm{V}_{1}(\mathrm{t})$ is now subjected to the nonlinearity block which has the following transfer function:

$$
\begin{equation*}
f\left(V_{1}(t)\right)=a_{0}+a_{1} \cdot V_{1}(t)+a_{2} \cdot V_{1}(t)^{2}+\ldots+a_{n} \cdot V_{1}(t)^{n}=\sum_{n=1}^{\infty} a_{n} \cdot V_{1}(t)^{n} \tag{23}
\end{equation*}
$$

When substituting for $\mathrm{V}_{1}$, this output can be written as

$$
f\left(V_{1}(t)\right)=\sum_{n=1}^{\infty} a_{n} \cdot\left(\left(I_{A}(t)+I_{B}(t)\right) \cdot Z_{1}\right)^{n}=\sum_{n=1}^{\infty} a_{n} \cdot\left(\left(V_{\text {in }}(t) \cdot G_{m_{-} \text {in }}-V_{\text {out }}(t) \cdot G_{m 1}\right) \cdot Z_{1}\right)^{n}
$$

It can be proven the output of the nonlinear transfer function can be written as the sum of all possible intermodulation products and harmonics. This proof is given by [4].

$$
\begin{equation*}
f\left(V_{1}(t)\right)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} Z_{1}^{m+n} K_{m, n} G_{m_{-i n}}^{m} V_{\xi}^{m} \cos \left(m \omega_{i n} t+m \varphi\right) \cdot(-1)^{n} G_{m 1}^{n} V_{\psi}^{n} \cos \left(n \omega_{o s} t\right) \tag{25}
\end{equation*}
$$

$\mathrm{K}_{\mathrm{m}, \mathrm{n}}$ is the 2-dimensional array of coefficients corresponding to these products. The only intermodulation product that will be discussed further on is $\mathrm{V}_{\text {in }}(\mathrm{t}) \cdot \mathrm{V}_{\text {out }}(\mathrm{t})$, which has the coefficient $\mathrm{K}_{1,1}$. There are two reasons for this. The first reason is that this simplifies the calculations; the second reason is that this product is very dominant in the behavior of the circuit. Higher order harmonics are assumed to be filtered out due to the low-pass characteristic of the ring oscillator. Furthermore, the intermodulation coefficients $\mathrm{K}_{\mathrm{m}, \mathrm{n}}$ are considered constant (i.e. non-dependant on the nature of the injected signal or the voltages present inside the loop). Using these simplifications, the product can be written as:

$$
\begin{align*}
& -K_{1,1} Z_{1}^{2} G_{m_{-} \text {in }} G_{m 1} V_{\xi} V_{\psi} \cos \left(\omega_{i n} t+\varphi\right) \cdot \cos \left(\omega_{o s} t\right)= \\
& -\frac{1}{2} K_{1,1} Z_{1}^{2} G_{m_{-} i n} G_{m 1} V_{\xi} V_{\psi}\left(\cos \left(\omega_{i n} t+\varphi-\omega_{o s} t\right)+\frac{1}{2} \cos \left(\omega_{i n} t+\varphi+\omega_{o s} t\right)\right) \tag{26}
\end{align*}
$$

During locking at a frequency division ratio of $2, \omega_{\mathrm{inj}}-\omega_{\mathrm{osc}}=\omega_{\text {osc }}$ holds. The frequency component $\omega_{\text {inj }}+\omega_{\text {osc }}$ will be filtered out as well, which means the total voltage at a frequency of $\omega_{\text {osc }}$ is equal to the 'existing' oscillation voltage added to the intermodulation product $\mathrm{K}_{1,1}$ :

$$
\begin{equation*}
f\left(V_{1}(t)\right)=-K_{0,1} Z_{1} G_{m 1} V_{\psi} \cos \left(\omega_{o s} t\right)-\frac{1}{2} K_{1,1} Z_{1}^{2} G_{m_{-} i n} G_{m 1} V_{\xi} V_{\psi} \cos \left(\omega_{o s} t+\varphi\right) \tag{27}
\end{equation*}
$$

This voltage can also be written as

$$
\begin{equation*}
f\left(V_{1}(t)\right)=-Z_{1} G_{m 1} V_{\psi}\left(K_{0,1} \cos \left(\omega_{o s} t\right)-K_{1,1} T \cos \left(\omega_{o s} t+\varphi\right)\right) \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\frac{Z_{1} G_{m_{-} i n} V_{\xi}}{2} \tag{29}
\end{equation*}
$$

This voltage designated $f\left(V_{1}(t)\right)$ passes through the second order linear low-pass filter, which has the following transfer function:

$$
\begin{equation*}
H(\omega)=\frac{G_{m 2} G_{m 3} R_{2} R_{3}}{\left(1+j \omega_{o s c} R_{2} C_{2}\right)\left(1+j \omega_{o s c} R_{3} C_{3}\right)} \tag{30}
\end{equation*}
$$

The output of this 2-pole transfer function (which actually is the implementation of the "delay" block as described in chapter 6) is the output voltage of the divider $\mathrm{V}_{\text {out }}$ :

$$
V_{\text {out }}(t)=\frac{-G_{m 2} G_{m 3} R_{2} R_{3}}{\left(1+j \omega_{o s c} R_{2} C_{2}\right)\left(1+j \omega_{o s c} R_{3} C_{3}\right)} Z_{1} G_{m 1} V_{\psi}\left(K_{0,1} \cos \left(\omega_{o s} t\right)+K_{1,1} T \cos \left(\omega_{o s} t+\varphi\right)\right)
$$

$\mathrm{Z}_{1}$ is the impedance consisting of $\mathrm{R}_{1}$ parallel $\mathrm{C}_{1}$ :

$$
\begin{equation*}
\frac{R_{1}}{\left(1+j \omega_{o s} R_{1} C_{1}\right)} \tag{32}
\end{equation*}
$$

Substituting for $\mathrm{Z}_{1}$ and for $\mathrm{V}_{\text {out }}(\mathrm{t})$ gives the following equation:

$$
\begin{equation*}
V_{\psi} \cos \left(\omega_{o s} t\right)=-\prod_{n=1}^{3}\left(\frac{G_{m n} R_{n}}{1+j \omega_{o s} R_{n} C_{n}}\right) \cdot V_{\psi}\left(K_{0,1} \cos \left(\omega_{o s} t\right)+K_{1,1} T \cos \left(\omega_{o s} t+\varphi\right)\right) \tag{33}
\end{equation*}
$$

This equation provides the operating conditions for superharmonic locking, in case of a frequency division ratio of 2 . This equation provides two important boundary conditions; both sides contain a sinusoidal signal with a certain amplitude and phase. Both the magnitude and phase on either side of the equation should match in order to support injection locking. The foregoing assumptions are also applied here, stating that $\mathrm{K}_{0,1}$ and $\mathrm{K}_{1,1}$ are constant (this assumption will be revisited later). In this case, the equation is a completely linear transfer function. This allows replacing the cosine functions with complex exponentials:

$$
V_{\psi} \exp \left(j \omega_{o s} t\right)=-\prod_{n=1}^{3}\left(\frac{G_{m n} R_{n}}{1+j \omega_{o s} R_{n} C_{n}}\right) \cdot V_{\psi}\left(K_{0,1} \exp \left(j \omega_{o s} t\right)+K_{1,1} T\left(\exp \left(j \omega_{o s} t\right) \cdot \exp (j \varphi)\right)\right)
$$

This equation is generally being referred to as the 'oscillation condition' in literature.
Dividing both sides by the term $V_{\psi} \exp \left(j \omega_{o s} t\right)$ gives
$-\prod_{n=1}^{3}\left(\frac{1+j \omega_{o s} R_{n} C_{n}}{G_{m n} R_{n}}\right)=K_{0,1}+K_{1,1} T(\exp (j \varphi))=K_{0,1}+K_{1,1} T(\cos (\varphi))+j K_{1,1} T(\sin (\varphi))$
7.4 Intuitive analysis on the oscillation condition

This paragraph will utilize a strong simplification in order to evaluate the mechanics of injection locking. The simplification comes down to the following assumption:
$C_{1}=C_{2}=C_{3}=C$
$R_{1}=R_{2}=R_{3}=R$
$G_{m 1}=G_{m 2}=G_{m 3}=G_{m}$
These assumptions will simplify the oscillation condition and are justified by the notion that the order of magnitude of all the $\mathrm{C}, \mathrm{R}$ and $\mathrm{G}_{\mathrm{m}}$ values is the same, and in the final design this is indeed the case. When using this assumption, the left hand side of (35) can be written as a complex number:
$-\prod_{n=1}^{3}\left(\frac{1+j \omega_{o s} R_{n} C_{n}}{G_{m n} R_{n}}\right)=\frac{3 \omega_{o s}{ }^{2} R^{2} C^{2}-1}{G_{m}^{3} R^{3}}+j \frac{\omega_{o s}^{3} R^{2} C^{3}-3 \omega_{o s} C}{G_{m}{ }^{3} R^{2}}$
When equating both the imaginary and real parts, the following phase relation and gain relation for injection locking are found:
$\frac{\omega_{o s}^{3} R^{2} C^{3}-3 \omega_{o s} C}{G_{m}{ }^{3} R^{2}}=K_{1,1} T(\sin (\varphi)) \quad$ (phase relation)
$\frac{3 \omega_{\mathrm{os}}{ }^{2} R^{2} C^{2}-1}{G_{m}{ }^{3} R^{3}}=K_{0,1}+K_{\mathrm{l}, 1} T(\cos (\varphi)) \quad$ (gain relation)
When one of these two conditions is not met, the circuit will not behave as a frequency divider. The natural oscillation frequency of a 3-stage ring oscillator is defined as (Appendix C):
$\omega_{0}=\frac{\sqrt{3}}{R C}$
When substituting this value into the phase relation we find that $\varphi=0$ which means that injecting a frequency $\omega_{\text {in }}=\frac{2 \sqrt{3}}{R C}$ creates an output signal $\mathrm{V}_{\text {out }}(\mathrm{t})$ which is exactly in phase with the input signal $\mathrm{V}_{\text {in }}(\mathrm{t})$. Furthermore at the natural oscillation frequency $\omega_{0}$, the left hand part of the gain relation equals 1 when $G_{m} R$ is equal to 2 . This corresponds to a linear ring oscillator (appendix C).

The next paragraph will show how the phase condition can be met over a certain range of frequencies.

## Analysis on the phase condition

In this paragraph, the phase condition will be analyzed further. Simulations will be used to support the analysis. Until stated otherwise, the 'nominal' C090 model library will be used the simulator (i.e. the library that represents the median outcome in the waver-to-wafer process mismatch) First the phase relation will be rewritten.
Substituting for T in (40) gives
$\frac{\omega_{o s}^{3} R^{2} C^{3}-3 \omega_{o s} C}{G_{m}{ }^{3} R^{2}}=\frac{Z_{1} G_{m-i n} V_{\xi} K_{1,1}}{2} \sin (\varphi)$
$\sin (\varphi)$ has a maximum of 1 or -1 . This means that this condition can be met when
$\left|\frac{2 \omega_{o s}^{3} R^{2} C^{3}-\frac{3}{2} \omega_{o s} C}{Z_{1} G_{m_{-} i n} V_{\xi} K_{1,1} G_{m}{ }^{3} R^{2}}\right| \leq 1$
That is, when (44) holds, there will be a value of $\varphi$ at which (43) holds. A few important remarks can made about this phase relation:

- When the injection current is increased (by increasing $\mathrm{G}_{\mathrm{m}-\mathrm{in}}$ or $\mathrm{V}_{\xi}$ ) the locking range increases (the denominator in the left hand part of (44) increases).
- When the intermodulation product $\mathrm{K}_{1,1}$ increases (i.e. if there is more second order non-linearity) the locking range increases. This can be explained by stating that the circuit actually locks onto a subharmonic of the input frequency. The power of this subharmonic depends on the amount of intermodulation.
- When C or R decreases, the numerator decreases, enhancing the locking range. This can be explained by stating that when the RC-product seen at a node in the oscillator increases, its phase shift increases.
- When $\mathrm{G}_{\mathrm{m}}$ increases the locking range also increases.

Now the shape of (44) will be provided giving the following assumptions (these assumptions are not accurate, but will provide a qualitative estimate)

- $V_{\xi}$ is the input voltage amplitude to the frequency divider, which is 350 mV .
- $G_{m_{-} i n}$ is the transconductance of the current source (which is implemented as a transistor). This transconductance depends biasing conditions (transistor gate, drain and source voltages). Using Appendix C, a transconductance of 0.8 mS is estimated for each stage.
- $Z_{1}$ is defined by (22) and is a 1-pole low pass transfer function, which transforms the injected current $I_{B}(t)$ into the voltage $V_{B}(t)=Z_{1} \cdot I_{B}(t)$. Only the absolute value of this function $\overline{Z_{1}}$ gives the relevant information. When assuming an oscillation frequency $\omega_{\text {os }}=15 \mathrm{GHz}, \mathrm{C}=4 \mathrm{fF}$ and $\mathrm{R}=4 \mathrm{k} \Omega$ (estimated in appendix C), $\overline{Z_{1}}$ is in the order of $3500 \Omega$.
- The last unknown of the left part of (44) is $\mathrm{K}_{1,1}$. It is given in Appendix D that $K_{1,1}=2 a_{2}$ where $a_{2}$ is defined in the nonlinear function:

$$
\begin{equation*}
f\left(V_{1}(t)\right)=\sum_{n=1}^{\infty} a_{n} \cdot V_{1}(t)^{n} \tag{45}
\end{equation*}
$$

Because of the time-variant and voltage swing dependant nature of the nonlinearity, an empirical approach is used to derive a value for $\mathrm{a}_{2}$. In order to derive $a_{2}$, the nonlinear transfer function block as given in figure 19 is driven by a pure sinewave input. The harmonic distortion at the output of this block is then evaluated, and from the result $\mathrm{a}_{2}$ is extracted.

In this analysis, the non-linear transfer block is assumed to be the combination of MP1, MP2, MN2 and MN18 which are shown in figure 22. When this block is exited with a sine wave having an amplitude of 1.2 V (the swing equals the full supply range) the input and output spectra are as given below:


Figure 20 Input and output spectra used to derive a value for $\mathrm{a}_{2}$
This figure shows that $\mathrm{a}_{2}$ has the order of 0.1 (the 30 GHz component is about $10 \%$ of the value). This value should however be corrected for the linear lowpass filter and linear amplification that it has already passed through. For 30 GHz this factor is
$H(\omega)=\frac{G_{m} R}{j \omega R C+1}=\left|\frac{8 \mathrm{e}-4 * 4 \mathrm{e} 3}{j \omega \cdot 4 \mathrm{e} 3 \cdot 4 \mathrm{e}-15+1}\right|=\frac{3.2}{3.17}=1$
This means $\mathrm{a}_{2}$ still has a value in the order of 0.1. This means $\mathrm{K}_{1.1}=2 \mathrm{a}_{2}=0.2$. Now all values needed for (44) can be filled in. This is done using maple, and (44) is plotted with variable $\omega_{\mathrm{os}}$, which is varied from 0 to 26 GHz .


Figure 21 A plot of the left hand side of (44) with $\omega_{o s}$ as variable.

It can be seen that this plot exceeds the value 1 for a certain frequency. In this plot this is roughly 21.9 GHz , and because the value of (44) cannot exceed 1 , injection locking will fail above an input frequency of 43.7 GHz . The locking range corresponding to only the demands of the phase equation is called "phase limited locking range". Because the ringoscillator only creates large phase shifts around its loop for frequencies above its natural oscillation frequency (which is indicated in the plot with an arrow), the phase equation will only provide a high frequency limit, not a low frequency limit. This is in contrast with injection locked LC-tank based oscillators [5] which have symmetrical phase shift on either side of the natural oscillation frequency.

It should be noted that the plot in figure 21 is a very rough estimate and can only be used for qualitative analysis. If for instance the transconductance $G_{m}$ is not 0.8 but if it is 0.7 , the graph of figure 21 will drastically change due to the fact that the numerator of the phase relation contains a factor $\mathrm{G}_{\mathrm{m}}{ }^{3}$. In addition to this, the modeled output resistance and non linearities of every stage are also very rough estimates ( R varies orders of magnetude depending on biasing conditions and only second order intermodulation was included in the model). Nevertheless, a simulation is performed to verify the qualitative behavior shown in figure 21 .

### 7.5 First circuit implementation used for simulation

The first simulation will treat the following implementation of the frequency divider.


Figure 22 Version of injection locked frequency divider used for phase analysis.
This implementation is different from the one shown in figure 18. The reason this implementation is used, because the circuit is 'representative' for the model discussed. A few arguments (based on the analysis discussed in this chapter) suggest that this type of implementation is more suitable to verify outcome of the theoretical analysis. These arguments are described below.

1. When the oscillator runs freely, the voltage swings at the nodes should be large (i.e. close to the supply voltage range). This creates nonlinearity (a 'clipping sinewave features harmonics). The nonlinearity is needed, because the higher the intermodulation coefficient $\mathrm{K}_{1,1}$, the higher the locking range will be according to (44) Because initially it is assumed a that a PMOS device more effectively pulls a node voltage up to $\mathrm{V}_{\mathrm{DD}}$, the resistors in figure 18 are replaced with MP1 and MP2 in figure 22.
2. Furthermore, the resulting voltages at the nodes should not have the form of a squarewave. The reason for this is that a squarewave does not have even harmonics, i.e. the second harmonic coefficient $\mathrm{a}_{2}$ will be theoretically zero. Because $\mathrm{a}_{2}$ is the most important coefficient for division by two, the waveforms at the nodes of the oscillator should not approximate square waves. In order to achieve that it is chosen that NMOS and PMOS transistor sizes are equal (MP1, MP2, MN9 and MN18 of figure 22 are all $2 / 0.1 \mu \mathrm{~m}$ sized transistors). Because in this way the $\mathrm{g}_{\mathrm{m}}$ of the NMOS devices will be higher than the $g_{m}$ of the PMOS devices, the voltage waveforms at the nodes will have a higher slew rate downwards than upwards (i.e. the NMOS "pulls" the voltage to GND harder than the PMOS pulls the voltage to $\mathrm{V}_{\mathrm{DD}}$ ). In this way it
is made sure that the second order harmonic coefficient $a_{2}$ is sufficiently present. This was seen in the spectrum plot of figure 20.
3. Because of the strong biasing of MN8 at its gate $\left(\mathrm{V}_{\mathrm{GS}}=0.85 \mathrm{~V}\right) \mathrm{MP} 0$ has a relatively large $\mathrm{W} / \mathrm{L}$ ratio $(5 / 0.1)$ to make sure that MN 8 does not pull down the voltage at its drain too much; a second reason for this is to allow MP8 to pass a relatively average high drain current to accommodate a good transconductance for MN8 (this is needed to maximize the 'injection efficiency' as defined by T in (29)
4. It is also assumed at this point that very high voltage swings at each oscillator node will make the circuit behavior less dependant on the injected current (i.e. the waveforms at each node are less dictated by the injected signal then by the circuit itself); if a relatively 'constant' nonlinearity and transconductance can be assumed these parameters are more predictable ( $\mathrm{G}_{\mathrm{m}}, \mathrm{R}$ and C are predicted in appendix C). This is also achieved by creating large voltage swings.

Based on these arguments, the decision is made to initially use the circuit of figure 22 for simulation. The following simulation plots are made using the Cadence Spectre circuit simulator and a CMOS 090 model library. The output frequency is extracted from the 'third node' of the frequency divider, which is defined as the drain of MP18 and MN2 shown in figure 22. The reason for this is that the injected component (at double the oscillation frequency) is filtered out most at this node (due to the low pass filter present in every stage) and thus in the signal of this node, the relative power of $\omega_{\mathrm{os}}$ is the largest.
The circuit of figure 22 will now be simulated to find the locking range.


Figure 23 Divider operation at 29.03 GHz (top plot is the input, bottom plot is output)
Figure 23 shows the response of the circuit when the voltage source forces a 700 mV peak to peak sine wave voltage with a bias of 0.85 volts onto the gate of MN8. The frequency of the sine wave is 29.03 GHz , very accurately at the edge of the locking range. It appears the above analysis overestimated the locking range (calculated was
43.7 GHz ), but as stated before a minor estimation error in $\mathrm{G}_{\mathrm{m}}$ can already make this difference.
Important in this plot is that at the highest possible input and output frequency of the circuit shown in figure 22, the voltage swings are still very high (almost the complete supply voltage).
When slightly increasing the frequency to 29.05 GHz (which is exceeds the locking range limit by 20 MHz ) using the same input amplitude of 700 mV peak to peak, the resulting behavior will be as shown in figure 24 . The very low frequency component seen in the bottom plot of that figure (which is the output voltage) is called the 'Beat Frequency', and it is a product of a mechanism called "Injection Pulling" [5].
Injection Pulling occurs just outside the phase limited locking range.
The figure underneath it (figure 25) shows the operation of the circuit at the bottom edge of the locking range. For this circuit the minimum input frequency for a stable divide-by-two operation is 23.4 GHz . This would create an effective locking range of 5.6 GHz .

In order to visualize the low frequency beat frequency, the scale of the horizontal axis of figure 24 is different from the scale used in figure 25 . Both plots are simulations on the circuit shown in figure 22.


Figure 24 Injection pulling at 29.05 GHz (input is the top plot, output is bottom plot).


Figure 25 Divider operation at 23.4 GHz (input is the top plot, output is bottom plot).

It is interesting to compare figures 23 and 25 . The orange output plots of both figures show that the output signal lags in phase with respect to the injected sinewave when the oscillation frequency under injection is higher than the natural frequency $\omega_{0}$. The opposite happens when the oscillation frequency under injection is lower than $\omega_{0}$. The phase lag can be made clearer by showing a plot at which the injected frequency is exactly two times the oscillation frequency, which in case of the dimensions chosen in figure 22 is equal to 12.86 GHz . This plot is given in figure 26. It can be seen here that the 'nod' of the waveform appears in the center of the voltage swing (which corresponds to a summation of two sinewaves, at frequencies $f$ and $2 f$, of which the zero transitions coincide), rather than above or underneath the center. This indicates that the intermodulation product which appears at the angular frequency $\omega_{o s}$ is in phase with the free-running voltage $\omega_{0}$.


Figure 26 Output of divider at input frequency $2 * \omega_{0}$, both $\omega_{\text {in }}$ and $\omega_{\text {os }}$ are in phase.
The reason the locking range of the divider shown in figure 22 is only 5.6 GHz can be explained by assuming that estimates some of the parameters used to fill out (44) are inaccurate. The following plot is exactly like the one shown in figure 21, but this time only $\mathrm{G}_{\mathrm{m}}$ is decreased slightly $\left(\mathrm{G}_{\mathrm{m}}=0.6 \mathrm{mS}\right)$.


The plot should be underneath this line for injection locking

Figure 27 Plot of left hand part of (44) with modified $\mathrm{G}_{\mathrm{m}}$.

In this plot it can be seen that the phase condition now creates not only a maximum frequency but also a minimum frequency. This could be an explanation for the fact that injection pulling also takes place just below the minimum input frequency (a plot of this is not shown, but looks similar to the plot of figure 24. It can be concluded that this implementation has a very limited locking range ( 5.6 GHz ). The next paragraph describes a way of increasing the locking range of the injection locked frequency divider without having to inject more power (i.e. applying a larger voltage at the input).

### 7.6 Enlarging the locking range

In this paragraph an implementation of the frequency divider will be described, that has a larger locking range without using a higher injection voltage (in the entire report, an injection voltage of 700 mV peak to peak is used). It could be seen from the phase relation (44) that the injection power has to increase when the resulting output frequency of the frequency divider deviates more from its natural oscillation frequency. That is, the more distance there is between the natural oscillation frequency and the intermodulation product (which is at the input frequency divided by two) the more injection power is needed to 'push' the oscillator to a lower or higher frequency than its natural frequency.

In this paragraph a way is proposed to make the "natural oscillation frequency" dependant on the frequency of the injected signal.
It is known from chapter 4 that the 'frequency at unity voltage gain' of an amplifier stage (when it is placed in a cascade of amplifiers as shown in figure 6) depends on the transistor transconductance, its output resistance and its input capacitance. All three of those parameters depend on the biasing conditions of the transistor.

If these biasing conditions (i.e. the DC component of the voltages on each ring oscillator node) can be made dependant of the frequency of the input signal, the natural free running oscillation frequency $\omega_{0}$ of the divider would 'shift' to a different value. Conceptually, a form of 'frequency detection' has to be implemented to achieve this. An incoming frequency should be 'converted' to a certain DC voltage on one or more ring oscillator nodes.

There is a way to achieve this goal; consider the case where the voltage swings at the oscillator nodes during free running oscillation are small and at the same time lie close to one of the supply rails. An example in the case of a 1.2 V supply would be a voltage, having a DC component of 900 mV and an AC amplitude of 300 mV (which means the voltage swings between 1.2 V and 0.6 V ). Increasing the amplitude of the AC component of that voltage will make the voltage 'clip' at the top side against the supply rail of 1.2 V , but it does not clip at the bottom side. This means that the DC component of the voltage has shifted.

The key idea is that the injected signal frequency controls the amplitude of those voltage swings. This is because a higher input frequency will be attenuated stronger in the loop, which as a $3^{\text {rd }}$ order low pass filter transfer function. The next paragraph will explain how this idea can be implemented in the frequency divider, which initially looked as shown in figure 22.

### 7.7 Final implementation of frequency divider design

The implementation process starts out with the idea that at least one of the node voltages of the oscillator has to be close to the supply rails. This can be achieved by creating an 'asymmetrical' oscillator. Asymmetrical means that at a certain node for instance the NMOS transistor has a higher transconductance than the PMOS transistor. In this case the DC level of the voltage gets pulled to ground stronger than
it gets pulled to $\mathrm{V}_{\mathrm{DD}}$. However when doing this the problem arises that the next stage will amplify this "low" voltage to a "very high" voltage, which might clip entirely against $\mathrm{V}_{\mathrm{DD}}$ and therefore kill the AC component of the signal. The actual asymmetry as implemented in the final divider has been chosen such, that the asymmetry itself is maximum while the circuit still oscillates when no injection power is present. The circuit is shown in figure 28.


Figure 28 Modified and final version of frequency divider shown in figure 22.
In this circuit, the NMOS1 has been made larger than MN8 in figure 22 while keeping the size of PMOS1 equal to the size of MP0 in figure 22. This results in a 'low' DC voltage at node 1 . This 'moderately low' voltage is then amplified by the second stage such that at node 2 a 'high' DC voltage emerges. This is also the reason that in figure 22 a PMOS transistor is used; it is capable of pulling up the voltage at node 2 more than a resistor is. The size of the PMOS is relatively slow however. This is due to a speed optimization (when increasing the PMOS size, the overall $\mathrm{g}_{\mathrm{m}} / \mathrm{C}$ ratio of that stage decreases, which decreases the maximum input frequency). The last stage will amplify the 'high' voltage at node 2 to a 'very low' voltage at node 3 . Because this voltage is applied only to PMOS1, and also a high voltage is applied to NMOS1, the voltage at node 1 will be pulled by NMOS1 and PMOS1 at rougly equal rates (which created the 'moderately low' DC voltage bias at node 1). Because the job of the $3^{\text {rd }}$ stage is always to pull down the voltage at node 3 , a resistor is used in that current path instead of a PMOS (which is a faster implementation). NMOS3 is pretty strongly biased, its gate source voltage is high, and the low value resistor allows a relatively large drain current. This means the transconductance of NMOS3 is high enough to drive the relatively large input capacitance of PMOS1, which forms the load of the $3^{\text {rd }}$ stage. The resulting voltages are shown in the following figure.


Figure 29 The free running oscillation voltages of the circuit shown in figure 28.
It can be seen that the three nodes are now at different bias levels. The green plot of figure 29 belongs to the node where the injected current is added to the oscillation current. The colors of the plots will be used in the subsequent plots as well (orange is node 2 , green is node 1 and blue is node 3 ). The natural oscillation frequency of the system is 16.06 GHz , this is higher than the 12.34 GHz of the circuit shown in figure 22. This has to do with the higher $\mathrm{g}_{\mathrm{m}} / \mathrm{C}$ ratios in the second and third stage ( 1 less PMOS transistor, the other is half the size compared to figure 22).

When the actual voltages at the nodes are studied carefully, it is found that the circuit biased itself such that the transconductance of each transistor is optimum. The transistor names of figure 28 are used here. The following biasing conditions appear:

- NMOS3 has a high DC bias gate source voltage. Its drain-source voltage is not that high, but a relatively low resistor of $2.18 \mathrm{k} \Omega$ is used to allow a descent current to flow through NMOS3.
- PMOS1 is also strongly biased (about 1 V DC gate source voltage bias and 0.8 V drain source voltage bias). NMOS1 does not have a large drain source voltage but its input gate source voltage is also relatively high ( 0.85 V DC) and the transconductance of NMOS1 is higher than the transconductance of PMOS1. PMOS1 is large to allow for a large drain current.

It will now be shown that when a low frequency signal is present on the gate of NMOS1 the voltage swings will be larger, and therefore the DC components of the node voltages will move to more 'moderate' values in the middle of the voltage swing. This is a 'less optimum' biasing conditions for the transistors which means that the circuit 'slows down' (that is, the natural oscillation frequency of the circuit shifts to a lower value). Because of this, the 'distance' between the natural frequency and the actual output frequency has reduced. Because of this less injection power is needed to 'push' the oscillator into a lower frequency. Stated otherwise, it means that
having a certain amount of injection power (defined by the 700 mV peak to peak input voltage) the phase limited locking range increases. The first example, shown in the figure below, demonstrates the operation of the circuit when a 20 GHz sine wave is injected at a peak to peak voltage of 700 mV . This frequency corresponds to the bottom edge of the locking range.


Figure 30 Operation of the frequency divider at 20 GHz .

When figure 29 is compared to figure 30 it is seen that the average (DC component) voltage of node 2 has lowered from roughly 900 mV to 600 mV (which means the DC bias voltage of NMOS3), the average voltage at node 1 has remained roughly the same and the DC component of the voltage at node 3 has increased from roughly 250 mV to 450 mV . This means the bias gate source voltage of PMOS3 has decreased by 200 mV .

Now consider the case where a 45 GHz is used as an input signal, again at 700 mV peak to peak amplitude. In this case the voltage swings are small and the circuit will assume the same biasing conditions as shown in figure 29. The following plot illustrates this.


Figure 31 Operation of the frequency divider at 45 GHz .
Figure 31 shows that the divider shown in figure 28 locks to 45 GHz just as it locks to 20 GHz . This indicates a locking range of 25 GHz , which is almost an improvement factor of 5 compared to the divider circuit shown in figure 22. It is clearly visible now that the voltage swings scales down as the input frequency increases. Because the voltage swings influence the voltage bias, this circuit can convert an incoming frequency to a DC voltage, and therefore it contains a form of FM frequency detection, as was discussed at the beginning of this paragraph.

There is however 1 drawback. Because the voltage swing scales down at higher frequencies, the noise distance scales down proportionally. Additionally, the very asymmetric voltage shapes increase the amount of 1/f noise upconversion [6]. These problems will be dealt with in chapter 8 (Phase Noise).

There is one element of optimization which has not been discussed yet, and this is the $2.18 \mathrm{k} \Omega$ resistor as shown in figure 28 . This optimization is correlated to the gain condition which also has to be satisfied in order to support injection locking. Equation (41) shows the gain relation. Up till now this equation has not been discussed, because in the case of figure 22 when the voltage swings are always near the supply voltage, the total gain around the loop remains equal to 1 ; the nonlinear saturation part canceled out the linear gain of the system for the entire locking range (therefore the gain condition was always met). For the new divider shown in figure 28 this is however not the case. The gain relation will be repeated below.
$\frac{3 V_{o s} \omega_{o s}{ }^{2} C^{2} R^{2}-V_{o s}}{G_{1}{ }^{2} G_{i n} R^{3}}=K_{0,1}+\frac{T}{2} K_{1,1} \cos (\varphi)$
This gain condition can also be intuitively understood. The linear voltage gain around the loop is proportional to $G^{3} \cdot R^{3}$. If this number increases, the non-linear gain $K_{0,1}$ and
the intermodulation coefficient $\mathrm{K}_{1.1}$ should decrease. In the circuit shown in figure 28 this is realized by slightly increasing the voltage swing (any voltage swing increase results in worse biasing conditions, which lowers $\mathrm{g}_{\mathrm{m}}$ hence lowers $\mathrm{K}_{0.1}$ ).

In the divider circuit shown in figure 28 there is 1 resistor that can be varied. There is a minimum gain needed to sustain the proper operation of the circuit. This means that, given a certain $G_{m}$, if $R$ is increased the gain limited maximum input frequency will increase. However, increasing R means increasing the output resistance of the $3^{\text {rd }}$ ring oscillator stage. This means that the phase limited maximum input frequency will decrease. Intuitively, the value for R should be found at which both locking range edges (phase and gain limitation) fall on the same frequency; in this case the maximum frequency at which injection locking occurs is the highest. The following figure illustrates that the value for R should be $2.2 \mathrm{k} \Omega$.


Figure 32 Injection locking; depending on the value of R.
The figure shows a very interesting phenomenon. The input to the frequency divider for this simulation was equal to 45.7 GHz , which is very accurately the edge of the locking range. At this frequency, when R is chosen too high (for instance $2.4 \mathrm{k} \Omega$ in the bottom plot of figure 32), the phase condition fails, and the circuit will exhibit 'injection pulling', as was discussed before. It can be seen by the bottom plot of figure 32 that a beat frequency exists. When R is chosen too low, the gain relation fails, as is shown in the top plot. It can be seen that a $\mathrm{f}_{\mathrm{in}} / 2$ component is present, but it dies out
relatively quickly because the loop gain is smaller than 1 for this frequency.
Therefore, the circuit behaves as a stable feedback amplifier, which has its unity gain at a frequency at which there is not yet $2 \pi$ of phase shift. This means that the locking range can be set to an optimum by choosing exactly the right value for R . While the phase limited locking range gets larger, the gain limited locking range gets smaller. The maximum locking range emerges when both locking ranges exactly overlap. The two middle plots in figure 32 show 2 cases where injection locking is just possible.

It can be concluded in this paragraph that using an asymmetrical ring oscillator design enlarges the locking range as well as the maximum input frequency, when this ring oscillator is used as a frequency divider.

There is one downside, and that is that because the output voltage swing scales down as the input frequency increases, the phase noise of the might divider increase. This is discussed in the next chapter.

## 8 Phase Noise

### 8.1 Introduction

An important performance parameter for a frequency divider is phase noise. Like an oscillator, a frequency divider produces a periodic output signal. Noise sources within the frequency divider can momentarily perturb the phase of the periodic output signal. This process creates so called 'phase noise'. An important aspect of this noise is that in the output spectrum it is situated closely around the signal frequency, and therefore options for filtering out this noise are very limited. In this chapter, first the timevariant phase noise theory for oscillators is discussed. After this an estimate for the phase noise of the ring oscillator as implemented will be given.

### 8.2 Time variant phase noise for a free running ring oscillator

In this paragraph the time variant phase noise model as presented by Lee and Hajimiri [6] will be discussed shortly. The starting point is a free running ring oscillator. The reason a ring oscillator is considered is that the final design chosen in chapter 7 was a single ended 3-stage ring oscillator (which only had the one difference, which is that the NMOS in the first stage is the injection current source). Suppose a noise current impulse is injected onto a ring oscillator node:

$$
\begin{equation*}
I(t)=\delta(t-\tau) \tag{48}
\end{equation*}
$$

$\delta(t)$ is the Dirac Delta function, the noise current impulse takes place at the moment $t=\tau$. The resulting voltage is:

$$
\begin{equation*}
V(t)=V_{0}+\frac{1}{C} \int \delta(t-\tau) d t=V_{0}+\frac{H(t-\tau)}{C} \tag{49}
\end{equation*}
$$

In this equation $H(t)$ is the Heaviside step function, C is the total capacitance seen at the node and $\mathrm{V}_{0}$ is the voltage already present. Now suppose $V_{0}$ is a periodic signal, from now on written as $V_{0}(t)$ which is given by:
$V_{0}(t)=V_{\max } \sin \left(\omega_{0} t\right)$
If $V_{0}(t)$ experiences a sudden voltage shift, its phase might also be perturbed.
However the amount of phase shift caused by the current impulse depends on the moment $\tau$. The following figure illustrates this.


Figure 33 Time dependence on amount of phase shift caused by current impulse. As can be seen in figure 23, if the current impulse happens when $V_{0}(t)=V_{\max } \sin (\omega t)=0$ the phase shift caused is maximum, while the same current impulse would not create any phase disturbance when $V_{0}(t)=V_{\max } \sin \left(\omega_{0} t\right)=V_{\max }$. This effect can be quantified using a so called 'impulse sensitivity function' or ISF. This function, designated $\Gamma\left(\omega_{0} t\right)$, is periodic and has the same fundamental frequency as $V_{0}(t)$. However the shape of the ISF also depends on the shape of $V_{0}(t)$; the output signal of an oscillator is not always a pure sine wave. Figure 24 shows the output signal shape and impulse sensitivity function for three types of oscillators.





Figure 34 Impulse sensitivity functions for different types of oscillators.
Figure $24 \mathrm{a}, 24 \mathrm{~b}$ and 24 c respectively show $V_{0}(t)$ and $\Gamma\left(\omega_{0} t\right)$ for an LC-tank based oscillator, a relaxation oscillator and a typical ring oscillator. From (49) the voltage shift $\Delta \mathrm{V}$ caused by the noise current impulse is derived:
$\Delta V=\frac{H(t-\tau)}{C}$
This voltage shift can now be converted to a phase shift by taking into account both the impulse sensitivity function $\Gamma\left(\omega_{0} t\right)$ and the total voltage swing $\mathrm{V}_{\text {max }}$. Noting that when $\mathrm{V}_{\text {max }}$ increases, the phase shift caused by $\delta(\mathrm{t})$ decreases and also noting that the larger the sensitivity $\Gamma\left(\omega_{0} t\right)$, the larger the phase shift caused, the following response to the current impulse $\delta(\mathrm{t})$ can be written for the phase shift:

$$
\begin{equation*}
\Delta \varphi=\Gamma\left(\omega_{0} t\right) \frac{H(t-\tau)}{V_{\max } C}=\frac{H(t-\tau) \Gamma\left(\omega_{0} t\right)}{Q_{\max }} \tag{52}
\end{equation*}
$$

In this formula $\mathrm{Q}_{\max }$ is the maximum charge swing defined as $V_{\max } C$ and $H(t-\tau)$ is the Heaviside step function. If a the noise present is given by a continuous function $i(t)$ rather than a current impulse $\delta(\mathrm{t})$, the total noise response can be found by convolving this continuous function with the impulse response:
$\varphi(t)=\frac{1}{Q_{\max }} \int_{-\infty}^{t} i(\tau) \Gamma\left(\omega_{0} \tau\right) d \tau$
Because the impulse sensitivity function is periodic, it can be expanded in a Fourier series:

$$
\begin{equation*}
\Gamma\left(\omega_{0} \tau\right)=c_{0}+\sum_{n=1}^{\infty} c_{n} \cos \left(n \omega_{0} \tau+\theta_{n}\right) \tag{54}
\end{equation*}
$$

The phase constants $\theta_{n}$ are not relevant as because the calculations here assume fully stationary random noise, and therefore the output phase can be written as

$$
\begin{equation*}
\varphi(t)=\frac{1}{Q_{\max }}\left(\int_{-\infty}^{t} i(\tau) c_{0}+\int_{-\infty}^{t} \sum_{n=1}^{\infty} c_{n} i(\tau) \cos \left(n \omega_{0} \tau+\theta_{n}\right) d \tau\right) \tag{55}
\end{equation*}
$$

That is, the impulse sensitivity function modulates incoming noise using carriers at frequencies $n \omega_{0}$, and with coefficients $\mathrm{c}_{\mathrm{n}}$. This modulation is visualized by the term $c_{n} i(\tau) \cos \left(n \omega_{0} \tau+\theta_{n}\right)$. Because the modulation products get integrated, only the modulation products which have a frequency close to DC will be relevant; the high frequency components will be averaged out due to the integration. The time variable $\tau$ is from now on replaced with $t$, because this variable was only needed as a dummy for the convolution integral. Now for $\mathrm{i}(\mathrm{t})$ a periodic signal is assumed which has a frequency close to $\omega_{0}$ (i.e. $\Delta \omega$ is small compared to $\omega_{0}$ ):

$$
\begin{equation*}
i(t)=I \sin \left(\left(n \omega_{0}+\Delta \omega\right) t\right) \tag{56}
\end{equation*}
$$

When substituting this value into (53), the output phase is found to be:
$\varphi(t) \approx \frac{c_{n} I \sin (\Delta \omega t)}{2 Q_{\max } \Delta \omega}$
In this equation, it is seen that only the coefficient $\mathrm{c}_{\mathrm{n}}$ is used, because only this modulation product is situated close to DC. Using the approximation that $V(t)=I \cos \left(\omega_{0} t+\varphi(t)\right) \approx \cos \left(\omega_{0} t\right)+\varphi(t) \sin \left(\omega_{0} t\right)$ the oscillator output voltage can be expressed as:
$V(t) \approx \cos \left(\omega_{0} t\right)+\frac{c_{n} I \sin (\Delta \omega t)}{2 Q_{\max } \Delta \omega} \sin \left(\omega_{0} t\right)$
From this output, the noise component (which is the second term in the right hand equation) can be rewritten as:

$$
\begin{equation*}
\frac{c_{n} I \sin (\Delta \omega t)}{2 Q_{\max } \Delta \omega} \sin \left(\omega_{0} t\right)=\frac{c_{n} I}{4 Q_{\max } \Delta \omega}\left(\sin \left(\left(\omega_{0}-\Delta \omega\right) t\right)+\sin \left(\left(\omega_{0}+\Delta \omega\right) t\right)\right) \tag{59}
\end{equation*}
$$

The power of this noise component with respect to the signal $\cos \left(\omega_{0} t\right)$ is

$$
\begin{equation*}
P_{\text {noise }}(\Delta \omega)=\left(\frac{c_{n} I}{2 Q_{\max } \Delta \omega}\right)^{2}=\frac{c_{n}^{2} I^{2}}{4 Q_{\max }^{2} \Delta \omega^{2}} \tag{60}
\end{equation*}
$$

This equation states that the power of the noise decreases with the square of $\Delta \omega$. However, this equation only shows the output noise as a consequence of the coefficient $\mathrm{c}_{\mathrm{n}}$. When instead of a periodic noise signal with a frequency close to $n \omega_{0}$, a white noise source is assumed, (60) can be rewritten as:
$P_{\text {noise }}(\Delta \omega)=\frac{\overline{i^{2}}}{\Delta f} \sum_{n=0}^{\infty}\left(c_{n}\right)^{2}$
Here the noise amplitude I from equation (59) has been replaced with the spectral noise power density and because white noise consists of all frequencies, all modulation product coefficients are included. Parseval's theorem states that
$\frac{1}{\pi} \int_{-\pi}^{\pi} \Gamma\left(\omega_{0} \tau\right)^{2} d \tau=2 \Gamma_{r m s}^{2}=\sum_{n=0}^{\infty} c_{n}{ }^{2}$
Using Parsevals's theorem, (61) can be rewritten as:
$P_{\text {noise }}(\Delta \omega)=\frac{\overline{i_{n}^{2}}}{\Delta f} \Gamma_{r m s}^{2}$
The spectral noise power density is build up by 2 components; the thermal noise coming from resistors and transistors as well as $1 / \mathrm{f}$ noise (flicker noise) from the transistors. The thermal noise from a resistor can be evaluated as
$\frac{\overline{i^{2}}}{\Delta f}=4 k t R$
where R is the resistor value, k is Boltzmann's constant and t is the absolute temperature. The thermal noise and flicker noise from the transistors can be evaluated by using the program ProMOST.

The impulse sensitivity function can be evaluated by observing the waveforms at every ring oscillator node in the time domain. There is no closed form expression for this impulse sensitivity function if the waveforms are very specific. For a symmetrical ring oscillator, the ISF has been derived in closed form by literature [6] to be:

$$
\begin{equation*}
\Gamma_{r m s}=\sqrt{\frac{2 \pi^{2}}{3 \eta}} \frac{1}{N^{1.5}} \tag{65}
\end{equation*}
$$

In this formula $\eta$ is a proportionality constant (usually close to unity). However because of the very asymmetric nature of the ring oscillator as chosen in chapter 7, a closed form formula like (65) can not be used.
The last remark made about phase noise calculation for the free running ring oscillator is that the noise has to be calculated for every single node. Because the noise sources of the nodes are uncorrelated, their powers are added. In order to find out the order magnitude of the phase noise, number will be used to fill out (63)

For every ring oscillator node, $\Gamma_{r m s}=0.6$. The spectral noise component $\frac{\overline{i^{2}}}{\Delta f}$ can be evaluated from ProMOST; for a $3 / 0.1$ dimensioned NMOS transistor (which is taken as average for simplification) biased $\mathrm{V}_{\mathrm{DS}}=\mathrm{V}_{\mathrm{GS}}=0.6$ is equal to $5.5 \mathrm{pA} / \mathrm{sqrt}(\mathrm{Hz})$ or $3 \mathrm{e}-23 \mathrm{~A}^{2} / \mathrm{Hz}$. When filling in $\mathrm{Q}_{\max }=2.5 \mathrm{e}-15^{*} 1.2$ and $\Delta \omega=6.2 \mathrm{e} 9$ radians per second, the value for (63) is equal to:

$$
P_{\text {noise }}(\Delta \omega=6.2 \exp (9))=1.57 \exp (-14)=-138 d B c
$$

This is the noise contribution of 1 noise source. There are 5 transistor noise sources which contribute thermal noise and also a resistor. The thermal noise for a $2.2 \mathrm{k} \Omega$ resistor equals $3.5 \mathrm{e}-17 \mathrm{~V}^{2} / \mathrm{Hz}=6.4 \mathrm{e}-23 \mathrm{~A}^{2} / \mathrm{Hz}$ which gives a phase noise of -135 dBc at an offset of 6.2 e 9 radians $=1 \mathrm{GHz}$. Therefore the assumption is that the total noise at an offset of 1 GHz is roughly equal to $130 \mathrm{dBc} / \mathrm{Hz}$. The following plot shows the phasenoise, and at an offset of 1 GHz (which is in the $1 / \mathrm{f}^{2}$ region) this noise is roughly equal to 120 dBc .

### 8.3 Simulation results



Figure 35 Phase noise plot, phase noise as function of the injected power.
In this plot the top graph is the phase noise for the free running oscillator. This plot shows a strong upconversion of $1 / \mathrm{f}$ noise, which can be explained by stating that the DC component of the Impulse Sensitivity Function is relatively high [6]. This is a disadvantage of the asymmetrically implemented ringoscillator. The plots underneath
the free running plot in figure 35 show the phase noise at 30 GHz injection for various injection powers. The bottom plot corresponds to an input voltage of 700 mV peak to peak into the divider, which is a blind power of 10.7 dBmW . The weakest injection power at locking is -49 dBmW and the phase noise plot for this is indicated in figure 35. All other plots are values in between. As can be seen, the $1 / \mathrm{f}^{3}$ slope of the free running phase noise plot has been repressed to a $1 / \mathrm{f}$ slope in all injection locked cases. This is because the noise passes through a 'high pass noise transfer function' that has a $-1 / f^{2}$ slope which starts at a certain frequency $\omega_{p}$ which is determined by the phase limited locking range of the divider [7]. The 'peaks' in the phase noise plot around 13 GHz shown the first harmonic, and its own surrounding phase noise.
Important also is the injection locking at higher frequencies than 30 GHz . Because in chapter 7 it was simulated that the voltage swings reduce to less than 150 mV peak to peak in the oscillator, the phase noise will increase because the power of the noise sources does not attenuate when the injected frequency increases. The following plot shows, the phase noise at several injection frequencies (all simulations were done at 700 mV peak to peak input voltage swing into NMOS1).


Figure 35 Phase noise as a function of injection frequency.
This plot shows (from top to bottom) the phase noise plot for $45.7,45.6,45,44,42.5$, $41.5,40,35$ and 30 GHz input frequencies respectively. As can be seen, the frequencies from 45.7 till roughly 45 GHz suffer from substantial phase noise. At 44 GHz , the phase noise at 1 MHz offset is about -105 dBc , which is just 15 dB 'worse' than the injection at $30 \mathrm{GHz}(-120 \mathrm{dBc}$ at 1 MHz offset $)$. Therefore it can be concluded that phase noise needs not be a problem in this design; it consumes about 1.44 mW , therefore the transistors could be sized up (and the resistor sized down) at the cost of more power consumption to reach the same phase noise as the other frequency dividers have (see chapter 9) while keeping the high locking range.

## 9. Divider Performance and Benchmarking

In this chapter the performance parameters will be evaluated of the frequency divider that is proposed (this divider is shown in figure 28). Static dividers will not be included in the comparison, because they either operate at much lower frequencies or consume much more power than the divider discussed in this report. Furthermore, only CMOS process based frequency dividers are considered. Very fast HEMT technologies or bipolar technologies based dividers cannot be integrated in a on-chip CMOS PLL solution, and these technologies are generally faster than standard CMOS.

It should be noted that all values from this work are simulated values; actual performance will decrease because the divider has to be loaded at the output (simulated degradation in maximum input frequency is roughly 1 GHz ), wiring capacitances are not included, supply phase noise has not been included in the simulations and transistor mismatch can also influence the phase noise performance. The other values of other work are measured values.

|  | Used <br> power | Maximum <br> input <br> frequency | Lock. <br> range | Phase <br> noise $/ \mathrm{Hz}$ <br> $($ offset $)$ | Die size <br> $\left(\mathrm{mm}^{2}\right)$ | Coils <br> $(\mathrm{Y} / \mathrm{N})$ | CMOS <br> technology <br> $($ year $)$ | Injection <br> power <br> required | Div. <br> ratio |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| T. Lee [7] | $\mathrm{N} / \mathrm{A}$ | 5.4 GHz | 300 <br> MHz | -115 dBc <br> $(0.1 \mathrm{MHz})$ | 0.189 | Y | 240 <br> $(2003)$ | 0 dBmW | 2 |
| Betancourt- <br> Zamora [8] | $0.35 \mu \mathrm{~W}$ | 2.8 GHz | 20 <br> MHz | -110 dBc <br> $(0.1 \mathrm{MHz})$ | 0.012 | N | 240 | $\mathrm{~N} / \mathrm{A}$ | 8 |
| Razavi, [9] | 31 mW | 40.6 GHz | 2.3 <br> GHz | -115 dBc <br> $(1 \mathrm{MHz)}$ | 0.35 | Y | 180 nm <br> $(2004)$ | $3-4$ <br> dBmW | 4 |
| Liang-Hung <br> Lu [10] | 23.8 mW | 46.9 GHz | 5.7 <br> GHz | -103.1 dBc <br> $(1 \mathrm{MHz})$ | 0.56 | Y | 180 nm <br> $(2005)$ |  | 4 |
| Wei-Zen Chen <br> and Chien- <br> Liang Kuo <br> [11] | 1.75 mW | 18 GHz | 10 <br> MHz | -101 dBc <br> $(0.1 \mathrm{MHz})$ | 2.2 | Y | 250 | 3.5 <br> dBmW | 5 |
| This work | 1.44 mW | 36 GHz | 12 <br> GHz | -110 dBc <br> $(0.1 \mathrm{MHz})$ | $\mathrm{N} / \mathrm{A}$ | N | 90 <br> $(2006)$ | -10 <br> dBmW | 2 |

The die size of the proposed frequency divider is not large; the circuit contains 5 transistors (the largest of which is $5 / 0.1 \mu \mathrm{~m}$ ) and one $2.18 \mathrm{k} \Omega$ resistor. Injection power required for the proposed divider includes the blind current into the 2.5 fF capacitor seen at the input of the divider. At 36 GHz the simulated blind current is 0.24 mA RMS. This corresponds to a blind power of 0.084 mW which is roughly -10 dBmW.

## 10. Conclusions

1. In this report the possibilities of a frequency divider which is based on charging and discharging a capacitor has been investigated. Initially the goal was to investigate if the potential of transistors to almost infinitely fast convert a voltage to a current, can be used to bypass the inherent transit frequency limitation that transistors have. Several circuit topologies have been analyzed; ultimately this resulted in an implementation in which a form of a ringoscillator is used as an injection locked frequency divider. The design process has basically led to an oscillatory system which is speed limited by the transit frequency of the transistors. 2 important reasons can be given for this.
a. At very high frequencies no way has been found to 'temporarily open' an otherwise closed loop of amplifier stages. This loop is inherently present in the charge / discharge model because the discharge circuit has its input and its output connected to the capacitor. This leaded to an oscillatory system because the only way found to create a 'new' frequency from a closed loop of amplifier stages is to use this loop as an oscillator.
b. Time variant systems are possible such that the loop is temporarily opened. One example of this has been investigated; this was the monostable circuit, which showed that in order to reach the time variance the maximum input frequency will be relatively low compared to the maximum input frequency into an injection locked frequency divider. Because no other time variant circuit was found that behaves at very high speeds compared to an oscillator, the oscillator topology was chosen.
2. A power and die size efficient way to implement a frequency divider based on charging and discharging a capacitor is a modified single ended 3 stage ring oscillator. The modification is that one stage of the ring oscillator is only connected to the foregoing stage through its PMOS transistor. The gate of the NMOS transistor of that stage can be used to inject a sine wave voltage at a certain frequency. The total die size only consists of 5 transistors and 1 resistor, consuming roughly 1.44 mW from a 1.2 V supply.
3. If the ring oscillator used as a frequency divider is implemented in an asymmetrical way the different nodes of the oscillator have different bias voltages. These bias voltages depend on the frequency of the incoming signal. This way it is possible to extend the locking range of the frequency divider without increasing the injection power.
4. The implemented asymmetrical ring oscillator will suffer from upconversion of $1 / \mathrm{f}$ noise. This creates substantial phase noise, if the oscillator runs free without any injection current. The amount of phase noise however decreases once the oscillator locks onto the injected signal for frequency division. Even for high injection frequencies, the phase noise remains 'acceptable' when compared to other frequency dividers.
5. Because no external components like an LC-tank or additional RC-circuitry has been used, because the intention is not to use coils in the design due to the amount of die space needed and due to the fact that additional RC-circuitry would mean lower input and output voltages, the actual speed of the circuit is very dependant on the transistor parameters and therefore very sensitive to process spread; wafer to wafer process spread as well as transistor mismatch.

This implies the locking range should be relatively large in order to be certain that no matter what the transistor parameters are, a certain 'effective locking range' is always guaranteed. This effective locking range can be defined as the 'overlap' between the locking range when the transistors are modeled as 'fast', and the locking range corresponding to 'slow' transistors. The words 'fast' and 'slow' are based on the CMOS process libraries used in Cadence, which cover a $3 \sigma$ spread of all devices. The effective locking range of the proposed divider is roughly 12 GHz , and lies in the range $24-36 \mathrm{GHz}$.
6. Frequency division ratios higher than 2 are not supported by this injection locked frequency divider. The reason for this is that the process variations cause the locking ranges of division ratios higher than two to shift so much that the effective locking range equals zero.

## 11. Appendix A

This appendix shows that a single transistor cannot be used as an implementation for the discharge circuit, which is a part of the conceptual frequency divider shown in figure A-1. The aim is to shown that the incoming frequency will not be divided by this circuit. The response of the circuit shown in figure 7 (this figure is redrawn below in figure A1) will be derived. This circuit can be described with two relations (A-1) and (A-2)


Figure A-1 First implementation of discharge circuit.
The NMOS transistor will be modeled as a linear transconductance with a threshold voltage $\mathrm{V}_{\mathrm{t}}$. This means that for $0<\mathrm{V}_{\mathrm{C}}(\mathrm{t})<\mathrm{V}_{\mathrm{t}}$ the transconductance of the transistor is 0 . For $\mathrm{V}_{\mathrm{C}}(\mathrm{t})>\mathrm{V}_{\mathrm{t}}$, the transconductance is given by a positive constant $\mathrm{g}_{\mathrm{m}}$ and the system will become a 1-pole linear system exited with a square wave current. The response of the circuit looks like this:


Figure A-2 Qualitative behavior of the circuit shown in figure A-1.
Until the threshold voltage $\mathrm{V}_{\mathrm{t}}, \mathrm{C}$ charges according to $V_{C}(t)=\frac{I_{1}{ }^{*} t}{C}$. The following analysis assumes that $\mathrm{V}_{\mathrm{C}}(\mathrm{t})>\mathrm{V}_{\mathrm{t}}$. In the figure the periods $\mathrm{P} 1, \mathrm{P} 2, \mathrm{P} 3$ and P 4 are defined. These will be used in the analysis. Every period has a length of T (this means that $\mathrm{T}=\mathrm{T}_{\mathrm{in}} / 2$ ). Substituting (A1) in (A2) yields the following differential equation:
$I_{2}(t)=\frac{\int_{-\infty}^{t} I_{t}(t)-I_{2}(t) d t}{C} * g_{m} \rightarrow \frac{C}{g_{m}} \frac{\partial I_{2}(t)}{\partial t}=I_{1}(t)-I_{2}(t)$
When $I_{1}(t)=\bar{I}_{1}$ (which happens during P1, and P3 see figure A-2) the following holds:
$\frac{C}{g_{m}} \frac{\partial I_{2}(t)}{\partial t}=\overline{I_{1}}-I_{2}(t), I_{2}(0)=W_{0}$
In (4) $\mathrm{W}_{0}$ is an initial condition for the current $\mathrm{I}_{2}$. This initial condition equals zero at the beginning of P 1 but is at the beginning of P 3 this is not the case. The solution to this differential equation is:
$I_{2}(t)=\overline{I_{1}}+\left(W_{0}-\overline{I_{1}}\right) \exp \left(-\frac{t^{*} g_{m}}{C}\right)$
This gives the following expression for the $\mathrm{I}_{2}$ at the end of P 1 :
$I_{2}=\bar{I}_{1}+\left(W_{0}-\bar{I}_{1}\right) \exp \left(-\frac{T^{*} g_{m}}{C}\right)=W_{1}$
When T goes to infinity, $I_{2}$ will become equal to $\overline{I_{1}}$. When T is a finite number, $I_{1}>W_{1}$. This value is the initial condition for the differential equation which holds during P2:
$\frac{C}{g_{m}} \frac{\partial I_{2}(t)}{\partial t}=-I_{2}(t), I_{2}(0)=W_{1}$
This can be solved as:

$$
\begin{equation*}
I_{2}(t)=W_{1} \exp \left(-\frac{t^{*} g_{m}}{C}\right) \tag{A-8}
\end{equation*}
$$

This gives the following expression for $\mathrm{I}_{2}$ at the end of P 2 :
$I_{2}=W_{1} \exp \left(-\frac{T^{*} g_{m}}{C}\right)=W_{2}$
The signal $\mathrm{I}_{2}(\mathrm{t})$ becomes steady state after an infinite amount of periods. This steady state can be calculated by stating that $\mathrm{W}_{2}=\mathrm{W}_{0}$ should hold for this steady state. The factor $\exp \left(-\frac{T^{*} g_{m}}{C}\right)$ is equal in both (A-6) and (A-9), it is considered a constant from now on called F . This creates the following equation system:

$$
\begin{align*}
& W_{0}=W_{1} * F  \tag{A-10}\\
& W_{1}=I_{1}+\left(W_{0}-I_{1}\right) F \tag{A-11}
\end{align*}
$$

Solving this system yields:
$W_{0}=I_{1} F \frac{F-1}{F^{2}-1}$
$W_{1}=I_{1} \frac{F-1}{F^{2}-1}$
Furthermore:
$W_{1}+W_{0}=I_{1} \frac{F-1}{F^{2}-1}+I_{1} F \frac{F-1}{F^{2}-1}=I_{1} \frac{(1+F)(F-1)}{F^{2}-1}=I_{1}$
Substituting this gives the solution for $\mathrm{I}_{2}(\mathrm{t})$ in the steady state.

$$
\begin{equation*}
I_{2}(t)_{P_{n}}=\bar{I}_{1}+\left(\overline{I_{1}} \exp \left(-\frac{T^{*} g_{m}}{C}\right) \frac{\exp \left(-\frac{T^{*} g_{m}}{C}\right)-1}{\exp \left(-\frac{2 T^{*} g_{m}}{C}\right)-1}-\bar{I}_{1}\right) \exp \left(-\frac{t^{*} g_{m}}{C}\right) \tag{A-15}
\end{equation*}
$$

The expression for $\mathrm{I}_{2}(\mathrm{t})$ during $\mathrm{I}_{1}(\mathrm{t})=0$ is:
$I_{2}(t)_{P_{n+1}}=\bar{I}_{1} \frac{\exp \left(-\frac{T^{*} g_{m}}{C}\right)-1}{\exp \left(-\frac{2 T^{*} g_{m}}{C}\right)-1} \exp \left(-\frac{t^{*} g_{m}}{C}\right)$
$\mathrm{P}_{\mathrm{n}}$ and $\mathrm{P}_{\mathrm{n}+1}$ are the steady state periods; during $\mathrm{P}_{\mathrm{n}} I_{1}(t)=\overline{I_{1}}$, and during $\mathrm{P}_{\mathrm{n}+1} I_{1}(t)=0$.
These two expressions do not include any initial conditions and are only dependant on the parameters $T, g_{m}, \bar{I}_{1}$ and $C$. This indicates the system will assume a steady state, where in the periods $\mathrm{P}_{\mathrm{n}}$ and $\mathrm{P}_{\mathrm{n}+1}$. But how will the system attain this steady state? This can be derived from the average current $\mathrm{I}_{2} / 2$ which goes into the 1-pole system which is described by the following differential equation:
$\frac{C}{g_{m}} \frac{\partial I_{2}(t)}{\partial t}=\frac{I_{1}(t)}{2}-I_{2}(t)$
This equation has an initial condition $\mathrm{I}_{2}(0)=\mathrm{Y}$. Here Y is the initial current into the system. The solution to this equation is the envelope of the periodic signal:
$I_{2}(t)_{\text {envelope }}=\frac{I_{1}}{2}+\left(Y_{0}-\frac{I_{1}}{2}\right) \exp \left(-\frac{t^{*} g_{m}}{C}\right)$
The voltage across the capacitor can now easily be derived by the relation:
$V_{C}(t)=\frac{I_{2}(t)}{g_{m}}+V_{t h}$
This analysis predicts the behavior as shown in the following figure, which shows that no frequency division takes place. This behavior is verified using Matlab Simulink. A matlab simulink model of the system looks like this:


Figure A-3 Simulink model of the circuit shown in figure A-1.
Here the combination of the blocks "relay" and "product" (visible in the bottom of figure A-3) and the block "constant" emulate a threshold voltage of 0.4 volts. This model has a capacitor of 1 farad and an input current $\mathrm{I}_{1}=1 \mathrm{~A}$, having a period of 2 seconds, in this case $\mathrm{T}=1 . \mathrm{g}_{\mathrm{m}}$ is defined as $\log (2)$. The result expected from the analysis is that $\mathrm{W}_{0}=1 / 3, \mathrm{~W}_{1}=2 / 3$, the average current through the capacitor is $1 / 2 \mathrm{~A}$. This means the current amplitude would be $1 / 3$ with an offset of $1 / 2 \mathrm{~A}$. The voltage
amplitude $=1 / 3 \cdot(1 / \log (2))$, the offset is $0.4+1 / 2 \cdot(1 / \log (2))$. The plot from the Matlab scope is shown below (top plot $=$ current, bottom plot $=$ voltage $)$.


Figure A-4 Simulated behavior of the circuit shown in figure 7.
This clearly shows a 1-pole system will not function as a frequency divider; there is no frequency component present at the output that is lower than the input frequency.

## 12. Appendix B

In this appendix the mono-stable circuit is analyzed, the conclusion of this appendix is that a mono-stable circuit can be used in a frequency divider system, however the maximum input frequency is very limited.
The mono-stable circuit was mentioned in chapter 5 as a potential way of creating the time variant behavior needed for the discharge circuit to function properly. The goal of the mono-stable circuit is to create a pulse with a constant and predetermined duration, when the input of the circuit exceeds a certain voltage threshold. Before the mono-stable circuit is discussed, a well known circuit topology is the socalled 'bi-stable' circuit is discussed first. This is essentially a cross-coupled latch. The following figure shows the basic topology of a bi-stable circuit:


Figure B-1 Example of bi-stable circuit.
The bi-stable circuit can assume 2 'stable' states. Either N0 is off and N1 is on, which means that $\mathrm{V}_{0}$ is high and $\mathrm{V}_{1}$ is low, or N 1 is off and N 0 is on (which is the opposite state). These states are 'stable' in a sense that the circuit holds this state indefinitely. It forms the basis of the 'latch', i.e. the memory element in digital circuits. This circuit can be modified such that has only 1 stable state; this modified circuit is shown in the following figure:


Figure B-2 Mono-stable circuit.

The element in figure B-2 that makes the circuit 'mono-stable' is the series resistor combination R2/R3. Now consider the following inequality.
$V_{1}=\frac{R_{3}}{R_{2}+R_{3}} V_{D D}>V_{t h, N 3}$
That is, if the voltage at $\mathrm{V}_{1}$ exceeds the threshold voltage of N 3 , the stable condition is
$\mathrm{V}_{\text {out }}=$ low, $\mathrm{V}_{0}$ is high, N 3 is on, and both N 1 and N 2 are off. It will now be explained how the mono-stable circuit works.

The goal of the mono-stable circuit is to produce a pulse with duration $\mathrm{T}_{2}$ at the output, when a pulse having a minimum duration of $\mathrm{T}_{1}$ is present at the input. The following steps explain qualitatively how this circuit works:

1. This circuit initially is in its stable condition; N 1 and N 2 are off, N 3 is on, $\mathrm{V}_{\text {out }}$ is low (almost at GND) and $\mathrm{V}_{0}$ is high (almost equal to $\mathrm{V}_{\mathrm{DD}}$ ). There is no voltage across C 1 (in this state the difference between $\mathrm{V}_{0}$ and $\mathrm{V}_{1}=\mathrm{V}_{\mathrm{DD}} \cdot \mathrm{R} 2 / \mathrm{R} 3$ is neglected, C 1 is discharged).
2. When a short input pulse of duration $\mathrm{T}_{1}$ is applied to the input, N 1 temporarily turns on, pulling down $\mathrm{V}_{0}$. Because C 1 cannot instantly charge, $\mathrm{V}_{1}$ is also pulled down and turns N3 off.
3. Now the inverse of the stable state occurs; $\mathrm{V}_{\text {out }}$ becomes high and $\mathrm{V}_{0}$ is low. This subsequently means that N 2 is also switched on, pulling down $\mathrm{V}_{0}$.
4. At this moment both N 2 and N 1 are on, and if the incoming pulse ends (i.e. if the input becomes low again) $\mathrm{V}_{0}$ remains pulled down by N 2 .
5. As soon as $\mathrm{V}_{0}$ is pulled down (initially by N 1 , and later by N 2 ), C 1 starts charging through the R2/R3 combination such that after a certain amount of time $\mathrm{V}_{1}$ exceeds the threshold voltage of N 3 again; at this moment the voltage across C 1 is equal to $\mathrm{V}_{\mathrm{th}, \mathrm{N} 3}$.
6. When this happens, the output becomes 'low' and the output pulse ends.
7. At that same moment, N 2 turns off and $\mathrm{V}_{0}$ pulls up to $\mathrm{V}_{\mathrm{DD}}$. This means $\mathrm{V}_{1}$ gets pulled up to a value of $\mathrm{V}_{0}+\mathrm{V}_{\mathrm{C} 1}=\mathrm{V}_{\mathrm{DD}}+\mathrm{V}_{\mathrm{th}, \mathrm{N} 3}$.
8. In order to reach the initial stable condition as explained in step 1, C 1 must be discharged such that $\mathrm{V}_{1}$ equals $\mathrm{V}_{\mathrm{DD}} \cdot \mathrm{R} 3 /(\mathrm{R} 2+\mathrm{R} 3)$ again. This discharge time is equal to the charge time mentioned in step 5.

The following steps indicate the minimum time $\mathrm{T}_{1}$ needed to make sure that transistor N 2 gets turned on. This minimum time

In the following analysis, when $V_{0}$ is pulled to ground it is assumed $V_{0}=0$ for simplification. Furthermore it is assumed that when N 1 and N 2 are off, $\mathrm{V}_{0}$ equals $\mathrm{V}_{1}$. The voltage $V_{1}$ is a function of time as soon as $V_{0}$ gets pulled to ground:
$V_{1}(t)=V_{D D} \frac{R 2}{R 3}\left(1-\exp \left(-\frac{t^{*}(R 2+R 3)}{R 2 * R 3 * C 1}\right)\right)$
This equation describes the charging of C 1 from 0 towards $\mathrm{V}_{\mathrm{DD}} \cdot \mathrm{R} 2 / \mathrm{R} 3$ witch a time constant $\mathrm{C} 1 \cdot(\mathrm{R} 2 \| \mathrm{R} 3)$. An important assumption is made here. It is that the transistors N 1 and N 2 form a negligible resistance when C 1 charges or discharges.

The time $\mathrm{T}_{2}$ now follows from equating this to the threshold voltage of N 3 (at that moment, the output voltage becomes 'low' again and the pulse ends):
$V_{D D} \frac{R 2}{R 3}\left(1-\exp \left(-\frac{T_{2} *(R 2+R 3)}{R 2 * R 3 * C 1}\right)\right)=V_{t h, N 3}$
Solving for $\mathrm{T}_{2}$ gives:
$T_{2}=-\frac{R 2 \cdot R 3 \cdot C 1}{(R 2+R 3)} \ln \left(1-\frac{V_{t h, N 3}}{V_{D D} \frac{R 2}{R 3}}\right)$
When R2 and R3 are equal, (B-4) reduces to
$T_{2}=-\frac{R \cdot C 1}{2} \ln \left(1-\frac{V_{t h, N 3}}{V_{D D}}\right)$
That is, when $\mathrm{R}=6 \mathrm{k} \Omega, \mathrm{V}_{\mathrm{th}}=0.4$ and $\mathrm{V}_{\mathrm{DD}}=1.2 \mathrm{~V}$ and $\mathrm{C} 1=6 \mathrm{fF}, \mathrm{T}_{2}$ equals 4.5 ps . In order to see whether the assumption that N 1 and N 2 form a negligible resistance is true, the following circuit is simulated:


Figure B-3 Mono-stable circuit as it is simulated in Cadence Spectre.
In this circuit a few choices regarding its implementation have been made. All transistors are chosen to be of minimum length to ensure the highest possible transit frequency. The load resistors R0 and R1 are $10 \mathrm{k} \Omega$ which is an empirical best fit regarding transistor bias current, voltage gain and bandwidth. The following plot shows the result.


Figure B-4 Plot showing the proper behavior of the mono-stable circuit.
The circuit works in a sense that the input output relation is now a time variant function. However as can be seen the simulated time of $\mathrm{T}_{2}$ is far larger than 4.5 ps . It is seen in figure (B-4) that $T_{2}$ has a length of 0.1 ns . This time is far longer than the time that would be initially guessed when filling in (B-5) with a capacitor value of 6 $\mathrm{fF}, \mathrm{V}_{\text {th }}=0.4 \mathrm{~V}$ and $\mathrm{R}=3 \mathrm{k} \Omega$. In this case the estimated value of $\mathrm{T}_{2}$ would be 4.5 ps instead of 0.1 ns . The answer to this large difference lies in the biasing conditions of N 2 . Because both $\mathrm{V}_{\text {in }}(\mathrm{t})$ and $\mathrm{V}_{0}(\mathrm{t})$ are low during the phase that the high pulse is present at $\mathrm{V}_{\text {out }}$, the drain-source voltage of N 2 and N 2 and the gate source voltage of N 1 are nearly zero. This means that both N 2 and N 1 draws nearly zero current. This means that C 1 charges far slower than predicted by (B-5). It can be concluded that the resistance of N1 and N 2 should not be neglected when considering this option for a frequency divider.
Because the output pulse duration $\mathrm{T}_{2}$ cannot be smaller than the order of 0.1 ns , no higher output frequencies than 5 GHz are supported. This is because C 1 also has to 'discharge' after $\mathrm{V}_{\text {out }}$ becomes low again. This takes an equivalent amount of time, yielding a total output period of roughly 0.2 ns . Because, as is shown in appendix B, an oscillator based circuit works at higher frequencies, this topology is not chosen.

## 13. Appendix C

This appendix deals with the linear behavior of a ring oscillator. The ring oscillator can be described by the linear model shown in figure C-1

Figure C-1 Linear version of ring oscillator circuit.


For every stage of a ring oscillator the transfer between input voltage and output voltage can be written as

$$
\begin{equation*}
\frac{V_{\text {in }}}{V_{\text {out }}}=g_{m} \cdot\left(R_{\text {out }} \| \frac{1}{j \omega C}\right)=\frac{g_{m} * R_{\text {out }}}{1+j \omega R C} \tag{C-1}
\end{equation*}
$$

The argument of this complex number is the phase shift caused by one stage:

$$
\begin{equation*}
\varphi=-\arctan (\omega R C) \tag{C-2}
\end{equation*}
$$

3 stages of this ring oscillator should provide a phase shift of $\pi$ radians (the net inversion around the loop creates an additional $\pi$ radians, such that the total phase shift around the loop is equal to $2 \pi$ ). Assuming all stages of the loop are identical the following holds:

$$
\begin{equation*}
\pi=-3 \arctan (\omega R C) \tag{C-3}
\end{equation*}
$$

This means that the frequency of oscillation can be given by [1]:

$$
\begin{equation*}
f_{\text {osc }}=\frac{\tan \left(\frac{-\pi}{3}\right)}{2 \pi R C}=\frac{\sqrt{3}}{2 \pi R C} \tag{C-4}
\end{equation*}
$$

In order for oscillation to occur, the loop gain should be at least unity. If all stages are identical this means that the absolute value of (C-1) should be at least unity, which means that

$$
\begin{equation*}
g_{m} R_{\text {out }} \geq \sqrt{1+\omega^{2} R^{2} C^{2}} \tag{C-5}
\end{equation*}
$$

If all stages are equal, it follows that $g_{m} R_{\text {out }} \geq 2$.
Assuming the loop gain is larger than 1 , the voltage swing will keep growing until it saturates due to non-linear amplitude limiting. This amplitude limiting will create a nonlinear form of oscillation. Because the resulting voltage swing is very large, the
parameters $\mathrm{g}_{\mathrm{m}}, \mathrm{R}_{\text {out }}$ and $\mathrm{C}_{\mathrm{in}}$ (which determine the loop gain and phase shift of the ring oscillator) are very hard to evaluate. In spite of this, an attempt is made to evaluate the oscillation frequency of the ring oscillator.

The following table will show for a PMOS and NMOS device having dimensions $3 / 0.1$ in a 090 technology the output resistance $\mathrm{R}_{\text {out }}$, the gate capacitance $\mathrm{C}_{\text {in }}$ and the transconductance $\mathrm{gm}_{\mathrm{m}}$.

| NMOS <br> PMOS | $\|\mathrm{VDS}\|=200 \mathrm{mV}$ | $\|\mathrm{VDS}\|=600 \mathrm{mV}$ | $\|\mathrm{VDS}\|=1 \mathrm{~V}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{VGS} \mid=$ <br> 200 mV | $10 \mathrm{M} \Omega, 1.4 \mathrm{fF}, 1.0 \mu \mathrm{~S}$ <br> $11 \mathrm{M} \Omega, 1.0 \mathrm{fF}, 0.84 \mu \mathrm{~S}$ | $5.7 \mathrm{M} \Omega, 1.4 \mathrm{fF}, 2.4 \mu \mathrm{~S}$ <br> $5.4 \mathrm{M} \Omega, 1.0 \mathrm{fF}, 2.3 \mu \mathrm{~S}$ | $2.8 \mathrm{M} \Omega, 1.4 \mathrm{fF}, 5.3 \mu \mathrm{~S}$ <br> $2.8 \mathrm{M} \Omega, 0.96 \mathrm{fF}, 4.7 \mu \mathrm{~S}$ |
| $\mathrm{VGS} \mid=$ | $4.5 \mathrm{k} \Omega, 2.5 \mathrm{fF}, 1.2 \mathrm{mS}$ | $8.0 \mathrm{k} \Omega, 2.5 \mathrm{fF}, 1.5 \mathrm{mS}$ | $8.0 \mathrm{k} \Omega, 2.5 \mathrm{fF}, 1.7 \mathrm{mS}$ |
| 600 mV | $11 \mathrm{k} \Omega, 2.1 \mathrm{fF}, 0.4 \mathrm{mS}$ | $17 \mathrm{k} \Omega, 2.0 \mathrm{fF}, 0.56 \mathrm{mS}$ | $17 \mathrm{k} \Omega, 1.9 \mathrm{fF}, 0.65 \mathrm{mS}$ |
| $\mathrm{VGS} \mid=$ <br> 1 V | $0.5 \mathrm{k} \Omega, 3.4 \mathrm{fF}, 1.4 \mathrm{mS}$ <br> $1.2 \mathrm{k} \Omega, 2.7 \mathrm{fF}, 0.38 \mathrm{mS}$ | $3.0 \mathrm{k} \Omega, 2.8 \mathrm{fF}, 2.2 \mathrm{mS}$ <br> $4.6 \mathrm{k} \Omega, 2.3 \mathrm{fF}, 0.93 \mathrm{mS}$ | $4.2 \mathrm{k} \Omega, 2.8 \mathrm{fF}, 2.3 \mathrm{mS}$ <br> $6.9 \mathrm{k} \Omega, 2.2 \mathrm{fF}, 1.1 \mathrm{mS}$ |

Table C-2 Different values for $\mathrm{C}_{\text {in }}$ of a PMOS or NMOS transistor determined by biasing conditions (unit = Farad).

Because both the input and the output of every stage in a ring oscillator has the large voltage swing, all 3 parameters $R_{\text {out }}, C_{i n}$, and $g_{m}$ vary, making it very hard to approximate the oscillation frequency using linear analysis. Furthermore, process waver to wafer variations can cause variations in transistor properties, these properties are therefore bound to a normal distribution. When evaluated using PROMOST, a range of $3 \sigma$ corresponds to a rough $15 \%$ variation in transconductance and input capacitance and about $30 \%$ variation in output resistance.
Considering table C-2, and assuming that a full sine wave of 1.2 V amplitude and 0.6 V offset spends $44 \%$ of the time in the region $800-1200 \mathrm{mV}$ and the same amount of time in the $0-400 \mathrm{mV}$ region, the transconductance of a $3 / 0.1$ NMOST could be averaged to about $1-1.5 \mathrm{mS}$. The capacitance of the same transistor seen at the gate would be 2.5 fF and the output resistance would equal $6 \mathrm{k} \Omega$
Linear interpolation can be used for transistors with other dimensions, that means that for instance the transconductance of an $2 / 0.1$ NMOS would equal $0.66-1 \mathrm{mS}$. The same applies for a resistor; $6 \mathrm{k} \Omega$ output resistance for a $3 / 0.1$ NMOS means $9 \mathrm{k} \Omega$ output resistance for a $2 / 0.1$ NMOS transistor.
For the PMOS, the $g_{m}$ can be equal to 0.35 times the $g_{m}$ of an NMOS transistor. When an NMOS and PMOS transistor have equal dimensions the relation for the output resistance can be approximated by $\mathrm{R}_{\text {out,PMOS }}=2 \mathrm{R}_{\text {out,NMOS }}$ An equivalent rule applies for the gate input capacitances; $\mathrm{C}_{\mathrm{in}, \mathrm{PMOS}}=0.8 \mathrm{C}_{\mathrm{in}, \mathrm{NMOS}}$

## 14. Appendix D

This appendix shows the correlation between the intermodulation coefficient $\mathrm{K}_{1,1}$ and the second order harmonic coefficient $\mathrm{a}_{2}$ as defined in (23).

The two sinewaves $V_{A}$ and $V_{B}$ are defined as:

$$
\begin{align*}
& V_{A}(t)=Z_{1} G_{m 1} V_{\psi} \cos \left(\omega_{o s} t\right)  \tag{D-I}\\
& V_{B}(t)=Z_{1} G_{m \_i n} V_{\xi} \cos \left(\omega_{i n} t+\varphi\right) \\
& V_{B}(t)+V_{A}(t)=V_{1}(t)  \tag{D-3}\\
& A=Z_{1} G_{m_{\_i} i n} V_{\xi}  \tag{D-4}\\
& B=Z_{1} G_{m 1} V_{\psi}
\end{align*}
$$

When the sum of $V_{B}(t)$ and $V_{A}(t)$ is at the input of the nonlinear function (23) and if only $2^{\text {nd }}$ order harmonic distortion is evaluated, the output of the non-linear function is:

$$
f\left(A \cos \left(\omega_{i n} t\right)+B \cos \left(\omega_{o s} t\right)\right)=a_{1} *\left(A \cos \left(\omega_{\text {in }} t\right)+B \cos \left(\omega_{o s} t\right)\right)+a_{2} *\left(A \cos \left(\omega_{i n} t\right)+\cos B\left(\omega_{o s} t\right)\right)^{2}
$$

The second order term can be rewritten as

$$
a_{2} *\left(A \cos \left(\omega_{i n} t\right)+B \cos \left(\omega_{o s} t\right)\right)^{2}=a_{2} *\left(A \cos ^{2}\left(\omega_{i n} t\right)+B \cos ^{2}\left(\omega_{o s} t\right)\right)+2 a_{2} A B \cos \left(\omega_{i n} t\right) \cos \left(\omega_{o s} t\right)
$$

Rewriting the intermodulation product gives:
$2 a_{2} A B \cos \left(\omega_{i n j} t\right) \cos \left(\omega_{o s c} t\right)=2 a_{2} A B\left(\cos \left(\left(\omega_{\text {inj }}-\omega_{o s c}\right) t\right)+\cos \left(\left(\omega_{i n j}+\omega_{o s c}\right) t\right)\right) \quad$ (D-7)
From this intermodulation product, the high frequency term $\cos \left(\left(\omega_{i n j}+\omega_{\text {osc }}\right) t\right)$ will be filtered out and therefore the intermodulation term can be written as

$$
\begin{equation*}
a_{2} A B \cos \left(\left(\omega_{i n j}-\omega_{o s c}\right) t\right)=\frac{1}{2} K_{1,1} Z_{1}^{2} G_{m_{-} i n} G_{m 1} V_{\xi} V_{\psi} \cos \left(\omega_{i n} t-\omega_{o s} t\right) \tag{D-8}
\end{equation*}
$$

This means that for $\mathrm{K}_{1,1}$ the following can be written:

$$
\begin{equation*}
K_{1,1}=2 * a_{2} \tag{D-9}
\end{equation*}
$$
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