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Abstract

Because today’s world exhibits an increasing demand for wireless communication, available bandwidth
in the electro-magnetic spectrum is becoming scarce. Therefore, it is important to use it more effi-
ciently. The widely applied transmission scheme orthogonal frequency-division multiplexing (OFDM)
has shortcomings when high efficiency is required in a multi-user setting. This scheme employs an
orthogonal set of truncated sinusoids as the basis of the transmission signal, giving spectral sidelobes
that interfere with other users. Tight synchronization between the users is required to avoid mutual
interference when the cost of increased frequency spacing, i.e. lower spectral efficiency, is undesirable.

Conventional approaches of this problem leave the sinusoidal basis signals intact and thereby only
combat the symptoms. As an alternative solution, it was suggested to change from sinusoids to a
completely different set of basis signals for transmission: Hermite functions. These functions are
well-localized in time-frequency according to their second-order moments and therefore theoretically
cause minimal interference to other users when employed as basis signals. The first function of the
set is a Gaussian function, which is known to be the optimally time-frequency concentrated function.

The current work presents the results of an investigation in the applicability of Hermite functions
as a set of basis signals for wireless communication. Despite being well-localized in time-frequency re-
garding the second-order moments, Hermite functions exhibit exponential tails that extend infinitely
both in time and in frequency. The resulting overlap between different symbols causes inter-symbol
interference (ISI), that increases with symbol density. Spectral efficiency depends on the density
of symbols in the time-frequency plane, the number of basis signals and the employed modulation
scheme. Analyses, simulations and measurements in this thesis are focussed on the question what
the maximum achievable spectral efficiency of a Hermite system is, when the bit-error ratio (BER)
resulting from ISI is constrained. Because a rigorous mathematical analysis of the inherent interfer-
ence tends to burst with complexity, the simulations and measurements attain a prominent role in
the anwer to this question.

When spectral efficiency is maximized, there is intuitively little tolerance on symbol positions in
time-frequency. Because the unsynchronized multi-user situation is the intended application of the
Hermite system, questions about its robustness against missynchronization are relevant. The mis-
synchronization tolerance depends on the characteristics of the relation between the synchronization
error and the BER. This relation is inspected by means of simulations and compared to that of a
traditional OFDM system.

A major goal of the current work is verification of theoretical performance by the actual transmis-
sion of data using physical transceivers. To accomplish this goal, an experimental setup consisting
of globally available hardware is made. The real-world transmissions of data with Hermite functions
lead to results that support theoretical performance figures.

It is seen that spectral leakage of a Hermite-based system is low when compared to OFDM. Ac-
cording to the results of the current work, the Hermite basis gives the advantage of well-controllable
robustness against missynchronization between different users, while achieving close-to-optimal spec-
tral efficiency. Therefore, the Hermite functions give hope of a future with improved utilization of
the electro-magnetic spectrum.
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Chapter 1

Introduction

Today’s world is all about connecting and communicating. Telephony and the internet provide
communications between an increasing number of people all over the world. Furthermore, wireless
computer networks have become common facilities in homes, providing connections between laptops,
smartphones, television sets and printers.

Although devices, such as a door bell and its push button, were traditionally connected by wires,
there seems to be a global trend to use wireless connections instead. Furthermore, people’s increased
mobility is a driving force for wireless communication. In less-developed countries, the phase of rolling-
out wired telecommunication networks is even skipped and focus is going straight to connections by
radio waves [19], because wireless infrastructure has become relatively inexpensive.

In general, establishing and maintaining a reliable wireless connection with large capacity is techni-
cally much more challenging than a wired equivalent. But the shift from wired to wireless connections
does not mean that people have lowered their standards with regards to capacity and reliability. On
the contrary: demands for capacity have increased, e.g. because people want to view high-quality
video on their mobile devices, and as more aspects of our lives rely on the connections’ presence,
reliability becomes ever more important.

One of the problems accompanying these developments, is that the available electromagnetic
spectrum is becoming scarce [40]. Every single transmitter occupies a piece of spectrum for some
time. During this time, other transmitters can not use the same piece without causing interference.
Luckily, the geographical range covered by a transmitter is limited, allowing the reuse of spectrum in
different areas. But the required distance to cover is very dependent on the specific application: it
can be a few centimeters or even thousands of kilometers.

To maintain interference-free operation of certain connections, national and international regu-
latory bodies (e.g. the Federal Communications Commission (FCC) in the US) allocate bands in
the spectrum for particular services or licensees, such as television broadcast and cellular network
providers. Because the cost of spectrum licenses increases with bandwidth, it is beneficial for li-
censees to minimize the occupied bandwidth per transmitter. The allocations are usually fixed for a
prolonged period and cover a large geographical area [2]. This rigid allocation of spectrum contributes
to inefficient use of the spectrum, because many allocated bands are not continuously in use by the
licensee. Currently, only 2% – 20% of the usable spectrum is active at an arbitrary time and place
[37].

The problem of scarcity and inefficient use of the electromagnetic spectrum has stimulated re-
searchers to investigate what is called cognitive radio (CR). By employing dynamic spectrum access
(DSA), a CR can use locally and temporarily available bands, often called white spaces or spectrum
holes. Although these bands may be allocated to a primary user (PU), the CR, as a secondary user
(SU), is allowed to use them, but under certain conditions. An important condition is that the SU
should not interfere with any PU’s system. As a consequence, the SU’s occupied bandwidth must fit
in the spectrum hole and thus out-of-band emissions must be extremely low.

Minimization of required bandwidth is one of the stimuli for the subject of this thesis.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Relationship between time domain and frequency domain. The thick curve in the left
“window” shows the time-domain representation of a function. The function can be thought of as
the sum of the two sinusoids. The graph on the right visualizes the frequency-domain representation.
(image from [1])
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Figure 1.2: Frequency magnitude representations of a sine and its truncated version

1.1 Periodicity, sinusoids and Fourier

Earth’s nature knows many periodic phenomena: day and night alternate, causing animals to sleep
and wake; four seasons appear in a fixed order each year, changing the colors of trees and plants
accordingly; and so on. These things are often related to the behavior of celestial bodies, that show
rotations and travel in elliptical orbits.

In mathematics, sinusoids1 are well-known periodic functions. They are at the heart of theories
developed by Joseph Fourier (1768-1830) [7]. Fourier stated that an arbitrary periodic function can
be represented by a series of sinusoids, whose frequencies are multiples of the original function’s
frequency. This representation is called a Fourier series. More generally, the Fourier transform allows
a similar representation of both periodic and non-periodic functions.

The weights and frequencies of all sinusoids in the Fourier representation give information about
the spectral content of the function. It is said that the Fourier transform gives the frequency-domain
representation of the original (time-domain) function. Figure 1.1 illustrates the relation between time
domain and frequency domain.

Natural phenomena are often called periodic when they show periodic behavior for some finite
time. Sinusoids are periodic functions in a strict sense: their periodic behavior never ends. The
frequency-domain representation of a strictly periodic function exhibits (infinitely) narrow peaks at
particular frequencies. For example, a sine of a certain frequency causes a peak at that same frequency
in the frequency domain. However, a truncated version of the same sine is no longer strictly periodic
and exhibits a sinc-shaped curve around this frequency. See Figure 1.2. The function that was

1In this thesis, the general term “sinusoids” includes sine and cosine functions, as well as complex exponentials.
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CHAPTER 1. INTRODUCTION

obtained by truncation is sometimes regarded as having a certain center frequency, corresponding to
the frequency of the original sine.

In electrical engineering, the values over time of particular voltages or currents within a circuit are
often called signals. Signals can mathematically be represented by functions in theoretical treatises,
allowing frequency-domain analysis of the signals by means of the Fourier transform.

1.2 Wireless data transfer

A field of electrical engineering in which frequency-domain analysis plays a prominent role, is that
of (wireless) communications systems. Radio systems exploit the properties of radio frequency (RF)
signals, that enable them to travel from one place (antenna) to another without needing a visible
medium, such as a wire.

Transferring a binary digit by wire can be realized by placing, for some time interval, a voltage
with one of two polarities on a pair of wires. Each polarity corresponds to one of the two possible
bit values. At the other end of the wires, the receiver measures the voltage polarity to find the bit
value. Obviously, multiple bits can be transferred by repeating this for subsequent time intervals.
The transmitted signal consists of a series of (rectangular) voltage pulses and its frequency-domain
representation shows the shape of a sinc-function, centered at 0 Hz.

For wireless data transfer, the pulse signal is used to modulate a carrier signal, causing the latter
to “carry” the data. Wireless propagation is possible, because the carrier signal is a sinusoid at RF.
The frequency-domain representation of the result shows the same sinc-shape of the pulse signal, but
centered at the carrier frequency. To demodulate the signal, the receiver uses a similar carrier signal
at the same frequency. Ideally, the original pulse signal is the result of the demodulation.

When frequency-division multiplexing (FDM) is employed, multiple, individually modulated carri-
ers of different frequencies are summed, either in the electronic circuitry or when travelling through the
medium. In the latter case, each carrier comes from a different transmitter, hence frequency-division
multiple access (FDMA) is employed. When multiple carriers come from a single transmitter, the
scheme is referred to as multi-carrier modulation.

Because the sinc-shape spreads widely in the frequency domain, the different carriers can cause
interference to each other’s signals. The result is that bits are misinterpreted at the receiver, impairing
data integrity. A traditional solution consists of choosing the carrier frequencies far apart, but this
means that less carriers can be placed in a certain bandwidth, i.e. spectral efficiency is lower. With the
nowadays-popular multi-carrier scheme OFDM, a set of orthogonal sinusoids is used as the subcarriers
of a transmitter. Because these sinusoids are spaced very closely in frequency, spectral efficiency is
high. Orthogonality of the carriers ensures that no inter-carrier interference (ICI) occurs. OFDM
is employed in many contemporary wired and wireless communication systems, of which Digital
Subscriber Line (DSL) and wireless LAN (WLAN) are probably best known. A corresponding scheme
for multiple transmitters is referred to as orthogonal frequency division multiple access (OFDMA).

However, OFDM is known to suffer from ICI when transmitter and receiver carrier frequencies
are not synchronized. Furthermore, timing missynchronization causes ISI. For OFDMA, missyn-
chronization between different users leads to even more interference, which is sometimes referred to
as multiple-access interference (MAI) [34]. Missynchronization is caused notably by mismatch of
individual devices’ local oscillators (LOs), which is unavoidable because of differences in electronic
components and environments. Other causes are wireless-channel effects, such as Doppler-shifts.

1.3 Battling spectral inefficiency in a multi-user situation

Spectrum scarcity, in combination with the shortcomings of existing communication schemes re-
garding spectral leakage and synchronization robustness in multi-user situations, calls for drastic
improvements in the way wireless communication is performed.

One possible solution is examined by Wim Korevaar in [23]. He proposed proposed to switch
from sinusoid-based signals to signals based on Hermite functions, in order to reduce the spectral
leakage associated with the truncated sinusoids. These functions, illustrated in Figure 1.3, are non-
periodic and their energy is well-localized in both the time domain and the frequency domain. In fact,
the functions exhibit the same curve shape in both domains. Furthermore, their spectral magnitude

3
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Figure 1.3: The first four Hermite functions.

decays exponentially, hence considerably faster than the 1/f decay of truncated sinusoids. This thesis
will further investigate the use of Hermite functions in digital wireless communications.

Taking spectrum scarcity as a given, a few different situations regarding to wireless communica-
tions can be considered:

• Only a single user needs to transmit

• Multiple, mutually well-synchronized users share the spectrum

• Multiple users need to share the spectrum, but they are unsynchronized

The first situation excludes MAI because there are no other users to interfere with. Hence, spectral
leakage is no problem. Considering that OFDM is capable of very high spectral efficiency, and thus
large data throughput, when a large number of subcarriers is used, this scheme suits the situation
properly. Moreover, it shows excellent robustness in frequency-selective channels, which are very
often encountered in practice. The efficient implementation of OFDM using fast Fourier transform
(FFT) algorithms also serves its applicability very well.

If there are multiple users and they are well-synchronized (second situation), OFDMA is a good
choice, because interference between users is avoided by the synchronization. This way, all users
combined can form one large OFDM system with different (sets of) subcarriers assigned to different
users.

However, in case there are multiple users that are unsynchronized, while spectrum is scarce, an
OFDM system is very undesirable. The spectral sidelobes of one user can easily interfere with others.
The slow decay of spectral magnitude means that the frequency distance between different users
needs to be large, which leads to inefficient use of the spectrum.

In this situation, communication based on Hermite functions is expected to be beneficial. The
functions’ rapid spectral decay allows efficient use of the spectrum, while a possibly modest spectral
guard space provides robustness against missynchronization between users. Although the guard space
lowers spectral efficiency, adapting it to the possible mismatches allows a minimum of efficiency loss,
while MAI is still adequately mitigated.

1.4 Research goals and questions

The work done by Korevaar [23] was limited to theoretical analyses and simulations in a simple addi-
tive white Gaussian noise (AWGN) and Rayleigh-fading channel. Others, like Walton and Hanrahan
[45], Haas and Belfiore [20] and Chongburee [9], have also performed only theoretical work on the
subject of Hermite-based communication. However, the idea of actual data transmission through
the air by a Hermite-based system is an exciting one. It would be very interesting to see whether
transmission using this system actually works in practice. Moreover, many people confer great value
to empirical results. This has led us to believe that experiments using actual radio transceivers can be
worth while, despite the fact that there exist models for many (significant) real-world effects yielding

4



CHAPTER 1. INTRODUCTION

very realistic simulation results. The first goal at the start of this thesis, therefore, is to conduct
real-world experiments, in order to verify theoretical and simulated performance of Hermite-based
communication.

Hermite functions decay exponentially, which means the decay is rapid but also that the non-zero
tails are of infinite length. While OFDM symbols are strictly limited in time and have non-overlapping
time slots, Hermite-based symbols will naturally overlap and suffer from ISI. Avoiding this overlap
by truncation is not desirable, as it would introduce spectral sidelobes. The similar shapes in both
the time domain and the frequency domain, cause the Hermite functions to have overlapping tails in
both domains as well.

Because closer spaced symbols yield higher data throughput but also cause more mutual inter-
ference and thus data errors, the main research question arises: How dense can the symbols of a
Hermite-based communication system be packed in time-frequency, when the BER is constrained?
And immediately the question can be extended: How well is its spectral efficiency compared to e.g.
OFDM? Furthermore, in the context of spectrum-scarce, multi-user communication, it will be inter-
esting to know, how tolerant the system is to missynchronization between different transmitters and
how this compares to OFDM/OFDMA.

1.5 Thesis outline

Chapter 2 presents and discusses (mostly existing) theoretical knowledge about the subject of this
thesis. It presents mathematical models that are used in subsequent chapters and provides the
definition of what is central to our research: the Hermite functions. After this, chapter 3 presents
an analysis of multi-carrier communications where ISI is present, with a focus on Hermite-based
systems. Details of the practical setup used for simulations and measurements are presented in
chapter 4. Chapter 5 presents and discusses results from the simulations and measurements and links
them to theory and analysis. Finally, in chapter 6, the most important conclusions of this thesis are
given and directions for future research are recommended.
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Chapter 2

Background theory

The current chapter provides a theoretical foundation for subsequent chapters to build upon. The
lowpass signal representation, which is used widely in telecommunication theory, is introduced and
a few of its advantages are noted. Also the notion of signal modulation for information carriage is
explained, including mathematical equations that describe the process. A few important effects on
signals in a wireless channel are described in the section on channel models. Furthermore, the time-
frequency perspective, which is very convenient in reasoning about transmission signals and spectral
usage, is treated briefly.

Essential in this thesis’ subject are Hermite functions. Their mathematical definition is given
in this chapter and a few notable properties are discussed. Furthermore, a derived set of signals,
called the Fourier-Hermite signal set, is described. The chapter will conclude with a mathematical
description of multiple transmitters and receivers.

Many functions (such as a transmitted signal stx(t)) and variables are used in different situations
throughout this thesis with a similar meaning but not identical definition. Strictly speaking, these
functions and variables should receive a different name each time they are used for a different, specific
case. However, to keep mathematical equations readable, we have avoided the subscripts and other
elaborate notations that would be needed to differentiate between the specific situations. In stead,
the specific instances of these functions and variables are distinguished by means of the surrounding
text.

2.1 Fourier transform

The Fourier transform is an important tool within the context of this thesis. Several slightly different
definitions of this mathematical operation are used in literature. Throughout this thesis, the uni-
tary Fourier transform is used, unless explicitly indicated otherwise. The (forward) unitary Fourier

transform (F ) and its inverse (F −1
) are defined as

F{f(t)
}
4
=

1√
2π

+∞∫
−∞

f(t)e−jωt dt (2.1a)

F −1
{
F (ω)

}
4
=

1√
2π

+∞∫
−∞

F (ω)ejωt dω (2.1b)

where F (ω) = F{f(t)
}

is the frequency-domain1 representation of f(t). The often-used, non-

unitary Fourier transform differs from Equation 2.1 by leaving out the factor 1/
√

2π in the forward
transform and replacing it by 1/2π in the inverse transform.

The unitary Fourier transform is used here, because it is consistent with the fractional Fourier
transform (FrFT), which will be introduced in section 2.7. Furthermore, Parseval’s identity does not

1The Fourier transform is often considered a transform between the time and frequency domains, like in this thesis.
However, other pairs of domains exist, that are related by the Fourier transform as well.

7



CHAPTER 2. BACKGROUND THEORY

need a scaling factor:

+∞∫
−∞

∣∣f(t)
∣∣2 dt =

+∞∫
−∞

∣∣F (ω)
∣∣2 dω (2.2)

The left-hand side of this equation corresponds to the common definition of signal energy. Hence,
energy can be calculated from either the time-domain or frequency-domain representations of a signal
without the inconvenience of additional scaling.

2.2 Bandpass and lowpass signal representations

Wireless communications systems operate on a certain carrier frequency in the radio-spectrum, mean-
ing that the transmitted signals use a part of the spectrum close to that frequency. This part can be a
band around the carrier frequency, as in basic amplitude modulation (AM) and frequency modulation
(FM), or e.g. a band at one side of the carrier (single sideband (SSB)).

Most systems transmit signals that can be categorized as narrowband bandpass signals [39], oc-
cupying a band around a carrier frequency, with a bandwidth that is much smaller than the carrier
frequency. It is usually (mathematically) convenient to reason about signals with their active band
around direct current (DC), considering only the equivalent lowpass signals. Essentially, the two
representations are frequency-translated versions of each other. The lowpass signal representation
provides an abstraction from actual RF practicalities.

A complex-valued lowpass signal can be expressed in a Cartesian or a polar form:

slp(t) = x(t) + jy(t) (2.3a)

slp(t) = a(t) ejΘ(t) (2.3b)

where x(t), y(t), a(t) and Θ(t) are real-valued low-frequency functions. The signal a(t) is the (mag-
nitude) envelope and Θ(t) the phase of slp. The relations between the Cartesian and polar forms are
the same as for regular complex values:

a(t) =
√
x2(t) + y2(t) (2.4a)

Θ(t) = arg

(
y(t)

x(t)

)
(2.4b)

The corresponding bandpass signal is the lowpass signal translated in frequency by FC, the carrier
frequency, and converted to a real-valued signal:

sbp(t) =R{slp(t) ej2πFCt
}

(2.5)

This equation can be expanded to

sbp(t) = x(t) cos (2πFCt)− y(t) sin (2πFCt) (2.6a)

sbp(t) = a(t) cos
(
2πFCt+ Θ(t)

)
(2.6b)or

The cosine and sine carrier components are in phase quadrature and x(t) and y(t) are the quadrature
components of the bandpass signal sbp(t). Another name for slp(t) is the complex envelope of sbp(t).

In addition to providing a convenient abstraction for theoretical reasoning, the lowpass signals
are often physically present in communication systems. They are then commonly named baseband
signals and the bandpass signals can be referred to as RF signals.

A transmitter can generate the lowpass signal in the digital domain, after which x(t) and y(t) are
separately converted to the analog domain. In the analog domain, multiplication by cosine and sine
carrier signals is performed and the results are summed, giving the real-valued bandpass signal.

The corresponding receiver multiplies the received bandpass signal with cosine and sine carrier
signals of the same frequency and filters the results in the analog domain. This filtering is necessary
to remove signal copies around 2FC resulting from the multiplication. The two filter outputs again
represent (estimates of) x(t) and y(t) that are converted into the digital domain by analog-to-digital
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Channel+LO

×

×

x(t)

y(t)

LO

×

×

x̂(t)

ŷ(t)

Transmitter Receiver

cosωct

sinωct

cosωct

sinωct

Figure 2.1: Block diagram showing the conversions between baseband and RF signals in a radio
system. The carrier frequency is ωc.

converters (ADCs). This simultaneous sampling of the in-phase (I) signal x(t) and the quadrature
(Q) signal y(t) is often called I/Q sampling. The principle is shown as a block diagram in Figure 2.1.

The RF signal actually travels through the wireless channel, but channel effects manifest in the
lowpass signals as well. Hence, an equivalent lowpass description of the channel can be made. An
ideal channel at RF is also represented by an ideal channel at baseband, in which case the system
provides a transparent connection between the transmitting and receiving baseband systems.

Simulation of communication systems including RF signals, requires the sample rate to accomodate
these high-frequency signals without aliasing. It is more efficient to include only lowpass signal
representations for simulation, because the sample rate can be considerably lower.

Unless explicitly indicated, the lowpass representation for signals and systems is used throughout
this thesis.

2.3 Modulation schemes

Composing the lowpass signal at a (single-carrier) digital transmitter is in a simple form commonly
represented by summing a series of time-shifted waveforms or pulses of a particular (complex) am-
plitude:

stx(t) =
∑
n

Anspulse(t− nTsym) (2.7)

where An is a (complex) amplitude or modulation factor corresponding to the employed modulation
scheme, spulse(t) is the basis pulse function (e.g. a rectangular pulse) and Tsym is the average symbol
duration. A symbol is in this case composed of a single pulse, representing the information of one or
more bits.

An estimate of the original modulation factor can be found at the receiver using a matched filter
operation:

Ân =

+∞∫
−∞

srx(t)spulse(t− nTsym) dt (2.8)

where the original (unmodulated) pulse function is used as a template function for the filter. The
matched filter is the optimal demodulator for AWGN channels (see also subsection 2.5.2): it maximizes
the signal-to-noise ratio (SNR) at the demodulator output.

Because Equation 2.7 describes a linear relationship, the spectrum of the basis pulse determines
the spectrum of the transmitted signal. Often a rectangular basis pulse (of duration Tsym) is used,
having the well-known sinc-shaped magnitude spectrum.

The employed modulation scheme defines the mapping of bit values to modulation factors. Binary
phase shift keying (BPSK) maps a single bit of value 0 or 1 to a modulation factor of value −1 or 1,
whereas quadrature phase shift keying (QPSK) maps in a similar fashion one bit to the real part of the
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modulation factor and another to the imaginary part. In generic form, M -phase shift keying (PSK)
and M -quadrature amplitude modulation (QAM) map the values of log2(M) bits to one modulation
factor, where M is an integer number, usually a power of two. Each modulation factor can have one
of M possible values. The values of modulation factors can be visualized by points in the complex
plane, resulting in a constellation diagram.

The estimated modulation factors at the receiver are versions of the transmitted factors that are
altered by the channel. Various channel effects result in different alterations of the modulation factors.
If the channel exhibits additive noise, so do the received modulation factors. Attenuation reduces the
magnitude of the modulation factors and a phase shift of the RF signal results in a static rotation of
the constellation points around the origin.

The receiver makes a decision which original modulation factor value was transmitted. A simple
method is to use strictly defined areas around each constellation point. The area within which the
received modulation factor falls, determines the data. A data error occurs when a modulation factor
was altered severely enough to fall in a different area. For schemes with multiple bits per modulation
factor, Gray encoding is often used to assign the possible data values to modulation factors. This
way, the most likely decision errors (the point falls in the area of an adjacent constellation point)
result in only a single bit error [39].

The following equations describe QPSK mapping:

An =
√

2

(
b2n −

1

2
+ j

(
b2n+1 −

1

2

))
(2.9a)

b̂2n =

{
1 if R{Ân} > 0

0 otherwise
b̂2n+1 =

{
1 if I{Ân} > 0

0 otherwise
(2.9b)

where bn is the nth bit, An is the nth modulation factor, and b̂n and Ân are the estimates of the nth

bit and modulation factor, respectively. The decision boundaries are the real and imaginary axes in
the constellation diagram.

2.4 Multi-carrier systems

Many digital communication systems employ multiple carriers that are modulated and transmitted
simultaneously. This means that one symbol is the sum of multiple, individually modulated, basis
pulses with equal time shifts. The corresponding equations for transmitter and receiver are

stx(t) =
∑
n

Nc−1∑
k=0

An,ksbase,k(t− nTsym) (2.10)

Ân,k =

+∞∫
−∞

srx(t)sbase,k(t− nTsym) dt (2.11)

where Nc is the number of subcarriers, An,k is the modulation factor for subcarrier k in symbol n
and sbase,k(t) is the basis signal for subcarrier k. The basis signals can be any set of functions that
are sufficiently distinguishable at the receiver.

In AWGN channels (see also subsection 2.5.2), orthogonal function sets are optimum as basis
functions [27]. Two functions f(t) and g(t) are orthogonal (over the interval [−∞,+∞]) when their
inner product is zero:

+∞∫
−∞

f(t) g(t) dt = 0 (2.12)

An orthogonal function set satisfies this criterion for every pair of distinct functions in the set.

10
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OFDM employs a set of orthogonal complex exponentials as basis signals:

sbase,k(t) =

{
1√
Tsym

ej2πkt/Tsym if 0 ≤ t < Tsym

0 otherwise
(2.13)

where k ∈ Z denotes the subcarrier number. This results in a set of subcarriers at baseband frequen-
cies k/Tsym. The total occupied bandwidth is subdivided into Nc bands.

Each basis signal of Equation 2.13 is essentially a complex exponential with frequency k/Tsym,
multiplied with a rectangular window function of duration Tsym. The spectrum of a subcarrier is
therefore sinc-shaped and centered at k/Tsym. Hence, the transmitted spectrum of an OFDM system
is the sum of multiple, uniformly spaced, sinc pulses.

When compared to single-carrier transmission, the symbol time of OFDM is Nc times as long
for the same throughput, reducing the impact of delay spread from e.g. multipath propagation (see
subsection 2.5.3) [11]. In order to further mitigate ISI as well as ICI due to the delay spread, a cyclic
prefix (CP) is often inserted before each symbol [32], at the cost of a longer total symbol time and
thus lower throughput.

The subbands of OFDM are usually narrow enough to encounter an approximately flat frequency
response in frequency-selective channels, reducing the required equalization at the receiver to a simple
attenuation and phase rotation per subcarrier. Generating and modulating the subcarriers is often
realized in hardware with the implementation of an (inverse) FFT algorithm.

2.5 Channel models

The bandpass signal from the transmitter passes through a — wired or wireless — channel, before
arriving at the receiver. In an ideal channel, the signal remains untouched while propagating through
the channel. But in practice, propagation effects and electromagnetic disturbances distort the signal
in various ways.

2.5.1 Single-path loss

An important channel effect is path loss. This is noticable by a decrease in received signal power,
when the distance between transmitter and receiver is increased.

One of the simplest mathematical models of the free-space loss is Friis’ law [32][16]:

Prx =

(
λ

4πd

)2

Ptx (2.14)

in which Prx and Ptx are the received and transmitted signal powers, respectively, λ is the wavelength
of the signal and d is the distance between the antennas. The law assumes that there is only a line of
sight (LOS) path for the electromagnetic wave to travel and that the antennas radiate isotropically.
These assumptions are seldomly justified for practical situations, which is explained further in sub-
section 2.5.3. Furthermore, the law may only hold in the so-called far field of the antennas, meaning
that all of the following conditions must be met [32]:

d > dR =
2L2

a

λ
d� λ

d� La

in which dR is called the Rayleigh distance and La is the largest physical dimension of the antenna.

In simulations of a communications system, using only the path-loss model for the channel nor-
mally makes little sense, if all other parts of the simulated system are ideal and simulation is performed
with sufficient numerical precision.
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Figure 2.2: Illustration of multipath propagation by reflection (R), scattering (S) and diffraction
(D) (image from [5])

2.5.2 AWGN

Another effect of a practical channel is the presence of noise. A noisy channel is often described by
an AWGN channel model:

srx(t) = αstx(t) + sn(t) (2.15)

where stx(t) and srx(t) are the transmitted and received signals, respectively, α is the linear gain of
the channel and sn(t) is the added noise.

The value for α may be estimated with a path loss model such as Friis’ law. It may optionally
have a complex value, to model both attenuation and phase rotation.

The noise component is considered a complex-valued, zero-mean Gaussian noise process with a
flat power spectral density (PSD) of N0 (expressed as a power per unit bandwidth, e.g. W/Hz),
so σ2 = N0/2 per dimension [29]. In practice, the total noise is dominated by the thermal noise
introduced in the receiver circuitry [42]. Therefore, N0 is dependent on the temperature by N0 = kBTe

[32], where kB is Boltzmann’s constant and Te is the environmental temperature. A commonly used
value for approximate calculations is N0 = −174dBm/Hz.

2.5.3 Fading

Although fading channels are not actually used in the simulations of this thesis, wireless commu-
nications systems often employ techniques to combat their impairing effects. Furthermore, basic
knowledge of the subject helps to hypothesize about the performance of a given system in practical
situations. For these reasons, the current subsection focuses on fading channels.

In general, the propagation of radio waves is influenced by reflection, diffraction and scattering [5].
These main basic propagation mechanisms are illustrated in Figure 2.2. Each time an electromagnetic
wave hits an object, one of these effects occurs. If the object has a smooth surface that is large
in comparison to the wavelength, reflection occurs. However, objects with a rough surface or with
dimensions in the order of the wavelength or smaller, cause scattering of the wave. A large object with
a dense body causes secondary waves to appear on its other side, which is referred to as diffraction.
A wave’s path from transmitter to receiver, is likely to break more than once under the influence
of these mechanisms, depending on the spatial positions of the transmitter, receiver and interacting
objects (IOs).

For a given distance between transmitter and receiver, the attenuation can be different if objects
are positioned differently, so attenuation of the signal is not only dependent on distance as in the
free-space model. This is often modeled as a log-normally distributed variation about the mean
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Fading channels

Large-scale fading Small-scale fading

Variations about mean Mean path loss Time dispersion Time variance

Frequency-selective fading Flat fading Fast fading Slow fading

Figure 2.3: Categorization of fading channel types (based on [42]).

attenuation [42]. Combined with the mean path loss, this effect is called Large-scale fading, referring
to the scale of object displacement, which is typically larger than the signal wavelength.

Another type of fading arises when there is more than one path from transmitter to receiver for a
certain spatial arrangement, referred to as multipath propagation. The three mechanisms mentioned
above cause the transmitted signal to be received multiple times, through different paths, when there
are IOs. The paths have different attenuations and lengths, causing different received signal strengths
and arrival times.

A result is small-scale fading : the received power can fluctuate heavily for different positions
within a small area (about a half wavelength), significantly faster than for large-scale fading. Usually,
in practice, there are enough IOs between transmitter and receiver to block a LOS path. If this is
the case and the number of other paths is large, the received signal magnitude behaves like Rayleigh
distributed noise during small-scale movement. Hence, the name Rayleigh fading is often used. But if
a LOS path is present, its magnitude is often dominant in the received signal, changing the effects of
multipath propagation. In the general case when a single dominant signal is present, the magnitude
of the received signal has a Rician distribution and the name Rician fading is often used [42].

Small-scale fading causes time dispersion: the received signal looks like a ‘smeared out’ or time-
scattered version of the source when viewed in the time domain. The summation of the differently
delayed signals causes a filtering effect, i.e. the frequency response of the channel is not flat. However,
signals with a very narrow bandwidth, i.e. smaller than the channel coherence bandwidth, encounter
an approximately flat response. In this case, the small-scale fading channel is deemed frequency-
nonselective or flat fading. For signal bandwidths larger than the coherence bandwidth, the frequency-
dependent attenuation can be of significance and the channel is considered frequency-selective fading.

Movements of the transmitter, receiver or IOs cause variations in the channel properties, making
the channel time-variant. The variations may be significant within the time interval of one symbol,
which is called fast fading. In this case, the symbol time is larger than the channel coherence time.
On the other hand, slow fading means that channel properties barely change during the transmission
of one symbol, i.e. the symbol time is smaller than the coherence time.

In addition to the described magnitude variations, the movement causes Doppler shifts, which
are most prominent in a fast fading channel. Doppler shifts can cause frequency missynchronization
between transmitter and receiver devices.

The categorization of the fading channels is illustrated in Figure 2.3.

2.6 Probability of bit errors in AWGN

It is often acceptable to assume that in digital transmission, the source bits take either bit value with
the same probability, i.e. P (bn = 1) = P (bn = 0) = 1

2 for all n ∈ Z. When transmitting data with
BPSK modulation through an AWGN channel, the probability of a received bit error is given by [39]

Pb = Q

(√
2Eb

N0

)
(2.16)

where the Q-function Q(x) = 1√
2π

∫ +∞
x

e−t
2/2 dt for x ≥ 0, and Eb is the average bit energy. This

holds only when no other sources for bit errors are present, such as interference. For a transmission
of an infinite number of bits, the bit error probability is equal to the average BER [32].
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The same equation is generally used for QPSK modulation. In that case, it is assumed that only
the most likely errors occur, i.e. impairment of each modulation factor causes it to cross at most one
decision boundary [39].

The (average) bit energy Eb is dependent on the modulation scheme and the energy of the basis
signals. Assuming QPSK as described by Equation 2.9a and equal energy for all basis signals, the
bit energy equals half the energy of the basis signals:

Eb =
1

2

+∞∫
−∞

∣∣sbase,k(t)
∣∣2 dt (2.17)

for any valid value of k for the definition of the basis signal set.

2.7 Time-frequency analysis

In communications systems engineering it is very common to consider the spectral content of a signal.
Spectral analysis gives information on properties such as the bandwidth that is occupied by the signal.
The Fourier transform is the core operation used to transform a signal from the time domain to the
frequency domain.

The time-domain signal representation gives information on the signal’s behavior (instantaneous
amplitude) over time. Similarly, the frequency-domain representation describes spectral content of
the signal. Neither offers a view on how the spectral content changes over time, although this
information is very desirable in many situations. For CR, the knowledge of the temporal changes in
spectral content offers opportunities to detect present and past spectrum holes. But also for (digital)
communication systems in general, a time-frequency perspective allows the designation of areas in
time-frequency where a symbol is transmitted. Hence, optimization of data throughput, given certain
bounds on time and frequency usage, would become a packing problem in two-dimensional space.

A paradox that arises in this context stems from the dependency of a periodic signal on the
progression of time: an instantaneous frequency can not exist. Therefore, spectral analysis, and also
time-frequency analysis, always involves observation of a signal over a certain time interval.

A well-known and widely used method for time-frequency analysis is the short-time Fourier trans-
form (STFT), which is defined as

Sst(t, ω)
4
=

1√
2π

+∞∫
−∞

s(τ)g(τ − t)e−jωτ dτ (2.18)

The result is the time-frequency representation Sst(t, ω) of the time-domain signal s(t).

Compared to the Fourier transform, Equation 2.18 adds the window function g(t), that realizes
the time-localized evaluation of spectral content. The best window function to use, depends on signal
characteristics such as how rapid the spectral content changes, and on the demands for time and
frequency resolutions, because of their inherent tradeoff [12].

A window function is not required for the Wigner-Ville distribution, which is defined as [12]

W (t, ω)
4
=

1

2π

+∞∫
−∞

s
(
t+

τ

2

)
s
(
t− τ

2

)
e−jωτ dτ (2.19)

The absense of a window function and other parameters conveniently avoids the need for tuning
when analyzing arbitrary signals. A known problem with this distribution is that it sometimes shows
spurious non-zero intensities in the time-frequency plane where zero intensity would be expected from
prior knowledge of the analyzed signal [12]. This should be kept in mind when observing results from
the distribution.

The FrFT is a generalization of the Fourier transform that can be interpreted as a rotation around
the origin in the time-frequency plane, illustrated in Figure 2.4. The angle over which the rotation
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t

ω

u

α

Figure 2.4: Illustration of FrFT interpreted as rotation by angle α in the time-frequency plane.

takes place is the parameter α. The FrFT is defined as [3]

F α
{
f(t)

}
4
=


√

1−j cotα
2π ej

ω2

2 cotα
∫ +∞
−∞ f(t) ej

t2

2 cotα ejut cscα dt if α is not a multiple of π

f(t) if α is a multiple of 2π

f(−t) if α+ π is a multiple of 2π

(2.20)

where Fα(u) =F α
{
f(t)

}
. If the angle α = π/2, the FrFT reduces to the normal (unitary) Fourier

transform. This suits intuition perfectly, because the Fourier transform provides a signal representa-
tion along the frequency axis, which is perpendicular to the time axis in the time-frequency plane.
Similarly, if α = −π/2, one finds the inverse Fourier transform.

A review of various methods for time-frequency analysis besides the ones mentioned here can
be found in [12], including quite elaborate mathematical comparisons. In this thesis, the theory of
time-frequency representations is not elaborated further, because the perspective will be used mainly
for illustrational purposes.

2.8 Hermite functions

Hermite functions are used in our research as a set of basis signals for multi-carrier communication.
These functions are windowed and normalized Hermite polynomials. This section provides their
mathematical definition and discusses a few notable properties.

2.8.1 Definition

Two similar definitions of Hermite polynomials can be found in literature. They are called in e.g. [10]
and [23] the physicists’ and probabilists’ definitions. Mainly because of some convenient mathematical
properties, the physicists’ definition is used throughout this thesis, which is given in [23] as:

Hn(x)
4
= (−1)nex

2 dn

dxn

(
e−x

2
)

(2.21)

where n ∈ N0 and denotes the degree of the polynomial. Upon substitution of n by a number and
subsequent evaluation of the formula, the exponentials in the definition cancel and a polynomial
remains.
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Figure 2.5: Hermite functions of the first four degrees. The Hermite function of degree 0 is a
Gaussian function.

The Hermite polynomials of the first eight degrees are

H0(x) = 1 (2.22)

H1(x) = 2x

H2(x) = 4x2 − 2

H3(x) = 8x3 − 12x

H4(x) = 16x4 − 48x2 + 12

H5(x) = 32x5 − 160x3 + 120x

H6(x) = 64x6 − 480x4 + 720x2 − 120

H7(x) = 128x7 − 1344x5 + 3360x3 − 1680x

A recurrence relation, suitable for numerical calculation of the polynomials, is [31]

Hn+1(x) = 2xHn(x)− 2nHn−1(x) (2.23)

with initial conditions H0(x) = 1 and H1(x) = 2x.
To form the Hermite functions corresponding to the polynomials, the window function g(x) =

e−x
2/2 is used, along with the normalization factor

√
2nn!
√
π. The window function causes the

functions to have finite energy in an infinite interval and normalization ensures that this energy is
unity for all functions of the family. The nth order Hermite function is defined by

hn(x)
4
=

1√
2nn!
√
π
e−x

2/2Hn(x) (2.24)

where n ∈ N0. Figure 2.5 shows a plot of the Hermite functions of the first four orders.
In this thesis, the Hermite functions are occasionally simply referred to as “Hermites”.

2.8.2 Properties

Both the Hermite polynomial and the Hermite function of degree n have n zero crossings. Further-
more, even orders result in even functions and odd orders in odd functions. These properties are
clearly visible in Figure 2.5. Furthermore, the largest magnitude of a Hermite function occurs at the
outer local (absolute) maxima, just before exponential decay sets in.

According to their second-order moments, the Hermite functions are time-frequency well-localized,
with the function of degree 0, which is Gaussian, optimally localized. However, the spread of energy
in time and frequency increases with function degree. This can be observed in Figure 2.5 by looking
at the decay of the curves. The figure furthermore shows that for increasing degree, the peak values,
which coincide with the outer local absolute maxima, decrease.
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Figure 2.6: Time-frequency illustrations of the first four Hermite functions. The plots were obtained
from the Wigner-Ville distribution (using [6]).

The product of the second-order moments is a constant that depends on the function degree [23]:√
σ2
t σ

2
ω = n+

1

2
(2.25)

where σ2
t and σ2

ω are the variances in time and in frequency, respectively. This product is sometimes
referred to as the time-bandwidth product (TBWP) [23] and is used as an indication of energy
localization in time-frequency. The TBWP of equal-degree Hermite functions is constant, independent
of time scaling, relating to a direct exchange between time and bandwidth.

As a set of functions, the Hermites are orthogonal over the interval [−∞,+∞]. Because of this,
they are particularly suitable for multi-carrier communications in AWGN channels. However, two
operations, that are needed for implementation in a communication system, reduce orthogonality:

1. A real communication system transmits for a limited amount of time and basis waveforms are
limited in time as well. Truncation of Hermite functions is a cause for orthogonality loss.

2. To build multiple symbols for transmission, the basis waveforms are shifted in time and/or
frequency according to each symbol’s position in time-frequency. The Hermite functions in two
sets, of which one set is shifted in time-frequency, are not orthogonal.

Loss of orthogonality between basis waveforms causes ICI, as different subcarriers become less distin-
guishable. The larger the truncation interval, the less orthogonality is lost. Therefore, it is important
that this interval is taken sufficiently large, taking into account the larger spread of higher function
degrees.

The loss of orthogonality between time-frequency-shifted Hermites leads to ISI, limiting transmis-
sion performance. For larger shifts in time-frequency, the loss of orthogonality is smaller, but symbol
density is smaller as well. The smaller symbol density means a decrease of spectral efficiency. This
trade-off is one of the main topics of the research described in this thesis.

Another important property of the Hermite functions is that they are eigenfunctions of the FrFT
[23]:

F α
{
hn(t)

}
= λn,α hn(ω) with λn,α = e−jnα (2.26)

where λn,α is the corresponding (complex) eigenvalue, which reduces to λn,π/2 = (−j)n for the non-
fractional Fourier transform. Hence, Hermites are isomorphic under the (fractional) Fourier transform
[30], i.e. the signal shape is the same in both the time and frequency domains and at every angle in
the time-frequency plane.

The fact that the Hermite functions posses this property is important in our way of reasoning
about the functions in time-frequency. Hermites exhibit a circular pattern in the time-frequency
plane, as shown in Figure 2.6. The Hermites’ magnitudes develop identical in all directions from the
time-frequency origin, exhibiting the exponential tail as well. For reasoning about a Hermite signal, it
can thus be represented by a circle that is actually a magnitude isoline. In the case of Hermite-based
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Figure 2.7: Signals of the Fourier-Hermite set with K = 4. Real (left) and imaginary (right) parts
shown separately.

communications, the circle can be used to represent a symbol and a complete transmit signal can be
represented by a collection of circles that are all uniquely time-frequency shifted.

With help of the time-scaling property of the Fourier transform and the fact that Hermites are
eigenfunctions of the transform, the exchange between time and bandwidth is easily shown in an
equation:

F{hn( t

σh

)}
= λn,π/2 σh hn

(
σhω

)
(2.27)

where σh is an arbitrary time-scaling factor.

2.9 Fourier-Hermite signals

Previous research has indicated that higher-order Hermite functions are very sensitive to time and/or
frequency offsets [25] when employed as carriers for data transmission. In this thesis, it is assumed
that transmitter and receiver are perfectly synchronized in time and frequency, avoiding problems
caused by the offset sensitivity. Furthermore, the maximum number of subcarriers is sixteen, which
is relatively low. By contrast, OFDM-based WLAN employs 52 (active) subcarriers [21].

As a potential solution for the time-frequency offset sensitivity, another set of basis signals for
multi-carrier communications is proposed in [25]. Again based on Hermites, the signals are called
Fourier-Hermite signals. Each signal in this set is a sum of multiple weighted Hermite functions. The
weights correspond to sampled Fourier signals (complex exponentials), hence the name for the new
signal set.

2.9.1 Definition

The set of Fourier-Hermite signals is defined as [25]

sfh,n(t)
4
=

1

K

K−1∑
k=0

ej2π
kn
K hk (t) (2.28)

with K the number of signals in the set and the signal index n ∈ {0, 1, ...,K − 1}.
The time-domain representation of the signal set with K = 4 is shown in Figure 2.7.

2.9.2 Properties

The time-frequency representation of a Fourier-Hermite set shows a flower-like pattern, with the
‘leaves’ corresponding to the individual signals, as illustrated in Figure 2.8. Hence, it is clear that

18



CHAPTER 2. BACKGROUND THEORY

Time [s]

F
re
q
u
en

cy
[r
a
d
/
s]

−4 0 4

−4

0

4

(a) Signal 0

Time [s]

F
re
q
u
en

cy
[r
a
d
/
s]

−4 0 4

−4

0

4

(b) Full signal set (signal powers summed)

Figure 2.8: Time-frequency illustrations of the Fourier-Hermite signals for K = 6. The plots were
obtained from the Wigner-Ville distribution (using [6]).

the center of energy in time-frequency is different for each signal in the set. This is in contrast to
Hermite functions, that all have the center at the origin of the time-frequency plane.

Regardless of the energy center, the time-frequency spread of a Fourier-Hermite signal around its
center is not dependent on the signal index, but on the total number of signals in the set (K). This
is again in contrast to the set of Hermite functions, that contains an infinite number of functions in
the set. However, a complete Fourier-Hermite set is again well-localized in time-frequency [25].

Fourier-Hermite signals from the same set are mutually orthogonal over the interval [−∞,+∞].
Hence, a discussion similar to that given in subsection 2.8.2 with regards to orthogonality, applies to
the Fourier-Hermite signals.

2.10 Symbol distributions

The equations for single-carrier systems in section 2.3 and multi-carrier systems in section 2.4 de-
scribe only a single transmitter-receiver pair. A more general description of (a collection of) digital
transmitters and receivers using a single channel, can be obtained by considering separate symbols
that are individually shifted in time-frequency. The transmitters can be described by

stx(t) =
∑
n

Nc−1∑
k=0

An,k sbase,k(t− τn) ejνnt (2.29)

where τn and νn are the time- and frequency-shifts, respectively, of symbol n. Furthermore, the
equation for the receivers (collectively) is

Ân,k =

+∞∫
−∞

srx(t+ τn) e−jνn(t+τn) sbase,k(t) dt (2.30)

where again the matched-filter is employed.
The above equations reduce to the multi-carrier-system equations Equation 2.10 and Equation 2.11

if τn = nTsym and νn = 0. As an additional example, a second system, using a main carrier frequency
Ω2 above the first one, can be added by specifying τn =

⌊
n
2

⌋
Tsym and ν2n′ = 0, ν2n′+1 = Ω2 with

n′ ∈ Z. In this case, all even-indexed symbols belong to the first transmitter and all odd-indexed
symbols to the second. However, in general, any symbol can come from an arbitrary transmitter.

In the context of the current research, it is convenient to deal with regular distributions of the
symbols in time-frequency. A few relevant symbol distributions are shown in Figure 2.9. The first
three distribute symbols uniformly along a single, straight line in time-frequency and are therefore
considered one-dimensional distributions. In the current work, they are referred to as time-directed,
frequency-directed and diagonally-directed distributions, because the line runs parallel to the time
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Figure 2.9: Illustrations of time-frequency symbol distributions.

axis or the frequency axis or at an angle from the axes, respectively. A significant realistic meaning
is not ascribed to the frequency-directed and diagonal distributions, as these are used as virtual test
cases only. The last two distributions position the symbols not on a single line, but spread out in the
time-frequency plane. Hence, they are considered two-dimensional distributions.

Assuming the distributions reach infinitely over the time-frequency plane, each symbol is adja-
cent to two, four or six other symbols for one-dimensional, rectangular and hexagonal distributions,
respectively. The distance between the centers of symbols is equal for all adjacent symbols and is
indicated in Figure 2.9, denoted by D.

Because a hexagonal grid yields optimal circle packing in a two-dimensional space [17], the hexag-
onal distribution gives optimal time-frequency symbol density, if the symbols are circular. It was
seen in section 2.8 that Hermite functions exhibit a circular pattern in time-frequency. Therefore, the
hexagonal symbol distribution is potentially useful for optimization of a Hermite-based transmitter’s
spectral efficiency.

The symbol densities (symbols per second-Hertz) for the two-dimensional symbol distributions
are

ρrect =
2π

D2
(2.31)

ρhex =
4π√
3D2

(2.32)

In this chapter, an important part of the theoretical knowledge that is needed for the rest of this
thesis, was presented. The next chapter will move on to analysing the subject and attempt to build a
model that can help in the prediction of the performance of a Hermite-based communication system.
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Chapter 3

Analysis

This chapter presents a theoretical analysis of the basic communications system defined in chapter 2.
The goal is to gain insight in the behavior of OFDM and Hermite-based systems regarding ISI. This
insight and the accompanying mathematical equations will be linked to the results of simulations and
measurements in chapter 5. Furthermore, signal bandwidth and time-frequency usage of Hermite-
based transmissions is discussed in preparation for the presentation of these results. The last point
addressed in this chapter is the specification of a criterion on BER to serve as a reference point for
transmission quality.

3.1 Interference caused by overlapping symbols

It was already noted that Hermite-based symbols in a communication system suffer from inherent
ISI because relative shifting of the functions in time-frequency reduces orthogonality. The relative
positions in time-frequency of any two symbols affect the exact effect of their mutual interference. In
the current section this effect is investigated theoretically. First, we will derive an expression for the
modulation factors at the receiver’s demodulator output in terms of transmitted modulation factors.

Assuming an ideal noiseless channel, i.e. srx(t) = stx(t), Equation 2.29 and Equation 2.30 can be
combined, resulting in

Ân,k =

+∞∫
−∞

(∑
m

[
Nc−1∑
l=0

Am,l sbase,l(t+ τn − τm)

]
ejνm(t+τn)

)
e−jνn(t+τn) sbase,k(t) dt (3.1)

This can be rewritten to

Ân,k =
∑
m

Nc−1∑
l=0

Am,l e
jνmnτn

+∞∫
−∞

sbase,l(t− τmn) ejνmnt sbase,k(t) dt (3.2)

where νmn = νm−νn and τmn = τm−τn for shorter notation. Clearly, the received modulation factor
Ân,k is a sum of the transmitted modulation factors Am,l, each multiplied by a particular (complex)
value. This value depends on the time-frequency position of the symbol ([τn νn]) and the subcarrier
number (k) that correspond to the observed modulation factor (Ân,k) and the position and subcarrier
number of the interferer. Define this complex multiplier as

χk,l,m,n
4
= ejνmnτn

+∞∫
−∞

sbase,l(t− τmn) ejνmnt sbase,k(t) dt (3.3)

Using this definition, Equation 3.2 can be written in a convenient compact form:

Ân,k =
∑
m

Nc−1∑
l=0

Am,l χk,l,m,n (3.4)

Hence, the received modulation factor can be seen as the weighted sum of all transmitted modulation
factors of all symbols. The weights are the multipliers defined by Equation 3.3.
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3.1.1 SIR

The signal-to-interference ratio (SIR) is a measure for the amount of interference a signal undergoes
due to other signals. It is defined as the recovered transmitted-signal energy Esr, divided by the total
interference energy Ei, or, equivalently, the average recovered power of the desired signal Psr divided
by the average total interference power Pi:

SIR
4
=
Esr

Ei
=
Psr

Pi
(3.5)

Assuming uncorrelated, uniformly distributed modulation factors at the transmitter, the (generalized)
power of the received modulation factor is

∣∣∣Ân,k∣∣∣2 =
∑
m

Nc−1∑
l=0

∣∣∣Am,l χk,l,m,n∣∣∣2 (3.6)

which is the sum of one desired term
∣∣An,k χk,k,n,n∣∣2 and multiple interference terms. The ratio

between the desired term and the interference terms is the SIR for this modulation factor:

SIRn,k =

∣∣An,k χk,k,n,n∣∣2∣∣Ân,k∣∣2 − ∣∣An,k χk,k,n,n∣∣2 (3.7)

Assume Nsym symbols are transmitted, then the average SIR is

SIRavg =
1

NsymNc

Nsym−1∑
n=0

Nc−1∑
k=0

SIRn,k (3.8)

If Nsym is large and transmission modulation factors all have the same distribution with zero mean,
then

Nsym−1∑
n=0

Nc−1∑
k=0

∣∣An,k χk,k,n,n∣∣2 ≈ σ2
mod

Nsym−1∑
n=0

Nc−1∑
k=0

∣∣χk,k,n,n∣∣2 (3.9a)

Nsym−1∑
m=0

Nc−1∑
l=0

∣∣Am,l χk,l,m,n∣∣2 ≈ σ2
mod

Nsym−1∑
m=0

Nc−1∑
l=0

∣∣χk,l,m,n∣∣2 (3.9b)

where σ2
mod is the variance of the transmitted modulation factors’ probability distribution. The

variance is now present as a factor in both the numerator and denominator of the SIR expression and
therefore drops out of the equation. This results in

SIRavg =
1

NsymNc

Nsym−1∑
n=0

Nc−1∑
k=0

∣∣χk,k,n,n∣∣2Nsym−1∑
m=0

Nc−1∑
l=0

∣∣∣χk,l,m,n∣∣∣2
− ∣∣χk,k,n,n∣∣2

(3.10)

3.1.2 ISI in the time-directed symbol distribution

Consider the case of a single-dimension, time-directed symbol distribution. The value of Tdist is the
center-to-center time distance between successive symbols. In this case, τn = nTdist and νn = 0 are
substituted into Equation 3.3, resulting in

χk,l,m,n =

+∞∫
−∞

sbase,l

(
t− (m− n)Tdist

)
sbase,k(t) dt (3.11)
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which can be recognized as the cross-correlation function (CCF) of the basis functions sbase,l(t) and
sbase,k(t). In general, the CCF of two complex-valued functions f(t) and g(t) is defined as

γf,g(t)
4
=

+∞∫
−∞

f(τ)g(τ − t) dτ (3.12)

So, by moving the term (m− n)Tdist into the conjugate basis function’s argument, we get

χk,l,m,n = γsbase,l,sbase,k
(
(n−m)Tdist

)
(3.13)

We see that in this case, the weights in Equation 3.4 are determined by the CCF of two basis
signals: one corresponding to the received modulation factor and one corresponding to the interfering
subcarrier. Each weight is the value of this CCF evaluated at the difference between the symbols’
positions in time.

3.1.3 ISI in the frequency-directed symbol distribution

For the frequency-directed symbol distribution, a similar derivation can be made by substituting
τn = 0 and νn = nΩdist into Equation 3.3. Now, Ωdist is the center-to-center frequency distance
between adjacent symbols. In this case, the modulation factor weight becomes

χk,l,m,n =

+∞∫
−∞

sbase,l(t) sbase,k(t) e−j(n−m)Ωdistt dt (3.14)

exposing an operation similar to a Fourier transform, performed on the product of basis signal l and
the conjugate of basis signal k, with ω = (n−m)Ωdist. The Fourier transform property f(t)↔ F (−ω)
and the Fourier frequency-domain convolution theorem [7] (scaled for the unitary transform) allow
rewriting this to

χk,l,m,n = γSbase,l,Sbase,k

(
(n−m)Ωdist

)
dt (3.15)

which has a shape similar to Equation 3.13. Now each weight of Equation 3.4 is determined by
the CCF of the Fourier-transformed basis signals, evaluated at the difference between the symbols’
positions in frequency.

3.1.4 ISI at an arbitrary direction in time-frequency

The time-directed and frequency-directed symbol distributions contain ISI in only one direction in the
time-frequency plane. They are particular cases of ISI occurring in an arbitrary direction. For two-
dimensional symbol distributions, the direction from which a particular symbol receives interference is
different per interfering symbol. Given the forms of Equation 3.13 and Equation 3.15 it is not unlikely
that for other directions, the equation will contain the CCF of the fractional-Fourier-transformed basis
signals. The author has attempted to derive a convenient form of this generalized equation, but it
has proven to be more involved than was anticipated. Therefore, it is not elaborated here.

However, given the fact that Hermite functions are eigenfunctions of the FrFT, it is expected that
there is no difference in interference direction. We will see in the next section that the magnitude of
the fractional-Fourier-transformed Hermites’ CCF is also independent of the angle.

3.2 Basis signal cross-correlation functions

In the above derivations it has become clear that CCFs of the basis signals and of their (fractional)
Fourier transforms are very useful for the analysis of ISI for overlapping symbols. Therefore those
functions corresponding to the basis signals of choice deserve some more attention.
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Figure 3.1: Magnitude of a few OFDM basis signals’ CCFs. The functions are zero for |t/Tsym| > 1.
Peak magnitude is smaller for larger difference between k and l.

3.2.1 CCFs of OFDM basis signals

OFDM uses (truncated) complex exponential basis signals as defined earlier (Equation 2.13), which
are repeated here for convenience:

sbase,k(t) =

{
1√
Tsym

ej2πkt/Tsym if |t| ≤ Tsym

2

0 otherwise
(3.16)

The frequency-domain representations of these signals are

Sbase,k(ω) =F{sbase,k(t)
}

(ω) =

√
Tsym

2π
sinc

(
ωTsym

2
− kπ

)
(3.17)

where sinc(x) = sin x
x for x 6= 0 and sinc(0) = 1.

The CCF of the time-domain representation is derived to be

γsbase,k,sbase,l
(t) =



(
1− |t|

Tsym

)
ej2πkt/Tsym if k = l and |t| ≤ Tsym

−j(−1)k+l

2π(k−l)
(
ej2πkt/Tsym − ej2πlt/Tsym

)
if k 6= l and − Tsym ≤ t < 0

j(−1)k+l

2π(k−l)
(
ej2πkt/Tsym − ej2πlt/Tsym

)
if k 6= l and 0 ≤ t ≤ Tsym

0 otherwise

(3.18)

The magnitude of this function is illustrated in Figure 3.1. It is observed that for equal subcar-
rier numbers, the shape of the CCF’s magnitude is triangular in the interval [−Tsym,+Tsym]. The
consequence is that for this subcarrier, the contribution of an overlapping symbol to the received
modulation factor rises linearly with increasing overlap. Figure 3.1 also shows that the interference
from equal subcarrier numbers is larger than from any other subcarrier.

The CCF of the frequency-domain representation is

γSbase,k,Sbase,l
(ω) =

+∞∫
−∞

Sbase,k(ν)Sbase,l(ν − ω) dν (3.19)

Define Zbase,l(ω) = Sbase,l(−ω) so that zbase,l(t) = sbase,l(t). Now this can be written as

γSbase,k,Sbase,l
(ω) =

+∞∫
−∞

Sbase,k(ν)Zbase,l(ω − ν) dν

= (Sbase,k ∗ Zbase,l) (ω) (3.20)

where ∗ denotes convolution. By application of the frequency-domain convolution theorem, this
becomes

γSbase,k,Sbase,l
(ω) =F{sbase,k(t) zbase,l(t)

}
=F{sbase,k(t) sbase,l(t)

}
(3.21)
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It holds that sbase,−k(t) = sbase,k(t) and sbase,k(t) sbase,l(t) = sbase,k+l(t) /
√
Tsym for the OFDM basis

signals, simplifying the above to

γSbase,k,Sbase,l
(ω) =

1√
Tsym

Sbase,k−l(ω) (3.22)

So the CCF of the Fourier transformed basis signals k and l is equal to the Fourier transformed basis
signal (k − l), which is sinc-shaped.

3.2.2 CCFs of Hermite basis signals

For the basis signals formed by Hermite functions, use the definition

sbase,k(t) = hk(t) (3.23)

Recall from theory the FrFT over angle α of Hermite k, giving

Sbase,k,α(u) = e−jkα hk(u) (3.24)

The CCF of the Hermite basis signals in the time-domain is

γsbase,k,sbase,l
(t) = γhk,hl(t) =

+∞∫
−∞

hk(τ)hl(τ − t) dτ (3.25)

Notice the absence of the conjugation because Hermites are real-valued functions. The CCF of the
fractional-Fourier-transformed basis signals can be derived to be a phase-rotated version of the basis
signals’ time-domain CCF:

γSbase,k,α,Sbase,l,α
(u) =

+∞∫
−∞

Sbase,k,α(v)Sbase,k,α(v − u) dv

=

+∞∫
−∞

e−jkα hk(v) e−jlα hl(v − u) dv

= e−jkα e−jlα

+∞∫
−∞

hk(v)hl(v − u) dv

= ej(l−k)α γhk,hl(u) (3.26)

This obviously relates to the fact that Hermites are eigenfunctions of the Fourier transform. For the
normal Fourier transformed basis signals α = π/2, so

γSbase,k,Sbase,l
(ω) = (−j)k−l γhk,hl(ω) (3.27)

It is well known and easily derived that the auto-correlation function (ACF) of a Gaussian function,
and so γh0(t), is another Gaussian function. But the ACFs and CCFs of Hermite functions of higher
degrees are not trivial.

Table 3.1 gives γhk,hl(t) for k, l ∈ {0, . . . , 3}. They were found using the software package Maple-
soft Maple . An analytical derivation is beyond the scope of this thesis. Figure 3.2 shows plots of
some of the CCFs.

Some observations can be made by looking at the table: 1) each entry is a polynomial of degree
k+ l, multiplied with a Gaussian window; 2) each polynomial contains either even or odd order terms,
but never both; 3) polynomials for k = 0 or l = 0 consist of only one term and some others (e.g. for
k = 1 and l = 3) lack one term; and 4) all entries with odd polynomial degree change sign if the table
is transposed (i.e. k and l are interchanged). The latter is equivalent to t changing sign if the table
is transposed, because these polynomials contain only odd-order terms.
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Figure 3.2: A few CCFs of Hermite functions. The CCF of the two Gaussians is another Gaussian.
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Table 3.1: CCFs of kth-order with lth-order Hermites : γhk,hl(t)

The first observation is interesting because Hermite functions are polynomials multiplied by a
Gaussian window as well. Moreover, the second observation also applies to Hermites. These similar-
ities give rise to the question whether the CCFs actually are Hermite functions, which is already the
case for h0(t). The third observation rules out pure Hermite functions but not linear combinations
of Hermites. A currently unpublished paper by Korevaar [26] shows that they are indeed linear com-
binations of Hermites with a maximum degree of k + l. The paper presents closed-form expressions
for the CCFs, that are not included here.

3.3 The effect of ISI on the BER

In the previous sections the relation between symbol time-frequency placement and impairment of
received modulation factors due to ISI was investigated. It was observed that a received modulation
factor is the weighted sum of transmitted modulation factors. If the symbol that takes interference
and the symbols that cause interference are positioned at either the same time or the same fre-
quency, the weights are found from the CCFs of the basis signals’ time-domain or frequency-domain
representations, respectively.

Assume the transmitted and received modulation factors are stochastic variables, with the former
having a discrete uniform distribution. Hypothetically, if the weights of the sum all have the same
value (i.e. the CCFs of the basis signals are equal and constant), then the received modulation factor’s
probability distribution is approximately Gaussian, by virtue of the central limit theorem (assuming
an infinite number of symbols). Hence, in this case ISI manifests itself as an AWGN source and the
bit-error probability can be calculated by using Equation 2.16. Obviously, the CCF is in general not
constant-valued, which is also observed in the previous section for OFDM and Hermite basis signals.
The distribution of the received modulation factor is therefore not easily found with the central limit
theorem and it is not necessarily Gaussian.

However, interference can often be considered as a noise source [38]. Some quick calculations on a
few simple cases were done during the course of this thesis, with the assumption that the interference
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source behaves as AWGN. The variance of the interference source relates to the SIR and was used to
determine bit-error probability with Equation 2.16. Results of these calculations showed that the bit-
error probability is approximated surprisingly well in these cases. However, details of the calculations
and exact results will not be presented in this thesis. With regard to calculating BER because of ISI,
we conclude that numerical evaluation of the derived equations would be cumbersome. Nevertheless,
the derived equations provide insight in the manifestation of ISI in a Hermite-based communication
system.

3.4 On the width of Hermite signals

Because the efficiency of spectrum utilization of interest in this thesis, the bandwidth is an important
property of the employed (Hermite) signals. However, different definitions are generally in use, of
which we will survey a few for practical applicability. Molisch [33] gives three bandwidth definitions:

• Noise bandwidth: “the bandwidth of a system with a rectangular transfer function |Hrect(f)|
(and identical peak amplitude max(|H(f)|) that receives as much noise as the system under
consideration.”

• 3-dB Bandwidth: “the bandwidth at which |H(f)|2 has decreased to a value that is 3dB below
its maximum value.”

• 90% Energy bandwidth: “the bandwidth that contains 90% of total emitted energy”

The noise bandwidth applies primarily to systems and is therefore not considered further. The
3-dB bandwidth and 90% energy bandwidth definitions can be generalized to x-dB and y% energy
bandwidths, respectively. We refer to the x-dB bandwidth as a magnitude-based bandwidth and
expand the above definition by stating that nowhere outside this bandwidth, the signal’s spectrum
is allowed to exceed the specified level. This avoids confusion about the bandwidth of a signal with
e.g. a sinc-shaped spectrum.

Additionally, in relation to the Heisenberg uncertainty principle, the time spread T and frequency
spread Ω of a function f(t) are defined as [28]

T 2 4=

∫ +∞
−∞ (t− t0)2|f(t)|2 dt∫ +∞

−∞ |f(t)|2 dt
(3.28a)

Ω2 4=

∫ +∞
−∞ (ω − ω0)2|F (ω)|2 dω∫ +∞

−∞ |F (ω)|2 dω
(3.28b)

The uncertainty product is ΩT ≥ 1
2 for any f(t), t0 and ω0. Equality is obtained only if f(t) is

Gaussian and t0 and ω0 are the center points of |f(t)|2 and |F (ω)|2, respectively [28]. It is known
that this product is ΩT = 1

2 + n for the nth-order Hermite function [23] and this is the criterion that
is used when they are referred to as time-frequency localized functions. The frequency spread can be
used as a measure of signal bandwidth.

In principle, the considered bandwidth definitions (magnitude-based, energy-based and ‘spread’)
are all applicable in the time domain as well. This is especially relevant with regard to Hermite
functions, because they show similar behavior in both domains.

Different width values can be ascribed to the same signal by different definitions, which is il-
lustrated in Figure 3.3. This figure clearly shows that the ‘spread’ of a signal does not guarantee
that out-of-band emissions are below a certain level, which is important in a multi-user situation.
Therefore, this bandwidth definition is not practically applicable in this case. In order to comply
with regulations on unlicensed use of white space given by the FCC, a 60-dB bandwidth measure is
of interest [23].

Figure 3.4 shows the (time- or band-) widths of the first 32 Hermite functions, using the ‘spread’,
99%-energy, 3-dB magnitude and 60-dB magnitude definitions. It seems that the difference between
the ‘spread’ and the other width measures grows larger for higher function degree. Clearly, the 60-dB
bandwidth attributes the largest width to the signals.
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3.5 Time-frequency efficiency

The efficiency at which the spectrum is used can be related to the theoretical limit found by Shannon
[41]. This limit on the number of modulation degrees of freedom in a given time-frequency area is
two per second-Hertz. Consider an arbitrary (rectangular) area in time-frequency of bandwidth BW
and duration T . The area contains Nsym symbols that consist of Nc subcarriers and each subcarrier
provides two degrees of modulation freedom. We define the average time-frequency density as

ρ
4
=

2 ·Nsym ·Nc

T ·BW [degrees of freedom/s/Hz] (3.29)

where it is assumed that all symbols are fully contained by the observed area. If this is not the case,
the density is approximated if the time-frequency area and the corresponding number of symbols are
large. The efficiency or time-frequency density relative to the theoretical limit is now defined as

η
4
=
ρ

2
(3.30)

where the 2 comes from the theoretical limit and therefore 0 ≤ η ≤ 1. Its inverse could be called the
inefficiency, but a more suitable name would be the relative time-frequency usage. Hence, this is

ζ
4
=

1

η
=

T ·BW
Nsym ·Nc

(3.31)

where it is assumed that η > 0, i.e. at least one symbol is transferred. Recall the symbol densities
of the rectangular and hexagonal symbol distributions from section 2.10 and combine them with
Equation 3.31 to relate the relative time-frequency usage to the distance D of one symbol to its
nearest neighbor:

ζrect =
D2

2πNc
(3.32)

ζhex =

√
3D2

4πNc
(3.33)

In the one-dimensional symbol distributions (section 2.10), the symbols are positioned in time-
frequency on a straight line. The average symbol length along this line is naturally well-defined
when the number of symbols is large, because it approximates the (average) symbol distance. How-
ever, to indicate time-frequency usage in these cases, the symbol width in the direction perpendicular
to this line requires an explicit choice. The time-frequency usage is in this case expressed by

ζ1d,W =
D ·W
2πNc

(3.34)

where W is the width that is found by applying one of the width definitions. Alternatively, the
time-frequency usage can be indicated by assuming that widths are equal in both dimensions:

ζ1d =
D2

2πNc
(3.35)

Notice that the time-frequency usage is considered equal to a rectangular grid with the same symbol
spacing, as illustrated in Figure 3.5.

When considering the practical application of a Hermite system as an unlicensed user transmitting
in a white space, the 60-dB bandwidth is used with Equation 3.34. However, when we are investigating
manifestation of ISI in a spectrum filled with Hermite-based symbols, it is interesting to observe ISI
in one direction of the time-frequency plane. By comparing the results with two-dimensional grids,
the effects of additional ISI can be studied. In this situation, Equation 3.35 is useful, because it allows
comparison of points at which certain phenomena are observed.

The relative time-frequency usage provides a convenient measure for the comparison of different
transmission schemes, such as the OFDM and Hermite-based communications systems.
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Figure 3.5: Time-frequency illustration of a one-dimensional symbol grid for comparison of ISI
manifestation with two-dimensional grids. Lighter colored symbols are drawn for reference only.

3.6 Criterion on BER

The BER is a common measure for the quality of a digital connection. Distortions of the transmitted
signal, e.g. by channel effects or interference, often result in an impairment of this value.

Many situations cause at least a few errors in the received data. At the cost of some added
redundancy in transmitted data, these errors can be corrected with the use of coding schemes, such
as Turbo or Viterbi coding. However, error correction has its limits regarding the amount of errors
that can be corrected: if the received data contains too many errors, the decoder is no longer able to
identify and correct (all of) them. Hence, the decoder shows a limit in its error-correcting capacity,
sometimes referred to as the quality limit [43] of the decoder, which is expressed as a value for the
BER of the data that enters the decoder. For Turbo and Viterbi decoders using coding rates of 1/3
or 1/2, the quality limit lies somewhere between 0.01 and 0.18 [43].

Part of this thesis’ goal is to maximize the Hermite system’s symbol density while keeping the
BER within limits. The criterion on the BER is chosen to be an order of magnitude smaller than
the worst-case value of the decoders’ quality limits that were just mentioned. This is BER ≤ 10−3.
For any given time-frequency symbol distribution, the density that still satisfies this criterion will be
called the pivotal (symbol) density. Similarly, the corresponding relative time-frequency usage will be
called the pivotal time-frequency usage, denoted by ζp.

This chapter has given a (mathematical) analysis of ISI manifestation, in particular considering
Hermite-based communication. In the cases of purely time- or frequency-directed ISI, it is observed
that the CCFs of the basis signals are useful for prediction of ISI effects. The CCFs for OFDM basis
signals were derived, but those of Hermite functions proved to be too complex to derive manually
within the scope of this thesis. However, it is shown that CCFs of Hermites and those of fractional-
Fourier-transformed Hermites differ only by a rotation in the complex plane, which is a consequence
of the fact that Hermites are eigenfunctions of the FrFT. A few CCFs of Hermites were found with
the aid of computer software and it was concluded that each can be written as a linear combination of
multiple Hermite functions. Prediction of BER impairment due to ISI is not fully achieved, because
(numerical) evaluation of the derived equations is very extensive. However, the developed (theoretical)
insight in ISI manifestation will provide synergy with simulations and measurements.

Relative time-frequency usage is presented as a convenient measure for the comparison of OFDM
and Hermite-based systems’ spectral efficiencies. We have linked this measure with the time-frequency
symbol distributions that were presented in the previous chapter. Lastly, the criterion on BER as a
reference point for transmission quality is specified as BER ≤ 10−3.

The next chapter will shed some light on the practical side of the experiments for this thesis.
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Chapter 4

Experiment setup

The main goal of the current chapter is to give information that eases reproduction of simulations and
measurements. Furthermore, the information in this chapter may prove useful for others planning
similar experiments.

Therefore, the experimental setup and the used tools are discussed. Assumptions that are made
are expressed explicitly. Also a few issues with the setup and the employed solutions are treated.

The key tools in the setup are

• A personal computer (PC) running Matlab software, used for simulations and off-line processing
for real-world measurements

• Ettus Research Universal Software Radio Peripheral (USRP), the RF front-end for real-world
measurements

Simulations are performed completely in Matlab. Performing all relevant signal processing in Matlab
scripts keeps the code portable and provides access to the large amount of features contained in
this software package. Because of the widespread use of Matlab, it is assumed that the reader has
sufficient knowledge thereof and knows how to use its documentation, so we will not elaborate on
this.

When performing measurements using a physical channel, the USRP hardware provides the access
thereto and some “glue” software is used between the hardware and Matlab (described in section 4.3).
Measurements on the real-world channel are performed with the use of a USRP hardware platform.
Although this platform has a reasonably large user base, it is not assumed to be known to the
reader. Because its documentation seems fragmented, we will introduce its main features and discuss
properties that are relevant to our experiments in section 4.2.

Figure 4.1 shows the flow of signals for physical and simulated channels in the measurement setup.
The “Source” nodes provide random binary data to work with. Processing of the binary data to

create the transmit signal, consisting of raw baseband samples, is illustratively accomodated in the
“Mod” (modulation) node (the inputs of the basis signals, e.g. sinusoids or Hermite functions, are
explicitly shown).

The parts indicated with a gray dashed rectangle are considered “the channel”. For the physical
channel setup, the USRP hardware is included as a part of it. Propagation delay in the received
signal, caused by the physical channel and USRP, is corrected by the “Sync” (synchronization) node,
using the transmitted signal as a reference. Details of this node are discussed in section 4.4.

The simulated channel corresponds to an AWGN channel model at baseband with noise char-
acteristics similar to the physical channel. As propagation delay is not modeled in simulation, no
correction for it is needed.

Recovering binary data from the received baseband signal is performed in the “Demod” (demod-
ulation) node and the “Sink” illustrates the ultimate consumer of the received data. Source data and
received data are compared to calculate the BER.

The transmitting and receiving USRPs can be the same device, provided it can operate in full
duplex and transmitter-receiver crosstalk is negligible. Our experiments were performed by using a
single device in full duplex.
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Figure 4.1: Signal flow of measurement setups

4.1 Testing environment and assumptions

The experiments take place in an office room at the University of Twente.The room is about 4m wide
and 6m long. At about 1/3 of the length and 1/3 of the width, the USRP setup is placed at a height
of approximately 80cm on top of a table.

The antennas that we use are the VERT2450 omnidirectional antennas that are available at Ettus
Research for use with USRP devices. They are mounted at the front connectors of the USRP, pointing
straight up. This results in a spacing between transmit and receive antenna of around 2–3cm.

The physical channel thus formed is assumed to have the following properties:

• Unobstructed, strong LOS path for the RF waves

• Significantly attenuated reflections (w.r.t. LOS)

• Noise is introduced by analog components and the environment

Because of these properties, we assume the channel exhibits a dominant AWGN behavior with any
interferers considered part of the noise, no significant multi-path effects, no Doppler shifts and a flat
frequency response. Although not a realistic situation for commonly used systems such as WLAN, it
is desirable because we intend to use the physical channel to verify results from a simulated AWGN
channel.

Furthermore, we make the following assumptions regarding the total system:

• Digital processing is oversampled such that the system approximates the time-continuous case

• Enough amplitude resolution to neglect quantization effects

• Transmitter and receiver LOs are synchronized (i.e. average frequencies are equal)

• Propagation delay is sufficiently compensated by removing the average delay and phase rotation
at baseband (see section 4.4)

• Intentional time shifts are an integer multiple of the sample interval

32



CHAPTER 4. EXPERIMENT SETUP

Figure 4.2: The Ettus Research USRP N210, used for our measurements

The sample rate is chosen as large as possible and the parameters of the transmitting system are chosen
such, that the occupied bandwidth is small enough for the oversampling assumption to hold. For an
OFDM system, this means choosing appropriate symbol duration and number of subcarriers, whereas
in a Hermite-based system, the time dilation and number of subcarriers are of major importance.

The synchronization of LOs is provided by the USRP hardware.
Fractional delay filters are normally needed when sampled signals are shifted in time by a non-

integer multiple of the sample interval [24]. However, to avoid these filters, we round any used delays
to the nearest integer number of samples. When possible, we choose to use delay values that do not
need rounding and are still consistent with other values used in the system. For other situations, the
rounding may introduce inaccuracies, but we assume these are negligible.

The following characteristic parameters are chosen in general:

• Main carrier frequency in 2.45GHz ISM band

• Sample rate FS = 10MS/s for baseband signals

• Synchronized clock signals and LOs of transmitter and receiver

• Gray-coded bit-to-constellation mappings (according to [21, sec. 18.3.5.8])

• No error correction by redundancy (uncoded)

• QPSK modulation

• Output scaling factor σA = 1
24

• Number of transmitted bits ≥ 214 per subcarrier

Digitally represented sample values accepted by the USRP are limited, separately for real and
imaginary parts, to the range [−1,+1] (corresponding to the digital-to-analog converter (DAC) output
swing). To avoid clipping in the USRP hardware, the output values are scaled before transmission
with σA = 1/24 This value was found by observing the absolute maxima of the transmit signal’s real
and imaginary parts for the Hermite-based system under different conditions.

To be able to measure small BER values, a large amount of source data is needed, because the
smallest observable (non-zero) BER is inversely proportional to the number of bits. Additionaly, the
stochastic character of received bit values calls for a large number of trials to obtain accurate values.
However, the computational power and storage capacity of the hardware used for the experiments, in
conjunction with a wish for reasonable execution times, limits the amount of bits that are transmitted.
To have enough resolution and accuracy for the individual subcarriers’ BERs, at least 214 bits are
used for each subcarrier. This is based on the desired BER of 10−3.

4.2 Ettus Research USRP

The most prominent hardware used for our measurements is the USRP hardware platform for soft-
ware defined radio (SDR) developed by Ettus Research [13]. This platform provides the interface
between (analog) RF signals to or from e.g. antennas and a normal PC running software for baseband
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Figure 4.3: USRP global architecture

processing. It is intended for e.g. wireless communications prototyping and applications include FM
radio transmission or reception, Digital Audio Broadcast (DAB) [36], RF Identification (RFID) [8],
Global System for Mobile Communications (GSM) base station [35] and teaching of courses on e.g.
radio systems [46]. As a very modular and generic platform, it can be used for many applications.

The USRP hardware and software are open-source, meaning that anyone can obtain the schematics
and source codes and use it to tailor the system by modifications or extensions to suit their application.
Most notably, part of the field-programmable gate array (FPGA) resources in a USRP is kept available
to the user, for additional digital signal processor/processing (DSP) in the hardware. Supporting
information is available through the website of Ettus Research [13].

Related to the USRP design project is GNU Radio [18], a software platform for SDR that can be
used for flow-based signal-processing prototyping. But both the USRP hardware and GNU Radio
can be used in combination with other software and hardware, respectively.

At the moment of writing, there are four categories of USRP devices: the “Bus”, “Networked”,
“Embedded” and “X” series. The first provide a Universal Serial Bus (USB) interface to the host
PC, such as the original USRP device, the USRP1. Devices of the second category connect to the
host by an ethernet interface. Stand-alone-capable devices, that do not require a host PC, are in
the “Embedded” series, and devices of the recently-introduced “X” series provide more bandwidth
than devices of the other categories. The device used for our experiments is the USRP N210 (see
Figure 4.2) of the “Networked” series.

4.2.1 USRP architecture

The USRP devices employ a modular architecture, in which a motherboard contains an interface to
a host PC, ADCs and DACs and an FPGA for control and signal processing. The board is equipped
with connectors onto which daughterboards with analog processing circuitry can be fitted.

Some daughterboards simply provide a one-to-one connection to the ADCs and DACs. These
boards are intended to be used at baseband or low-intermediate frequency (IF), or for applications
involving sub-sampling. Other, more complex, boards contain circuitry for analog up- and down-
mixing and filtering of signals. These allow fixed or variable (software-controlled) tuning to a specific
part of the RF spectrum. The different daughterboards that are available, each provide transmission
and reception in a different band within the range of DC upto 6GHz.

Many configurations provide full-duplex operation and boards like the WBX, SBX and CBX,
that contain up- and down-mixers, have two separate LOs, enabling the use of different bands for
transmission and reception. Many daughterboards provide (additional) analog gain, which can often
be controlled by software.
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Figure 4.4: Clock distribution in USRP2+WBX setup (derived from schematics [14] [15])

The daughterboard used for our measurements is the SBX-board, which can be tuned to frequen-
cies from 400MHz to 4.4GHz with a bandwidth of 40MHz. It has two antenna connectors, enabling
separate antennas for transmission and reception and it supports full-duplex operation.

Figure 4.3 illustrates the architecture of the USRP N210 hardware. Two separate transmit chains
are on the motherboard, each of which has two DACs, that can be used as separate channels or as
I/Q-pair. Similarly, there are two receive chains, with each two ADCs.

Clocks, LOs and synchronization

The clock distribution of a USRP2 device with a WBX daughterboard, which is similar to that
of the USRP N210 with SBX, is illustrated in Figure 4.4. The different clocks for motherboard
and daughterboard components are derived from a single clock source, ensuring that all LOs and
ADCs/DACs can run synchronously. The main clock source can run freely or be synchronized to
an external reference. This reference can optionally be another USRP, e.g. when set up for multiple
input, multiple output (MIMO) operation, to double the number of (synchronized) transmit and
receive channels.

It was observed during early experiments for this thesis, that the received signal was sometimes
inverted after re-initializing the USRP. A possible explanation for this is that the LOs of transmitter
and receiver individually lock to the main clock, not necessarily at the same time. Hence, the moment
that both are locked, the internal clock dividers can have different states, giving a possible phase
difference between the output signals. Fortunately, the inversion is easily corrected when processing
the baseband signal in software (e.g. the scheme described in section 4.4 can be used for this).

4.2.2 Software interface

Because of the relation between USRP and GNU Radio projects, the two are easily used in con-
junction. GNU Radio provides source and sink nodes that represent USRP receiver and transmitter
sections, respectively, to use in its flow graphs. On a lower level of abstraction, the USRP Hard-
ware Driver (UHD) provides an interface for software to access the USRP, virtually regardless of the
specific model.

4.3 The USRP combined with Matlab scripts

Some extensions for Matlab (and Simulink) exist that enable access to USRP hardware (e.g. [44]
and [22]). However, they all seem to have significant limitations and shortcomings that render them
less convenient for this thesis’ experiments. For example, at the time the experiments were started,
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Figure 4.5: Visualization of the communication between Matlab scripts and the USRP via GNU
Radio

the extension of [44] supported neither full-duplex operation nor non-default daughterboard antenna
selection.

Therefore, some custom scripts were written, to use the hardware from within Matlab while keep-
ing sufficient control over the USRP’s parameters. In the used method, digital processing is performed
off-line, i.e. when the USRP is not actually transfering. This avoids the tight constraints associated
with a real-time implementation, providing ample freedom in the complexity of the employed algo-
rithms.

Although the processing capabilities of GNU Radio are barely used, the software is still needed
to perform the measurements involving USRP hardware. A GNU Radio script that is run separate
from Matlab provides access to the hardware and interacts with the Matlab scripts through files on
disk.

Figure 4.5 illustrates the communication between the Matlab scripts and the USRP. Several scripts
on the PC are involved in the system:

air loopback.m Matlab script defining the function air_loopback() that may be
called from the signal processing script to handle USRP access

air loopback.sh Linux shell script that handles requests from air_loopback() and
controls GNU Radio

air loopback.py GNU Radio Python script describing the signal flow graph between
sample files and USRP

air loopback wrapper.py Wrapper around GNU Radio script that instantiates it and issues
start and stop commands

The air_loopback() function takes the baseband samples to transmit as a vector and the sample
rate and returns the received baseband samples as a vector. Sample values should be in the range
from −1 to +1 for both real and imaginary parts.

Before calling air_loopback(), the shell script air loopback.sh must be started in a sepa-
rate process. This script serves to handle control messages from and to air_loopback() and calls
air loopback wrapper.py when needed. The control messages are passed as files on disk:

xmit start Created by air_loopback() to indicate transfer start, removed by
air loopback.sh when transfer finished. Contents are parameter informa-
tion.

xmit failed Created by air loopback.sh when maximum number of transfer attempts ex-
ceeded, removed by air_loopback() when checked.

The xmit start file contains the command line arguments to pass to air loopback wrapper.py on
execution:

--samp-rate Sample rate (Hz)
--f-center RF center frequency (Hz)
--duration Time duration (s) to execute GNU Radio signal flow graph
--gain-rx Receiver (analog) gain (dB)
--gain-tx Transmitter (analog) gain (dB)
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The raw baseband transmit samples given to air_loopback() are saved to the file tx.dat. After
this, the trigger file xmit start is created and the parameters written to it, indicating that the data
is ready to be transmitted. A loop is then entered to wait for the removal of the trigger file, i.e.
transfer finish.

The separately running shell script periodically checks the existence of the trigger file and if it
exists, executes air loopback wrapper.py with the command line arguments from xmit start. The
GNU Radio script transmits the baseband data from file through the USRP and simultaneously saves
the received baseband data to the file rx.dat. When finished, the shell script removes xmit start

to indicate that transfer has finished. On failure, it first creates the file xmit failed to inform the
Matlab script.

When air_loopback() sees that xmit start is removed, the received baseband samples are loaded
from file into memory and passed back to the function’s caller.

4.3.1 GNU Radio signal flow graph

Figure 4.6: Signal flow graph of GNU Radio script air loopback.py. The dependency between
transmit and receive chains ensures that transmission is not started before reception runs.

The signal flow graph in air loopback.py, created using GNU Radio Companion (the graphical
interface for GNU Radio), is shown in Figure 4.6. The transmitting part of the USRP corresponds
to the “USRP Sink” in the flow graph and the receiving part is the “USRP Source”. Notice the link
between transmission and reception paths in the flow graph. Because GNU Radio operates separate
paths in its flow graph independently, transmission and reception do not start simultaneously. To
make sure the complete transmitted signal is received, the transmit path is made dependent on the
receive path in the flow graph. This way, transmission can not start earlier than reception. The
addition of the received signal multiplied by a constant zero to the transmit signal does not alter the
transmit signal itself.

4.4 Time synchronization

In simulation, the transmit and receive signals have the same start time. When an AWGN channel
is simulated, the channel has no influence on temporal properties of the signal, so the first sample of
the transmit signal corresponds exactly to the first sample of the receive signal.

Any physical communication channel exhibits a propagation delay. This delay, primarily occurring
in the RF signal, manifests itself at baseband as both a time- and phase-shift of the received signal.
The following equation models a channel at baseband with (only) this behavior (based on [39]):

srx(t) = stx(t− Tp)ejΦp

where Tp is the propagation delay and Φp is the phase rotation due to the propagation delay.
Demodulation using a matched filter, such as described in chapter 2, assumes (perfect) time

synchronization between transmitter and receiver. Hence, propagation delay must be undone before
demodulation (visualized earlier with the “Sync” node in Figure 4.1a). In order to accomplish this,
the values of Tp and Φp must be known.
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Ideally, the phase rotation is Φp = −j2πFCTp, where FC is the main carrier frequency. This
suggests that Φp can be derived from Tp [39]. However, the phase is not easily calculated from Tp in
practice, notably because an accurate value of FC is not easily obtained.

A way of finding the actual values of Tp and Φp is by using cross correlation of the received and
transmitted signals and finding the position of the maximum magnitude of the result. This method
assumes that channel properties do not change significantly while it is used. Hence,

γrx,tx(τ) =

+∞∫
−∞

srx(t) · stx(t− τ) dτ (4.1)

T̂p = argmax
τ

∣∣γrx,tx(τ)
∣∣ (4.2)

Φ̂p = arg
(
γrx,tx(T̂p)

)
(4.3)

where T̂p and Φ̂p are the estimations of Tp and Φp, respectively.
An estimation of the transmitted signal is

ŝtx(t) = srx(t+ T̂p)e−jΦ̂p (4.4)

For implementation, the substitution e−jΦ̂p =
∣∣γrx,tx(T̂p)

∣∣−1 · γrx,tx(T̂p) might be convenient.
The described time synchronization method requires that the raw transmitted signal is also avail-

able at the receiver (indicated by the gray arrow bypassing the channel in Figure 4.1a). This way
no special synchronization techniques like pilot carriers, with their own limitations, are needed. Of
course, in a real communication system, the transmitted samples are not known at the receiver, so a
different synchronization scheme must be used.

4.5 The use of baseband DC and IF

In practical communication systems, using frequencies close to DC at baseband is often avoided.
Otherwise, LO bleedthrough can occur, because baseband DC corresponds to the main carrier fre-
quency at RF. Also, the analog stages in the baseband signal path can easily introduce offsets in
voltage or current, interfering with the information at DC (or frequencies close to DC because of
offset variations/drift).

In OFDM systems, this problem is commonly mitigated by disabling a number of subcarriers
close to baseband DC. Because Hermite functions of different orders do not stack in frequency like
the subcarriers in OFDM, the same solution is not suitable for the Hermite-based system. Therefore,
the digital baseband signal is translated to a (low) IF (multiplication in the time domain by ej2πFift)
before conversion to analog. At the receiver, the signal is translated back. The resulting signal at
RF is similar to a SSB/single sideband supressed carrier (SSBSC)-modulated carrier.

The scheme requires that the original baseband signal occupies less than half the DAC/ADC
bandwidth, because its spectral content must fit between DC and the maximum positive frequency,
to avoid problems associated with DC and aliasing. Assuming that the original signal’s spectral
content is centered at DC, the value of Fif must be at least half the signal bandwidth.

4.6 Noise characteristics estimation

For a fair comparison between simulated- and real-channel results, the noise characteristics of the
simulated AWGN channel are set to match with the real channel.

Consider the AWGN channel model of Equation 2.15:

srx(t) = αstx(t) + sn(t) (4.5)

where stx(t) and srx(t) are the transmitted and received signals, respectively, α is the linear gain of
the channel and sn(t) is the added noise. In order to obtain values for α and N0, a reference signal
is transmitted through the real channel and the received signal is compared with the transmitted
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signal. The reference signal is a single complex exponential at (baseband) frequency Fref with power
Pref,tx. A single harmonic signal is used because its frequency-domain representation consists of a
single peak that is easily distinguished from the noise floor.

Analysis of the received signal is performed by means of a discrete Fourier transform (DFT). The
frequency of the reference signal is chosen to be exactly in the middle of a DFT bin and its power is
calculated from the DFT magnitude of this bin. It is assumed that clock/LO jitter is small enough
to keep the reference signal’s power sufficiently in this single bin. Furthermore, it is assumed that
the noise power within the frequency band represented by the bin is negligible when compared to
the received reference signal power Pref,rx. This assumption is valid if Pref,rx and the number of DFT
bins are large.

Because baseband DC is subject to the influences of offset voltages and currents in the analog
processing path of the radio hardware, it is often removed from noise analyses. This means that the
corresponding DFT bin is discarded. Furthermore, the physical channel (notably including analog
circuitry) is never completely linear, so harmonic distortion products are present in the received signal.
These distortion products are normally considered part of neither the noise, nor the (reference) signal
(consider the definitions of SNR, signal-to-noise and distortion ratio (S/N+D) and total harmonic
distortion (THD) in [4]). The powers in the bins that correspond to the distortion products are
summed to give the total harmonic distortion power Pthd. Note that the same assumptions are made
as for the received reference power bin. The sum of the remaining DFT bins’ powers is approximately
the total received noise power Pn.

The two parameters α and N0 for the AWGN channel model are found by

α =

√
Pref,rx

Pref,tx
(4.6)

N0 =
Pn

BW
(4.7)

where BW is the observed bandwidth, which is equal to the sample rate in case of I/Q sampling.
Measurements were performed using our USRP setup, with FS = 10MS/s, Pref,tx = 1 and Fref =

1.5MHz, resulting in

Pref,rx ≈ −11.5dB

Pn ≈ −47.1dB

Pdist ≈ −47.2dB

where the powers are relative to the ADCs’ full scale (in GNU Radio and Matlab unitless [−1,+1]
for both the I- and the Q-path). From these powers, we calculate

α ≈ 0.27

N0 ≈ −117dB

SNR ≈ 35.6dB

S/N+D ≈ 32.7dB

THD ≈ −35.7dB

This chapter presented the setup that was used for this thesis’ experiments. Practical choices and
assumptions were presented. As an essential part of the setup, the chosen hardware for experimental
radio transmission, the Ettus Research USRP, was described. The coupling between The Math-
works Matlab software and USRP hardware that was presented, was a practical solution but not
ideal. The issue of compensating for propagation delay and timing missynchronization between trans-
mitter and receiver was addressed and a pragmatic approach was taken to solve it for this setup. In
addition to this, it was observed and noted that the use of low-frequency information-carrying signals
at baseband leads to problems and the use of an IF was chosen as a solution. Finally, the attenuation
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and noise characteristics of the physical channel corresponding to the setup were determined, in order
to match simulation and practice.

The next chapter will present results that were obtained with the use of the setup from this
chapter.
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Chapter 5

Results from simulations and
measurements

In this chapter, the effect of ISI on the BER in Hermite-based communication is examined by means
of simulations and measurements. The results are linked to the theoretical analyses of chapter 3 to
come to a complete picture.

At first, ISI is deliberately limited to a single direction in the time-frequency plane, in order to
verify that ISI direction has no influence. These results also show a few characteristic aspects of the
system’s behavior, such as the dependency on symbol spacing and the error contributions of individual
subcarriers. Results are combined with the 60-dB bandwidth definition to show performance when
the system operates in spectral white space for its transmission. Then, two-dimensional symbol
distributions are brought into play in order to assess spectral efficiency for multi-user situations when
the BER is constrained. Lastly, behavior in AWGN channels is examined and noise- and interference-
limited performance regimes are identified.

An OFDM system is subjected to similar trials for comparison with the Hermite system. The
chapter will conclude with a brief exploration of a system employing the Fourier-Hermite basis signals.

It is important to note that for all simulations that do not include an explicit indication of the
noise level, we used Eb/N0 ≈ 46dB, corresponding to the real-channel setup. Pivotal densities are
also determined with this noise level.

5.1 Hermite-basis ISI in single-dimension symbol overlap

Simulations of the Hermite-based system with the inherent ISI in one direction (time-directed,
frequency-directed or diagonal) were performed, of which Figure 5.1a shows the total BER versus
relative time-frequency usage. In all simulated cases the BER decreases in a virtually monotonic
fashion when symbols are allowed more area in time-frequency, i.e. symbol spacing is increased and
thus ISI reduced.

Each curve stops when no bit errors occur anymore. Because a small amount of white Gaussian
noise is added (Eb/N0 ≈ 46dB) in the simulated channel, the theoretical bit-error probability is never
completely zero. Hence, if a BER of zero is observed, this is due to the finite number of transmitted
bits in the simulations.

In chapter 3, it was stated that, because Hermites are eigenfunctions of the FrFT, ISI should
not be influenced by the direction in time-frequency at which it occurs. This is confirmed by the
simulations for eight and sixteen subcarriers. However, when a single subcarrier is employed, the
results of different directions do not completely match, which is shown with more detail in Figure 5.1b.
Most striking is the significantly earlier, sudden drop to zero of the BER in the time-directed case.
Simulations without noise do not produce noticably different results, hence the phenomenon is not
related to noise. Also, time-truncation of the basis signals (necessary for practical reasons, as stated in
subsection 2.8.2) can neither be the cause, because it occurs at points where the Hermites’ exponential
decay has reduced its effect to be smaller than that of the noise. Another possibility is the influence
of limited bandwidth with the chosen sample rate, causing additional errors in the frequency- and
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(d) BER per subcarrier for time-directed ISI with 16
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spond to subcarriers 0 to 15

Figure 5.1: Simulated-channel BER performance of Hermite system due to ISI in one dimension.
Time-frequency usage corresponds to Equation 3.35.
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diagonal-directed distributions. Because the bandwidth of the transmitted signal was smaller for the
diagonal distribution, the effect should be smaller as well, which is not clearly observable. However,
the effect of the sample rate is not examined thoroughly. Hence, it is currently unclear what the
cause is.

Regardless of the influence by the direction of ISI, there is a clear effect from the number of
subcarriers. Whereas the observed difference between eight and sixteen subcarriers is small, the
single-subcarrier system exhibits BER roll-off significantly earlier. This anomaly in the results for a
single-carrier system is probably because there are fewer subcarriers to contribute significantly to the
interference energy. This is explained in the following text frame.

Behavior of single-carrier Hermite system with one-dimensional symbol grids

Consider a single-carrier (Hermite-based) system that uses BPSK modulation (An ∈ {−1,+1})
and transmits through an ideal noiseless channel. Source data is a random bit stream with
equiprobable bit values. If no interference occurs, the transmitted and received modulation
factors are equal. Now assume that two adjacent symbols interfere and each has a contribution
of a1 to the received modulation factor:

Ân = An + a1(An−1 +An+1) (5.1)

The resulting constellation diagram at the receiver is shown here:

−1 +10
× ×× × × ×

2a1

As the symbols are positioned more densely, the value of a1 increases and the constellation points
closest to zero move towards the other side. When a > 1/2, these points cross the decision
boundary (zero) and errors start to occur. It is easily found that the bit-error probability for
this system is either zero or 1/4, depending on symbol density.

Next, we take into account the symbols of one position further, each with a contribution of
a2:

Ân = An + a1(An−1 +An+1) + a2(An−2 +An+2) (5.2)

Assuming 1 > a1 > a2, the received constellation looks like:

−1 +10
× ×× × × ×× × × ×× × × ×× × × ×

2a1 2a2

For small a1 and a2, no errors occur, but if the density increases, so do a1 and a2, causing
multiple constellation points to move towards the decision boundary. When a1 + a2 becomes
slightly larger than 1/2, the first points cross the boundary and the bit-error probability is 1/16.
As density is raised, the bit-error probability increases in discrete steps, each time a new point
crosses the boundary.

Note that, although no errors occur with an ideal channel, noise sensitivity has increased
because the interference causes constellation points to be closer to the decision boundary. If the
channel introduces AWGN, the discrete steps become less pronounced and a lower bound on the
amount of errors appears. As the noise level increases, the relation between density and error
probability becomes more smooth and simultaneously the lower bound increases.

Now consider a case in which a multitude of interfering symbols are present. The received
modulation factor is now a sum of many terms. The more (strong) interferers there are, the more
the total effect resembles AWGN, like the central limit theorem describes. Hence, the BER as a
function of symbol density becomes smoother and the gap between zero and the lowest non-zero

I
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Behavior of single-carrier Hermite system with one-dimensional symbol grids (cont)

error rate becomes smaller. If Nc subcarriers are employed, each interfering symbol contributes
Nc terms to the sum and similar effects occur.

In our simulations, we have employed QPSK modulation. Higher constellations give more
closely spaced decision boundaries and thus the effect of interference is amplified. Furthermore,
there are more decision boundaries, causing extra influence on the results.

The values of a1, a2, . . . are the result of the CCFs of the basis signals, like we have shown
before. Therefore, the sequence ap (with p ∈ N) resembles a sampled version of the basis signal’s
CCF in the case of a single subcarrier. Hence, in a Hermite system with a single subcarrier, the
exponential behavior of the function causes later elements in the sequence to have very small
magnitudes. The corresponding symbols thus barely contribute to the received modulation factor
and the effect is similar to a low number of interferers. As symbol spacing increases, fewer symbols
preserve a significant contribution.

Concluding, the single-carrier Hermite system with one-dimensional ISI behaves differently
than the eight- and sixteen-carrier systems because:

• there are few significant interferers,

• the noise level of the channel is low (Eb/N0 ≈ 46dB) and

• a low-order constellation (QPSK) is used.

In results that are not shown here, it was observed that for two and four subcarriers, BER roll-off
occurs later than for one subcarrier, but earlier than for eight. For increasing number of subcarriers,
the cut-off point shifts towards the right in the plot, which fits the explanation in the text frame.

The effect of additional subcarriers on the BER of the Gaussian subcarrier is shown in Figure 5.1c.
The horizontal axis of the figure shows the average time-frequency usage per symbol, i.e. Nc ζ. Clearly,
a larger symbol spacing is needed to keep the BER of subcarrier 0 constant when more subcarriers
are used, because of the larger spread of higher order Hermite functions. Time-frequency direction
of the interference is of negligible influence, as expected.

The larger time and frequency spread of higher-order Hermites not only causes the interference
from these subcarriers onto others to increase, but also the interference they receive from others.
This is demonstrated for Nc = 16 in Figure 5.1d. When the relative time-frequency usage increases,
the subcarriers’ BERs drop sequentially, starting with subcarrier 0, followed by 1, 2 and so on.
Interestingly, in the range just before dropping to zero, the BERs show a reduced decrease and
absolute values that are higher than other subcarriers (including higher orders). This might be related
to the fact that (higher-order) Hermites reach their maximum magnitude just before exponential roll-
off.

Using the setup described in chapter 4, measurements were performed to verify simulated-channel
results. The results are shown in Figures 5.2a–5.2c, that are the counterparts of Figures 5.1a–5.1d
for the real channel. Measurements for the real channel are very consistent with the corresponding
simulations. Hence, the real channel seems to behave very similar to the simulated AWGN channel,
which is not very surprising given the close spacing of the antennas. Some additional small-scale
variations are visible in the BER graphs. These may be due to spurious interference from other
transmitters or because of e.g. analog filtering.

From the results, the values for the pivotal time-frequency usage ζp are extracted and they are
summarized in Table 5.1. These values will generally not be applicable to a real implementation of
the system, because equal signal widths in both directions in the time-frequency plane were assumed.
Figure 5.3 shows the results for one-dimensional symbol distributions when the transmitted signal’s
60-dB width is considered. This figure gives a more realistic indication of the time-frequency usage
when the system is an unlicensed user with out-of-band emission restricted to FCC regulations. The
pivotal time-frequency usage ζp values for this situation are listed in Table 5.2. Although spectral
efficiency appears to be low, the system does not exhibit spectral leakage. In this case, ‘safety’
(avoiding interference) has higher priority than efficiency. However, spectral efficiency increases with
the number of subcarriers, providing an opportunity to enhance the performance while staying ‘safe’.
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Figure 5.2: Real-channel BER performance of Hermite system due to ISI in one dimension. Time-
frequency usage corresponds to Equation 3.35.

Time-directed Frequency-directed Diagonal
Nc Simulation Real Simulation Real Simulation
1 0.52 0.57 0.70 0.70 0.70
8 1.09 1.09 1.09 1.09 1.09
16 1.12 1.14 1.14 1.12

Table 5.1: Pivotal time-frequency usage of Hermite system for one-dimensional symbol distributions
assuming equal symbol width in both directions. The time-frequency usage corresponds to Equa-
tion 3.35. The numbers for Nc = 1 are explained in the text frame on page 43.
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Figure 5.3: Simulated-channel BER performance of Hermite system due to ISI in one dimension.
Time-frequency usage corresponds to Equation 3.34 with 60-dB bandwidth.

Time-directed Frequency-directed Diagonal
Nc Simulation Real Simulation Real Simulation
1 2.13 2.24 2.48 2.48 2.48
8 1.74 1.74 1.74 1.74 1.74
16 1.56 1.58 1.58 1.56

Table 5.2: Pivotal time-frequency usage of Hermite system for one-dimensional symbol distributions
when considering 60-dB bandwidth. The time-frequency usage corresponds to Equation 3.34.

We will see a similar effect in section 5.3, where an explanation is given as well. The maximum
realistic spectral efficiency obtained in the simulations with the one-dimensional grids is about 1.28
modulation degrees of freedom per second-Hertz, using sixteen subcarriers.

5.2 ISI in rectangular and hexagonal symbol distributions

Simulations of the Hermite-based system using the rectangular and hexagonal grids provide the
resulting total BER performances that are shown in Figure 5.4. The two-dimensional distributions
exhibit a higher overall BER than the one-dimensional ones, evidently because each symbol takes
interference from multiple directions. The curves for the rectangular and hexagonal distributions are
similar when a single subcarrier is used. However, when eight or sixteen subcarriers are employed,
the BERs of the hexagonal distribution fall more sharply above ζ ≈ 0.8. This results in a lower
time-frequency usage of this symbol distribution for the given BER of 10−3, and thus higher spectral
efficiency, compared to the rectangular grid.

Table 5.3 gives the extracted values of the pivotal time-frequency usage ζp for rectangular and

0 0.2 0.4 0.6 0.8 1 1.2 1.4
10

−6

10
−4

10
−2

10
0

Relative time-frequency usage

B
E
R

 

 

Rectangular, Nc = 1
Rectangular, Nc = 8
Rectangular, Nc = 16
Hexagonal, Nc = 1
Hexagonal, Nc = 8
Hexagonal, Nc = 16

Figure 5.4: Simulated Hermite system’s BER performance for two-dimensional symbol distributions.
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Rectangular Hexagonal
Nc Simulation Simulation
1 1.08 1.08
8 1.18 1.08
16 1.20 1.06

Table 5.3: Pivotal time-frequency usage of Hermite system for 2-dimensional time-frequency symbol
distributions.
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Figure 5.5: Simulated noise influence on Hermite system’s BER performance for different symbol
distributions and numbers of subcarriers, with pivotal density.

hexagonal symbol distributions. There is little deviation between the values for the rectangular and
hexagonal distributions, but the latter has a slight overall advantage.

It is shown that communications using Hermite functions as basis signals can be performed with
a spectral efficiency of about 1.85 degrees of freedom per sHz when the total BER is limited to 10−3.
However, time dispersion and frequency dispersion are small for the real-channel measurements and
absent for simulations. Channel noise (AWGN) is small for both simulations and real-channel mea-
surements. Furthermore, in practical applications, the effective data throughput is reduced because
of the necessity for error-correction codes.

5.3 AWGN performance

It is relevant to investigate under what circumstances the system performance is limited predomi-
nantly by the inherent ISI or by noise in AWGN channels. This helps to analyze the impact of the
non-orthogonality of time-frequency shifted Hermite sets.

For a one-dimensional symbol distribution, the simulated BER as a function of signal-to-noise
ratio per bit (Eb/N0) is shown in Figure 5.5a for various numbers subcarriers and the corresponding
pivotal time-frequency usage values. For reference, the theoretical performance of a system without
ISI in an AWGN channel, is shown as well. Because of the earlier-observed difference between time-
and frequency-directed distributions, both are shown. None of these systems come very close to the
theoretical curve. Naturally, ISI is the dominant cause for errors when Eb/N0 is high.

A salient difference in the shape of the curves occurs between systems with fewer or more subcar-
riers. The systems with one and two subcarriers perform very poor in the lower part of the simulated
Eb/N0 range and drop to zero BER in the upper part. However, the other systems perform con-
siderably better for lower Eb/N0 and approach a lower-bound around BER ≈ 10−3 (likely related
to the used BER criterion) as Eb/N0 increases. A probable cause lies in the shape of the received
modulation factors’ probability density functions (PDFs). This could also relate to the explanation
given in the text frame on page 43. However, a more detailed explanation is currently not found.

The results of Figure 5.5b show that for the rectangular and hexagonal symbol distributions, the
curves behave similar to the one-dimensional cases that use more subcarriers. A possible explana-
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(b) Eight subcarriers
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(c) Sixteen subcarriers

Figure 5.6: Simulated noise influence on Hermite system’s BER performance for various symbol
densities in hexagonal grid.

tion for this observation is that the number of symbols closest to one specific symbol is 2 for the
one-dimensional symbol distributions, but 4 and 6 for rectangular and hexagonal distributions, re-
spectively. The result is that each symbol takes equally strong interference from multiple directions
in time-frequency, with an effect on the received modulation factors’ PDFs that is similar to that of
multiple subcarriers. This was described in more detail in the text frame on page 43. Figure 5.5b
also shows that for single-carrier systems, the curves of two-dimensional distributions have some ten-
dency towards the one-dimensional cases with few subcarriers. The multi-carrier curves more closely
follow the theoretical curve for lower Eb/N0. This is again the effect of a larger number of significant
interferers.

The plots in Figure 5.6 show AWGN performance for a system employing the hexagonal symbol
distribution with various symbol densities. All three plots show that when symbol spacing is increased,
the curve tends more towards the theoretical ideal, which is because ISI is reduced. However, as
subcarriers are added, ideal behavior is approached faster with increasing time-frequency usage.

In order to obtain the BER of 10−3 in an AWGN channel, the theoretical (non-interference)
Eb/N0 must be at least 6.8dB. Table 5.4 lists the minimum required Eb/N0 for the Hermite systems,

Eb/N0 [dB]
ζ Nc = 1 Nc = 8 Nc = 16

1.1 15.9 (+9.1) 9.1 (+2.3) 8.0 (+1.2)
1.2 11.6 (+4.8) 7.1 (+0.3) 6.8 (+0.0)
1.3 9.4 (+2.6) 6.9 (+0.1) 6.8 (+0.0)
1.4 8.7 (+1.9) 6.8 (+0.0)
1.5 8.0 (+1.2)

Table 5.4: Minimum required Eb/N0 to achieve BER ≤ 10−3 with Hermite-based transmission in
an AWGN channel. Theoretically required value is 6.8dB without interference. The values between
parentheses indicate the required additional Eb/N0.
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Figure 5.7: Simulated BER of an OFDM system as a function of time-frequency usage. ISI occurs
in one direction. Separate curves are shown for time- or frequency-directed ISI. Eb/N0 = 10dB.

extracted from the simulation results. Clearly, a single-subcarrier system requires a higher Eb/N0

to meet the criterion than the systems with eight or sixteen subcarriers. Of the latter, the sixteen-
subcarriers system has the smallest demand for additional Eb/N0. If the additionally required Eb/N0

is limited to 3dB, the achievable relative time-frequency usage is 1.3 for a single subcarrier, but 1.1
for eight or sixteen subcarriers. However, the plots in Figure 5.6 show that when the criterion is
tightened to e.g. BER ≤ 10−4, a system with eight subcarriers demands a significantly higher Eb/N0

and also the sixteen-subcarriers system requires a higher value.
The results suggest that adding subcarriers increases time-frequency efficiency of the Hermite sys-

tem in AWGN channels. Because Hermite functions are orthogonal, there is no ICI in the system. The
ISI is because of non-orthogonality between time-frequency-shifted Hermites. Hence, adding subcar-
riers means that non-orthogonal information bearers (symbols) are traded for orthogonal information
bearers (subcarriers), reducing interference.

5.4 OFDM ISI

Many research publications have been focussing on missynchronization between the transmitter and
receiver (single pair) of OFDM systems. Because multi-user communication is of interest here, ev-
ery transmitter-receiver pair is assumed to be perfectly synchronized. However, missynchronization
occurs between different pairs, giving rise to MAI [34].

In an OFDM system, the ISI that occurs when different transmitters are not synchronized, varies
differently with symbol density than in a Hermite-based system.

Simulation results for time- and frequency-directed ISI are shown in Figure 5.7. To obtain clearer
results, channel noise is added with Eb/N0 = 10dB. Obviously, there is a difference between the two
ISI directions. In the time direction, there is no ISI when ζ > 1, because symbols do not overlap: an
advantage of the strictly time-limitedness. However, in frequency direction, ISI is only absent when
all subcarriers of all symbols together form an orthogonal set. These points are visible in Figure 5.7
as the (sharp) local minima of the BER curves.

For a multi-user case with successive symbols of different users, overlap may occur in the time
direction. The plot shows that in this case, BER will increase steeply. This situation therefore benefits
from a guard space between successive symbols, which is achieved with greater symbol spacing. The
guard space can absorb a timing mismatch equal to its own duration, without any detrimental effects
on received signal quality. However, throughput is reduced by the increased spacing.

For many subcarriers in an OFDM symbol, the average bandwidth per subcarrier is 1/Tsym (ex-
cluding sidelobes). A complete symbol occupies a bandwidth of Nc/Tsym. Hence, the time-frequency
area per symbol is Nc, corresponding to the ideal spectral efficiency of two degrees of freedom per
sHz.

For multiple frequency-shifted symbols, the condition to avoid ISI, when sidelobes are ignored, is
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ζ Eb/N0 [dB]
1.00 6.8 (+0.0)
1.21 11.3 (+4.5)
1.69 18.2 (+11.4)
1.96 15.8 (+9.0)
2.56 12.2 (+5.4)
2.89 10.7 (+3.9)
3.61 7.9 (+1.1)
4.00 6.8 (+0.0)

(a) One subcarrier

ζ Eb/N0 [dB]
1.00 6.8 (+0.0)
1.03 7.4 (+0.6)
1.08 9.6 (+2.8)
1.10 10.2 (+3.4)
1.16 9.6 (+2.8)
1.18 8.6 (+1.8)
1.24 7.3 (+0.5)
1.27 6.8 (+0.0)

(b) Eight subcarriers

ζ Eb/N0 [dB]
1.00 6.8 (+0.0)
1.01 7.2 (+0.4)
1.04 8.5 (+1.7)
1.05 9.0 (+2.2)
1.08 8.6 (+1.8)
1.09 8.1 (+1.3)
1.12 7.1 (+0.3)
1.13 6.8 (+0.0)

(c) Sixteen subcarriers

Table 5.5: Minimum required Eb/N0 to achieve BER ≤ 10−3 with OFDM-based transmission in
an AWGN channel. Theoretically required value is 6.8dB without interference. The values between
parentheses indicate the required additional Eb/N0.

that each symbol is at least shifted by Nc/Tsym (center-to-center distance) w.r.t. every other symbol.
If sidelobes are taken into consideration, the center-to-center distance between every pair of symbols
must be exactly (Nc + n)/Tsym where n is any non-negative integer. This condition is enforced for

OFDM/OFDMA. In the rectangular grid, this corresponds to ζ = (1 + n/Nc)
2
. These points are the

local minima of the BER curves in Figure 5.7.

It can be seen in the figure, that the BER rises steeply for deviations from the ideal points.
This can cause problems when multiple, unsynchronized users are transmitting. With regard to this
case, Hermite-based communication allows the symbols to be placed at a slightly larger spacing, to
reduce BER, because of the monotonically decreasing BER. For OFDM/OFDMA systems, however,
a slightly larger spacing causes BER to increase. The next ideal point, which may tolerate (slightly)
more deviation, requires a larger leap in spacing, causing spectral efficiency to jump down as well.

As the number of subcarriers increases, the jumps in relative time-frequency usage between the
ideal points become smaller. This is because the bandwidth of a single subcarrier compared to total
bandwidth is smaller when more subcarriers are employed. When viewed in the frequency domain
only, the spacing between successive ideal points can be seen to equal the bandwidth of one subcarrier.

Figure 5.8 shows BER as a function of Eb/N0 for an OFDM system that experiences frequency-
directed ISI. When ISI occurs, its effect is similar for Hermite and OFDM systems: the BER ap-
proaches a lower-bound as Eb/N0 increases. Table 5.5 lists the minimum required Eb/N0 for the
OFDM systems to meet the criterion of BER ≤ 10−3 for various values of ζ. Naturally, more ISI
leads to a higher requirement on Eb/N0 to meet the criterion. The shape of the frequency-directed
results in Figure 5.7 returns in these values: highest Eb/N0 is required when symbol spacing corre-
sponds to the peaks of the curves.

Worst-case interference occurs when a single-carrier system is used with ζ ≈ 1.69. The requirement
on Eb/N0 then becomes 18.2dB. Should this situation occur, then a BER of e.g. 10−4 is not obtainable
and a quite severe change in symbol spacing is required (ζ ≈ 1.21 or ζ ≈ 2.56 for the simulated step
size) if this BER is necessary. For eight and sixteen subcarriers, the worst-case Eb/N0 requirement is
about 10.2dB and 9.0dB, respectively. However, the latter systems are still able to meet BER ≤ 10−4

if necessary, although a significantly higher Eb/N0 is needed.

Adding subcarriers leads to a smaller performance penalty, in both BER and spectral efficiency,
when missynchronization occurs (carrier frequencies are not in the ideal points). The same observation
was done for the Hermite-based system, which was explained by the exchange of non-orthogonal for
orthogonal information bearers.

5.5 Fourier-Hermite basis

Simulations of a Fourier-Hermite-based system yield the results shown in Figure 5.9. It can be seen
that this system performs even better (for multiple subcarriers) than the normal Hermite system,
because the BER is about two orders of magnitude lower when little noise is present. BER perfor-
mance also improves faster with increased symbol spacing. The values for ζp of Table 5.6 show that
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(c) Sixteen subcarriers

Figure 5.8: Simulated noise influence on OFDM system’s BER performance for various symbol
densities in rectangular grid. Frequency-directed ISI only, with time-frequency usage corresponding
to Equation 3.35. The chosen symbol densities are all in the range of the first sidelobe occurring in
Figure 5.7.

Nc Time-directed Frequency-directed Rectangular Hexagonal
Normal Transposed

6 0.99 0.95 0.97 0.97
8 1.00 1.03 1.06 0.97
16 1.08 1.08 1.10 0.97

Table 5.6: Pivotal time-frequency usage (ζp) of Fourier-Hermite system with various time-frequency
symbol distributions. Values < 1 can occur because coding is excluded.
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Figure 5.9: Simulated noise influence on Fourier-Hermite system’s BER performance for various
symbol densities in hexagonal grid.

Figure 5.10: Time-frequency illustrations of Fourier-Hermite symbols with six subcarriers in normal
(left) and transposed (right) hexagonal grid.

approximately optimal spectral efficiency is obtained with the Fourier-Hermite basis for the given
BER limit of 10−3. Note that the efficiency is reduced when coding is applied, which is necessary to
reduce the final BER to zero.

Also, with the given BER criterion, a relative time-frequency usage of 1.1 requires for eight and
sixteen subcarriers only 1.0dB and 0.4dB of extra Eb/N0 (compared to interference-free theory),
respectively, see Table 5.7. The Hermite system requires in these situations 2.3dB and 1.2dB.

An interesting situation occurs when six subcarriers are employed in the Fourier-Hermite system
and a hexagonal symbol distribution is used, because of the flower-like pattern in time-frequency. In
this situation, the hexagonal grid as described in section 2.10 causes the subcarriers of each symbol
to point at the centers of the adjacent symbols. In a transposed version of the grid, the subcarriers
point exactly between two adjacent symbols. This is illustrated in Figure 5.10. It is interesting
to test whether the orientation of the grid influences performance for this system. Therefore, both
distributions were simulated in order to compare total BER performances. The resulting pivotal
time-frequency usages, listed in Table 5.6, do not show significant differences, suggesting that on
average, the effect of interference is equal.

Eb/N0 [dB]
ζ Nc = 8 Nc = 16

1.0 11.2 (+4.4) 10.8 (+4.0)
1.1 7.8 (+1.0) 7.2 (+0.4)
1.2 6.9 (+0.1) 6.8 (+0.0)
1.3 6.8 (+0.0) 6.8 (+0.0)

Table 5.7: Minimum required Eb/N0 to achieve BER ≤ 10−3 with Fourier-Hermite transmission in
an AWGN channel. Theoretically required value is 6.8dB without interference. The values between
parentheses indicate the required additional Eb/N0.

52



CHAPTER 5. RESULTS FROM SIMULATIONS AND MEASUREMENTS

In this chapter, a variety of simulation and measurement results were presented. The effect of non-
orthogonality between time-frequency-shifted Hermites on the BER of a Hermite-based communica-
tion system was examined by simulation and by transmission through a real channel. For the Hermite
basis signals, BER decreases monotonically when symbol spacing in time-frequency is increased and
for a given number of subcarriers, the higher orders are impaired more by the occurring ISI. The
direction in the time-frequency plane in which ISI occurs is generally not of significant influence.
However, some anomalies were observed for a single-subcarrier system when ISI occurs in a single
direction. The exact cause for this deviant behavior has not become clear. In general, results from
simulations and real-channel measurements agree very well, which was expected because the hardware
was set up such, that the channel behaves predominantly like an AWGN channel.

When BER is restricted to 10−3, a spectral efficiency of 1.85 degrees of freedom per sHz is shown
to be possible with the Hermite system. In this case, the symbols are arranged in time-frequency
according to a hexagonal grid and performance is strongly interference-limited. A rectangular grid
performs slightly worse, with a spectral efficiency of around 1.7 degrees of freedom per sHz. These
numbers do not include error-correction coding, which will reduce efficiency to achieve a BER of zero.

In many cases, the ISI is observed as a lower-bound on the BER when channel noise is reduced, i.e.
interference-limited performance regimes are entered. In general, when compared to an interference-
free system, a larger Eb/N0 is required to compensate for the interference if BER is constrained.
However, as subcarriers are added to the system, the demand for lower noise loosens, as orthogo-
nality of the subcarriers within one symbol reduces interference. For a constraint BER ≤ 10−3 and
with Eb/N0 ≥ 9.4dB (2.6dB more than interference-free systems), spectral efficiency is about 1.54
modulation degrees of freedom per second-Hertz for a single-subcarrier system and about 1.82 for
eight and sixteen subcarriers, with the latter slightly less sensitive to a lower Eb/N0. Again with a
hexagonal time-frequency symbol grid.

A comparison of interference in the Hermite system and a (traditional) OFDM system was provided
in this chapter. The effects of interference in case of multi-user missynchronization on the BER
as a function of Eb/N0 are similar for both systems: lower-bounds on BER for decreasing noise
power and a requirement for higher Eb/N0 to achieve the same BER. Most important difference
between the systems in case of missynchronization between transmitters is that the Hermite system’s
BER monotonically decreases if symbols move away from each other, while the OFDM/OFDMA
system’s BER increases first. This allows a slightly increased symbol spacing to absorb the mismatch
in a Hermite system. For the OFDM-based system, only discrete spacing increments give some
improvement, but sensitivity to missynchronization remains, although slightly less severe with every
next increment. For both systems, the total BER reduces when (orthogonal) subcarriers are added.

As a final addition to the investigations, a system employing the Fourier-Hermite basis signal
set was examined briefly. The Fourier-Hermite system shares the pure-Hermite system’s property
of monotonically decreasing BER with increasing symbol spacing. As indicated earlier, this allows
a slight reduction of efficiency in exchange for an improved BER and reduced sensitivity to missyn-
chronization between users. Simulations have shown that performance of this system is superior to
the pure Hermite system regarding achievable spectral efficiency and required Eb/N0 for the used
BER criterion. A spectral efficiency of about 1.82 modulation degrees of freedom per second-Hertz
is achieved while requiring an Eb/N0 of 7.8dB for eight subcarriers and 7.2dB for sixteen, which is
1.3dB and 0.8dB less than the comparable Hermite system and 1.0dB and 0.4dB above interference-
free theory. For Eb/N0 ≥ 10.8dB (4.0dB more than interference-free), the spectral efficiency reaches
2 degrees of modulation freedom per second-Hertz, which is also the theoretical limit.

53



CHAPTER 5. RESULTS FROM SIMULATIONS AND MEASUREMENTS

54



Chapter 6

Conclusions

The main aim of this thesis was to investigate the capabilities of Hermite basis signals in multi-carrier
communication. The capabilities that were examined regard to spectral efficiency and unsychronized
multi-user situations.

An important goal that was set at the start of this thesis, was to conduct real-world experiments
with Hermite-based communication in order to verify theoretical and simulated performance. Aiming
at this goal, we presented a setup that was employed in Hermite-based wireless transmission. This
is the first time known to the author, in which actual data transmission through the air has been
performed by using Hermite basis signals. It was observed for the Hermite-based system, that simu-
lations and real-channel transmissions give very similar results. Thereby theoretical performance was
verified with actual measurements.

The main research question for the thesis was: “How dense can the symbols of a Hermite-based
communication system be packed in time-frequency, when the BER is constrained?” Based on existing
literature about the capacity of error-correction coding schemes, the criterion BER ≤ 10−3 has
been used. For this constraint, simulations have shown that the achievable density is about 0.06
symbols/s/Hz, for sixteen QPSK-modulated subcarriers in an AWGN channel with Eb/N0 ≈ 46dB.
This corresponds to a spectral efficiency of approximately 1.89 modulation degrees of freedom per sHz.
The symbols were arranged in time-frequency according to a hexagonal grid, which yields optimal
density for symbols with a circular time-frequency representation, like the Hermites. Simulations of
the same system employing a rectangular grid resulted in about 0.05 symbols/s/Hz, corresponding to
about 1.67 degrees of freedom per sHz. Another set of basis signals derived from Hermite functions is
the set of Fourier-Hermite signals, that were examined in this thesis as well. Simulation results have
shown that this basis performs even better than a ’pure’ Hermite function set. The theoretical limit of
2 degrees of modulation freedom per second-Hertz can be obtained with this basis when a hexagonal
symbol grid is used and channel noise (AWGN) is about 4dB lower than for systems optimized for
operation in AWGN.

The main research question was accompanied by the question: “How well is its spectral efficiency
compared to e.g. OFDM?” Under the same circumstances, an OFDM system with a rectangular
symbol grid (optimal for the OFDM symbol shape in time-frequency) can achieve the theoretical limit
of 2 degrees of freedom per sHz. The results suggest that an OFDM system is superior regarding
spectral efficiency. However, some implicit assumptions limit the significance of the numbers. The
first is the assumption that there is one transmitter-receiver pair and both are perfectly synchronized
in time and frequency. It is known that performance degrades when missynchronization between
transmitter and receiver occurs and that OFDM is very sensitive in this respect. Secondly, it was
assumed that this was the only system in a large available bandwidth and that it transferred a very
large number of symbols. Hence, spectral leakage was neglected, but this is where a large difference
lies: OFDM shows a slowly decaying (∝ 1/ω) series of sidelobes in the frequency domain, whereas
Hermites are known to be well-localized with exponential decay in both domains. Rapid decay is of
importance for application in CR systems with regard to the use of white spaces without interfering
neighboring transmitters.

Another point of interest at the start of this thesis considered spectrum-scarce, multi-user commu-
nication by the statement that it would be “interesting to know, how tolerant the [Hermite] system
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is to missynchronization between different transmitters and how this compares to OFDM/OFDMA.”
In this thesis, no elaborate quantitative investigation of missynchronization between transmitters was
done. However, an indication of the tolerance is found by observing the change in BER when symbol
density is varied. For the Hermite-based systems, it was found that the relation between symbol den-
sity and BER behaves monotonically: an increased density causes increased interference and BER,
while a lower density causes less interference and lower BER. For OFDM/OFDMA, the relation is not
monotonic in the frequency domain. It exhibits the “bouncing” pattern that is characteristic to the
magnitude of a sinc-function, with sharp notches at the points where all carriers form an orthogonal
set. Because normally an OFDMA system will be set to operate exactly in a notch of the BER curve,
any deviation causes increased interference and BER. However, in the time domain, only for symbol
densities that cause the time-limited symbols to overlap, interference occurs. In this situation, it
decreases monotonically for increasing symbol distance.

The monotonic relation between symbol density and interference gives the opportunity to add
a kind of guard space of arbitrary width between symbols, that can absorb mismatches in timing
or frequency. The guard space is applicable to the Hermite system in both domains, but to the
OFDM/OFDMA system only in the time domain. This is an advantage of the Hermite-based system
in the unsynchronized multi-user case. The traditional solution to avoid interference by a large
frequency spacing between (unsynchronized) transmitters is also a guard space, but it is required to
be significantly wider than the possible mismatches, greatly degrading spectral efficiency.

In short, the communication systems based on Hermite functions show very promising performance
with regard to spectral efficiency and unsynchronized multi-user situations. At the same time, they
inherently keep out-of-band emission extremely low, which makes them good neighbors when residing
in spectral white spaces.

6.1 Future work

Despite the work already performed, open questions remain and new questions are risen — in corre-
spondence with scientific tradition.

Regarding the real-channel measurements, the close spacing of the transceiver antennas has re-
sulted in a strong LOS path for the electro-magnetic waves to travel. In comparison to this, received
power of reflections from IOs is justifiably negligible. As multi-path effects are not negligible in many
realistic mobile channels, future research should include performance examination in more system-
challenging setups.

An elaborate analysis of the effects caused by the missynchronization between multiple trans-
mitters was not performed. Because the advantages of Hermite-based communication are expected
to be fully appreciable in the unsynchronized multi-user case, future research in this direction is
recommended.

The current investigation assumed perfect synchronization between transmitter and receiver. In
practice, this synchronization is not perfect, inducing both ISI and ICI. It is recommended to look
into the exact effects of transmitter-receiver missynchronization and the suitability of existing or even
novel synchronization techniques.

By oversampling, the time-continuous behavior of the system was approximated. For practical
implementation, e.g. energy efficiency will be important and thus the sample rate should be kept as
low as possible. Conventional OFDM is capable of critical sampling, but because the spectral content
of Hermite functions is significantly different, the lowest possible sampling rate is not determined
in the same straightforward way. Therefore, it is recommended to investigate the effects of lower
sampling rates on communication performance.

For pre- and post-processing of the signals, Matlab provides floating-point numerical precision.
To reduce computational complexity, which is important for practical applications, fixed-point rep-
resentations are preferred. As in any signal processing task, the loss of precision causes distortion of
the signals, degrading system performance. Techniques exist to analyze processing chains in order
to find the minimum numerical precision of variables in the system. If a practical implementation of
a Hermite-based communication system is sought, it becomes necessary to investigate and minimize
the effects of limited precision.

Our simulations and measurements were performed with symbols of equal size and shape. In a
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situation of multiple users, it is likely that each user prefers a different symbol rate and number of
subcarriers. Therefore another direction for future research is adding diversity to these parameters
and assessing the consequences to system performance. The regular grids that were proposed as
time-frequency symbol distributions, will surely no longer suffice. Reduced regularity in the symbol
distribution will lead to more degrees of freedom for optimization, creating a far more complex
problem to solve.
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Appendix A

List of acronyms

Eb/N0 signal-to-noise ratio per bit
ACF auto-correlation function
ADC analog-to-digital converter
AM amplitude modulation
AWGN additive white Gaussian noise
BER bit-error ratio
BPSK binary phase shift keying
CAES Computer Architecture for Embedded Systems
CCF cross-correlation function
CP cyclic prefix
CR cognitive radio
DAB Digital Audio Broadcast
DAC digital-to-analog converter
DC direct current
DFT discrete Fourier transform
DSA dynamic spectrum access
DSL Digital Subscriber Line
DSP digital signal processor/processing
FCC Federal Communications Commission
FDM frequency-division multiplexing
FDMA frequency-division multiple access
FFT fast Fourier transform
FM frequency modulation
FPGA field-programmable gate array
FrFT fractional Fourier transform
GSM Global System for Mobile Communications
ICI inter-carrier interference
IF intermediate frequency
IO interacting object
ISI inter-symbol interference
ISM industrial, scientific and medical
LAN local area network
LO local oscillator
LOS line of sight
MAI multiple-access interference
MIMO multiple input, multiple output
OFDM orthogonal frequency-division multiplexing
OFDMA orthogonal frequency division multiple access
PC personal computer
PDF probability density function
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PSD power spectral density
PSK phase shift keying
PU primary user
QAM quadrature amplitude modulation
QPSK quadrature phase shift keying
RF radio frequency
RFID RF Identification
S/N+D signal-to-noise and distortion ratio
SDR software defined radio
SIR signal-to-interference ratio
SNR signal-to-noise ratio
SSB single sideband
SSBSC single sideband supressed carrier
STFT short-time Fourier transform
SU secondary user
TBWP time-bandwidth product
THD total harmonic distortion
UHD USRP Hardware Driver
USB Universal Serial Bus
USRP Universal Software Radio Peripheral
WLAN wireless LAN
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