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Abstract

Electromagnetic scattering problems arise in a variety of applications, such as radar-cross section

computations. In a simplified model, the scatterer is seen as a conductor, with an electric field

that is zero inside. An incident radar wave induces a fictitious current on the surface of the scat-

terer, which cancels the incident wave. The current satisfies a boundary integral equation, which

is derived from the Maxwell equations.

Discretization using the boundary element method results in a dense system matrix, because

every pair of basis functions interacts through the Green’s function for the vector Helmholtz

equation. The system matrix is too large even to be stored in the computer’s memory for real-

istic radar frequencies. In 1987, Rokhlin and Greengard proposed the fast multipole method

(FMM) [15], which has been named as one of the top ten algorithms of the twentieth century

[10]. The matrix-vector products in the Krylov subspace iterations are computed with complex-

ity O(N log N), rather than in O(N2) for dense matrix-vector multiplication, where N is the

number of unknowns. The physical interpretation of the FMM is based on the fact that the elec-

tric field outside a current distribution can be reconstructed from the far field using a multipole

expansion in spherical waves propagating outwards. The interactions between basis functions

can then be computed in clusters. This results in a factorization of the system matrix, where

only the factors are stored, and applied sequentially in the matrix-vector products in the Krylov-

subspace method.

In the multilevel fast multipole algorithm (MLFMA), interactions are computed in clusters of

varying sizes depending on the distance of the basis functions. The spectral content of the far

field increases with the size of the cluster. For large clusters, it is sampled at many directions,

and this is expensive to do directly. The key step in the MLFMA therefore is aggregation, where

the far field of a large cluster is interpolated from the far fields of its (smaller) sub-clusters. This

process is repeated until only the far fields of very small clusters need to be sampled directly.

We present a variant of the multilevel fast multipole algorithm (MLFMA) where the far field ra-

diation patterns are represented in spherical harmonics during aggregation. This allows a reduc-

tion in the sample rate by a factor of up to eight. An innovation is the use the real spherical har-

monics, which results in CPU time savings. At the levels with large clusters, we intend to switch

to Lagrange interpolation because it can be parallellized over the clusters. The preliminary test

results indicate that the accuracy is similar to the customary Lagrange interpolation, and that the

CPU times are reduced significantly at least at the levels with small clusters.
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1 Introduction

Electromagnetic scattering problems arise in a variety of applications, such as radar-cross sec-

tion computations. The radar-cross section (RCS) of an object is a measure of its visibility on a

radar system, and it is of great importance for fighter aircraft. The RCS can be measured exper-

imentally, or predicted by computational models for the scattering of electromagnetic waves. In

these models, the object is seen as a metallic conductor or a dielectric medium. In most cases the

Maxwell equations in the region surrounding the object are reformulated as an integral equation

over the surface of the object, involving the Green’s function for the vector Helmholtz equation.

Discretisation using boundary elements results in a system of linear equations, which is solved

using Krylov subspace methods. The system matrix is dense and the number of nonzero entries

scales like O(N2), where N is the number of unknowns. Unfortunately, for realistic radar fre-

quencies the system matrix is too large even to be stored in the computer’s memory.

In 1987, Rokhlin and Greengard proposed the fast multipole method [15] for the Laplace equa-

tion. In the following years the underlying ideas were extended to the Helmholtz equation with

the multilevel fast multipole algorithm, in which the matrix-vector products in the Krylov-subspace

iterations are computed with complexity O(N log N), rather than in O(N2) for dense matrix-

vector multiplication.

In the fast multipole method, the interactions between the basis functions are not computed indi-

vidually, but in clusters. The key step is an approximate factorization of the Green’s function for

the Helmholtz equation by multipole and plane wave expansions, so that element i of the output

vector in the matrix-vector product can be expressed as an integral over the surface of the unit

sphere
ˆ

Ŝ
hi,c1(k̂)

∑
c2

gc1c2(k̂)fc2(k̂)dk̂, (1)

with hi,c1(k̂) the sensitivity of basis function i in cluster c1 to the electromagnetic field, gc1c2(k̂)

the transfer function between clusters c2 and c1, and fc2(k̂) the angular dependence of the elec-

tromagnetic far field of cluster c2. Following [8], we will call fc2(k̂) the far field radiation pat-

tern. It is computed by summation over the far field radiation patterns of the individual basis

functions, which are interpreted as current sources and multiplied by the elements of the input

vector. The transfer function gc1c2(k̂) contains a truncated multipole expansion and for a fixed

number of multipoles the accuracy of the above factorization increases as the distance between

the clusters increases.

In the multilevel fast multipole algorithm (MLFMA), interactions are computed in clusters of

varying sizes depending on the distance of the basis functions. In computer implementations, the

1
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integral in (1) is computed numerically, and the far field radiation pattern is sampled at the inte-

gration points k̂i. Following [8], we will call the integration points k̂i directions in the context

of sampling the far field radiation pattern. Furthermore, following [13], the samples of the far

field radiation pattern at the directions will be called k-space samples. The required number of

k-space samples depends on the spectral content of the far field radiation pattern fc2(k̂), which

increases with the size of a cluster. Directly sampling the far field radiation pattern involves eval-

uating an integral over the surface of the scatterer, and this is expensive to do for very many di-

rections.

The k-space samples of a large cluster are therefore computed in a process called aggregation.

The cluster is subdivided into child clusters. These are smaller, and the spectral content of their

far field radiation patterns is also smaller. The child clusters can then be represented by a smaller

number of k-space samples. We then employ interpolation to approximately evaluate their far

field radiation patterns at the larger number of directions of the parent cluster. The k-space sam-

ples of the parent cluster are then obtained by summation over the k-space samples of the child

clusters at each direction.

An important feature of far field radiation patterns is that they are defined with respect to some

coordinate system. The spectral content of a far field radiation pattern is smallest if the origin of

the coordinate system is close to the center of the cluster. It is hence important to shift the origin

of the coordinate system of the far field radiation patterns during aggregation.

The above process can also be recursively applied to the child clusters. We then obtain a multi-

level structure, where the far field radiation patterns are only directly sampled at the finest level,

where each cluster contains about 10 basis functions.

The standard method in the literature is to use Lagrange interpolation, and to apply the shift di-

rectly to the k-space samples,

eikki·df(k̂i), (2)

with d the distance of the shift. The Lagrange interpolator is a local interpolator, which means

that the interpolated function value at the target point is calculated using only the stored k-space

samples at a few nearby directions. In contrast, global interpolators use all k-space samples. Lo-

cal interpolators have an important advantage:

• They can be parallellized over the directions. Global interpolation methods can only be

parallellized over the clusters, and at the higher levels the number of clusters is small,

severely limiting the number of parallel processes.

Local interpolators also have two disadvantages:

• An interpolation error is incurred if a local interpolator is used. For sufficient accuracy

the far field radiation patterns need to be oversampled during the aggregation phase. The

2
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number of directions during the aggregation phase in fact equals the number of integration

points that is required for accurate numerical integration of (1), and the transfer function

gc1c2(k̂) in the integrand has a larger spectral content than the far field radiation pattern.

Global interpolators are exact for exactly bandlimited functions if sufficient k-space sam-

ples are used.

• The interpolation matrices are sparse, which is disadvantageous for computer implementa-

tions. For an equivalent number of nonzero entries, it is preferable to have a small, dense

matrix, rather than a large, sparse one.

The aim of this research is to examine an alternative scheme with a much lower sample rate for

the aggregation of far field radiation patterns. In this scheme, the far field radiation pattern is rep-

resented by its coefficients with respect to the spherical harmonics, which are the analog on the

surface of the unit sphere of the Fourier basis functions in 1D. The current research is inspired by

the work of Eibert [13] who stored the far field radiation patterns at the finest (with the smallest

clusters) level in spherical harmonics, rather than k-space samples. His motivation is to reduce

the memory requirements of the MLFMA. In the algorithm presented in this report, the far field

radiation patterns are also represented by spherical harmonics at the higher (with larger clusters)

levels. The effect of a shift on the spherical harmonics coefficients of a far field radiation pat-

tern is computed directly, and the k-space samples are only reconstructed for the application of

the transfer function gc1c2(k̂). An arbitrary shift can be decomposed into a rotation, a shift along

the z-axis, and the inverse rotation, which results in a computational complexity of O(K
3
2 ), with

K the sample rate, in this case the number of spherical harmonics coefficients. This decompo-

sition is also used in the different context of the low-frequency multilevel fast multipole algo-

rithm [34]. Following [18], we will call this the RCR-decomposition, where R stands for rotation

and C stands for coaxial translation. A further innovation is use of the real spherical harmon-

ics, which is advantageous for the efficiency of the implementation. To our knowledge, the real

spherical harmonics have not been used before in the aggregation phase of the MLFMA.

The motivation for the present strategy is that sample rate is reduced by a factor of up to eight

compared to the standard method. It is expected that this will result in lower CPU times. The

disadvantage of the new scheme is that its computational complexity O(K
3
2 ) is higher than for

Lagrange interpolation O(K) (with K the number of k-space samples), and other global in-

terpolators that have O(K log
√

K). In radar-cross section computations, K has values in the

range O(101) to O(106). The new scheme is also expected to be suitable for efficient implemen-

tations. The matrices in the RCR decomposition are block diagonal with small and dense blocks,

whereas Lagrange interpolation is based on large and sparse matrices. We expect that, for small

clusters, the low sample rate (of the order O(102) or O(103)) will make the technique more ef-

3
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ficient. At the higher levels, where the clusters increase in size, it is better to switch to Lagrange

interpolation for its smaller computational complexity and better parallellization capabilities.

The new scheme is a global interpolator and a bandlimited function is reproduced exactly if suf-

ficient spherical harmonics are used. Far field radiation patterns are not exactly bandlimited, and

the interpolation error decays exponentially with the number of spherical harmonics, rather than

linearly with the number of k-space samples in Lagrange interpolation. If a low sample rate with

few spherical harmonics is used, then the interpolation error is of comparable size to Lagrange

interpolators.

To our knowledge, this is the study where the use of spherical harmonics expansions in the ag-

gregation phase of the MLFMA as a means of reducing the sample rate is worked out in detail,

including an examination of the error due to the shifts and CPU time measurements where we

compare the scheme to Lagrange interpolation. Other schemes in the literature for reducing the

sample rate in the aggregation phase of the MLFMA are based on trigonometric polynomial ex-

pansions and the fast Fourier transform [31], [6], [22], [23]. These schemes also result in a re-

duction of the sample rate by a factor of eight, but this reduction is only achieved for large clus-

ters, where we intend to switch to Lagrange interpolation with parallellization over the direc-

tions.

The structure of this report is as follows. In Chapters 2-4 we give a summary of scattering prob-

lems, the weak formulation and the numerical discretization. In Chapter 5 we describe the fast

multipole method as a starting point for our discussion of the standard MLFMA in Chapter 6.

In Chapter 7 we describe the use of spherical harmonics coefficients as a representation of the

far field radiation patterns at the finest level in the MLFMA. This technique was introduced as a

means of saving memory in [13] and the algorithm presented in this report can be seen in some

ways as an extension of this technique to the higher levels. In Chapter 8 we discuss the use of

spherical harmonics expansions at the higher levels, including the RCR decomposition. In Chap-

ter 9 we provide CPU time measurements and memory estimates. In Chapter 10 the possibilities

for extensions of the algorithm to reduce the computational complexity are discussed. Finally,

we conclude with a discussion of our results in Chapter 11.

2 Scattering problems

In this chapter scattering problems are described. The visibility of an aircraft (or another object

like a bird) on a radar system is measured by its radar-cross section, which is computed for a

given time-harmonic incident electric field

E inc(r , t) = E inc(r)eiωt, (3)
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representing ground-based and aircraft-mounted radar systems. Radar-cross section computa-

tions are based on the electric field integral equation (EFIE), which is derived in [7]. Define the

operator

L(X ) = ik

(ˆ
S
X (r ′)φ(r , r ′)− 1

k2
(∇′ ·X (r ′))∇′φ(r , r ′)dr ′

)
t

, (4)

with (·)t the tangential part, S the scatterer, k = ω/c the spatial frequency, ω the angular fre-

quency, c the speed of light, ∇′ the gradient with respect to the integration variable r ′, r the field

variable, and φ the Green’s function

φ(r , r ′) =
e−ik|r−r ′|

|r − r ′|
. (5)

The scatterer S is the boundary ∂Ω of the region Ω surrounding the scatterer. Let the impedance

in free space be given by

η =
√

µ0

ε0
, (6)

with ε0 and µ0 the free-space dielectric constant and permittivity, respectively. The scatterer is

modeled as a perfect electric conductor, with a fictitious surface-current Js that completely can-

cels the incident electric field. The EFIE is given by

ηL(Js) = 4πE inc
t . (7)

The operator L can be interpreted as the electric field generated by a current distribution Js mul-

tiplied by the constant −4π
η . The scattering problem consists of computing the current Js given

an incident electric field E inc. The radar-cross section can be computed using Js. The operator

L is singular and at certain resonance frequencies there are nonzero Js solutions for a zero E inc.

These solutions are nonphysical and can be avoided by also examining the magnetic field integral

equation and solving a combined field integral equation. The EFIE is sufficient to explain the fast

multipole method and will be considered in this report. An important feature of RCS computa-

tions is that they are repeated for many different angles of the incident field. Therefore only the

solution phase of the algorithm discussed in this report needs to be efficient, and not the initial-

ization phase.

5
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3 Weak formulation

In this chapter the weak formulation of the EFIE is given. Define the following two bilinear op-

erators

L1(X ,Y ) =
ˆ

S

ˆ
S

φ(r , r ′)X (r ′) ·Y (r)dr ′dr ,

L2(X ,Y ) =
ˆ

S

ˆ
S
(∇′ ·X (r ′))φ(r , r ′)(∇ ·Y (r))dr ′dr .

Let W be a test-vector field that is tangential to the surface, and that is an element of H− 1
2 (div),

the space of vector functions f for which
ˆ

S

ˆ
S

f(r) · f(r ′)
R

dr ′dr +
ˆ

S

ˆ
S

∇ · f(r)∇′ · f(r ′)
R

dr ′dr

is finite. This function space follows from the trace theorem in functional analysis and the as-

sumption that the electric field and its divergence have finite energy, in other words, that they are

locally square integrable. Details can be found in [21]. The tangential trial-vector field Js is also

an element of H− 1
2 (div). The weak formulation is then given byˆ

S
4πW ·E inc

t dr = ikη(L1(W ,Js)−
1
k2
L2(W ,Js)). (8)

Again, the details can be found in [21].

4 Discretisation

The RWG basis functions from Rao, Wilton and Glisson [29] are used on a piecewise linear ap-

proximation of the surface with triangular elements. These basis functions are defined for each

edge, that is not on the boundary of the surface (in the case that it is not closed)

fj(r) =

 ± l

A± (r− r±) r ∈ T±

0 elsewhere
, (9)

with T± the two triangles incident to the edge, l the length of the edge, A± the areas of the tri-

angles and r± the corner points opposite the edge. The basis functions are illustrated in Figure 1.

The current Js is approximated as a linear combination of N basis functions

Js =
N∑

j=1

Jjfj . (10)

6
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Fig. 1 RWG basis function

For the test functions the same basis elements are used. The following linear system is then

found

ˆ
S
fi · 4πE inc

t dr =
N∑

j=1

ηLijJj , , i = 1, . . . , N, (11)

with

Lij = L(fi, fj), (12)

and

L = ik(L1 +
1
k2
L2). (13)

5 Fast multipole method

In this chapter the fast multipole method is described. The linear system (11) is solved using a

Krylov iterative method, in which the system matrix is required only for matrix-vector products.

It can be seen that the system matrix is full, and that the complexity of the matrix-vector products

is therefore O(N2). For radar-cross section computations with a realistic size the system matrix

is too large even to be stored in memory. The fast multipole method (FMM) improves the CPU

and memory requirements to O(N
√

N).

In Section 5.1 the fast multipole method is derived using multipole and plane wave expansions of

the Green’s function for the Helmholtz equation. In this section we give an alternative derivation

7
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of the fast multipole method with the goal of clarifying the physics behind it. The entries of the

system matrix are given by

Lij =
ˆ

S
fi(r) · −4π

η
[E(fj)](r)dr , (14)

which express the interaction of the electric field E(fj) induced by the source current fj with the

basis function fi. The basis function related to the test function is interpreted as the sensitivity at

r of the surface to the electric field. Note that the basis functions are seen as scatterers in their

own right. The fast multipole method is based on the idea that the electric field outside a current

distribution can be reconstructed from the electromagnetic far field [11]. Recall that in scattering

problems we seek solutions to the Helmholtz equation

∇2E(r) + k2E(r) = 0. (15)

We will solve the Helmholtz equation in the exterior of B(0, d), the sphere centered in 0, with

radius d chosen so that the source current fj is contained inside. In scattering problems it is con-

ventional to apply the Sommerfeld radiation condition, see [24] for a discussion. If this condition

is applied, then the electric field has the following multipole expansion outside the sphere

E(rr̂) =
∞∑

p=0

p∑
q=−p

Epqh
(2)
p (kr)Y q

p (r̂), (16)

with r̂ the unit vector in the direction of r, r = |r|, Epq the spherical harmonics coefficients of

the electric field, h
(2)
p the spherical Hankel function of the second kind, and Y q

p (r̂) the spherical

harmonics, given in spherical coordinates by

Y q
p (θ, φ) := (−1)q

[
(p− q)!
(p + q)!

2p + 1
4π

]1/2

P q
p (cos(θ))eiqφ,

with p the degree, q the order, and P q
p the associated Legendre polynomial of degree p and order

q. See [3] for details about the special functions. The spherical harmonics are illustrated in Fig-

ure 2. The spherical harmonics can be seen as the analog on the unit sphere of the Fourier com-

ponents in 1D. A key property of the spherical harmonics is that they are an orthonormal basis

for functions on the unit sphere in the L2-inner product. The terms Epqh
(2)
p (kr)Y q

p (r̂) are spher-

ical waves propagating outward. In the above discussion, all the components of the electric field

have been represented by separate multipole expansions. The components are decoupled in the

Helmholtz equation, but the electric field actually has additional structure. The radial component

of the radiated electric field decays to zero as r → ∞. Fewer expansion coefficients are required

if the spherical vector harmonics are used instead of the Y q
p . This will make the analysis more

complicated though, and we do not pursue this topic. Details can be found in [24]. Solutions to

8
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Fig. 2 real spherical harmonics (73). They are ordered by degree from top to bottom and by

order from left to right. Blue regions indicate where the functions are positive. The dis-

tance from the origin indicates the magnitude. Figure from Inigo.quilez. 14 May 2014

via http://commons.wikimedia.org/wiki/File:Spherical Harmonics.png,

Creative Commons Attribution-Share Alike 3.0 Unported

the Helmholtz equation due to a bounded current distribution have a limit in the far field r →∞,

given by [5]

E(rr̂) = (I− r̂ r̂)
−ike−ikr

4πr

ˆ
S
fj(r ′)eikr ′·r̂dr′, r →∞, (17)

with (I− r̂ r̂) the projection operator

v 7→ v − (r̂ · v)r̂ . (18)

The angular dependence (I− r̂ r̂)
´
S fj(r ′)eikr ′·r̂dr′ is called the far field radiation pattern. They

are also sometimes called outgoing waves in the literature, because the terms in the multipole

expansion Epqh
(2)
p (kr)Y q

p (r̂) are spherical waves propagating outward. The spherical Hankel

functions of the second kind have the following limit behavior

h(2)
p (kr) → (i)p+1e−ikr

kr
, (19)

as r → ∞. By taking the limit as r → ∞ in (16), and equating it to (17), we can reconstruct the

spherical harmonics coefficients of the electric field

Epq =
−k2

4π(i)p

ˆ
Ŝ
(I− k̂ k̂)

ˆ
S
fj(r′)eikr ′·k̂dr ′Y q

p
∗(k̂)dk̂, (20)

9
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with Ŝ the unit sphere (not to be confused with the complement of the domain in which we are

solving the Helmholtz equation), (·)∗ the complex conjugate, and where we have used the nota-

tion k̂ instead of r̂. The k̂ are called directions in [8]. Following [13], integrals over the surface

of the unit sphere are called k-space integrals. The electric field is then given by

E(rr̂) =
∞∑

p=0

p∑
q=−p

h(2)
p (kr)Y q

p (r̂)
−k2

4π(i)p

ˆ
Ŝ
(I− k̂ k̂)

ˆ
S
fj(r′)eikr ′·k̂dr ′Y q

p
∗(k̂)dk̂. (21)

We absorb the summation over the order into the k-space integral over Ŝ

E(rr̂) =
∞∑

p=0

h(2)
p (kr)

−k2

4π(i)p

ˆ
Ŝ
(I− k̂ k̂)

ˆ
S
fj(r′)eikr ′·k̂dr ′

p∑
q=−p

Y q
p (r̂)Y q

p
∗(k̂)dk̂. (22)

Spherical harmonics of degree p are homogeneous polynomials of degree p. The set of homo-

geneous polynomials of degree p is invariant under a rotation. Therefore, spherical harmonics in

the spherical coordinate system where the North pole matches the vector r̂ can be expressed as a

linear combination of spherical harmonics in the Cartesian coordinate system, where the North

pole matches the vector ez . In fact, we have for the spherical harmonic with order zero in the

rotated coordinate system that

2p + 1
4π

Pp(k̂ · r̂) =
p∑

q=−p

Y q
p (p̂)Y q

p
∗(k̂), (23)

with Pp the Legendre polynomial of degree p. See [3] for details about the special functions. We

then find for the electric field

E(rr̂) =
∞∑

p=0

h(2)
p (kr)

−k2(2p + 1)
(4π)2(i)p

ˆ
Ŝ
(I− k̂ k̂)

ˆ
S
fj(r′)eikr ′·k̂dr ′Pp(k̂ · r̂)dk̂. (24)

It is seen that we have reconstructed the electric field for all points with r > d based on the far

field. Unfortunately, the current situation is not yet satisfactory. Since r ′ and r̂ are present in

the same integral, we still end up needing to calculate the interactions separately for all pairs of

basis functions, and we know from before that this results in a system matrix that does not fit

into the computer memory. Fortunately, this problem is easily solved. We apply the following

decomposition

r = D + r −D , (25)

where D is some vector. Instead of computing [E(fj)](r) for many values of r , we can also

compute [E(f̃j)](D) for a fixed D , but with displaced source currents

f̃j(r ′ + (D − r)) = fj(r ′). (26)

10
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r

D

r-D

D-r

O
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 fj

~

Fig. 3 original and displaced current distribution

The original and displaced current distribution are illustrated in Figure 3. The far field of this

displaced source current is

E(rr̂) = (I− r̂ r̂)
−ike−ikr

4πr

ˆ
S̃
f̃j(r ′)eikr ′·r̂dr ′, (27)

with S̃ the displaced scatterer. We apply a change of variables r ′ → r ′ + r −D and find that the

far field is given by

E(rr̂) = (I− r̂ r̂)
−ike−ikr

4πr

ˆ
S
fj(r ′)eik(r ′−(r−D))·r̂dr′. (28)

We can take out the new exponential factor and compute the electric field using (24), where, as

mentioned, we substitute rr̂ = DD̂ and the displaced source current to calculate the electric field

at rr̂ due to the original source current

E(rr̂) =
∞∑

p=0

h(2)
p (kD)

−k2(2p + 1)
(4π)2(i)p

ˆ
Ŝ

eik(−(r−D))·k̂(I− k̂ k̂)
ˆ

S
fj(r′)eikr ′·k̂dr ′Pp(k̂ ·D̂)dk̂.

(29)

An alternative viewpoint is, that if we want to compute the electric field at r , we shift the origin

of the coordinate system by r − D . In the new coordinate system we then evaluate the electric

field at D , but with a far field radiation pattern computed with respect to the new origin. The

current expression is still not suitable for a numerical method, since we would need to evaluate
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an infinite sum for every basis function that is related to a test function. Therefore we truncate

the multipole expansion at p = P and interchange the integration and summation to obtain

E(rr̂) ≈
ˆ

Ŝ
eik(−(r−D))·k̂

 P∑
p=0

h(2)
p (kr)

−k2(2p + 1)
(4π)2(i)p

Pp(k̂ · D̂)

 (I−k̂ k̂)
ˆ

S
fj(r′)eikr ′·k̂dr ′dk̂.

(30)

We now have an expression that is suitable for a numerical method, because r and r ′ appear in

different integrals. This means that the interactions between basis functions can be computed

in clusters of basis functions. Suppose that we have two clusters Gm and Gm′ and that we want

to compute the interactions between the basis functions in Gm′ with the electric field due to the

basis functions in Gm∑
j∈Gm

LijJj =
ˆ

S
fi(r) · −4π

η
[E(

∑
j∈Gm

Jjfj)](r)dr , i ∈ Gm′ , (31)

with Jj the surface current expansion coefficients. We then compute these interactions in three

steps:

far field radiation pattern due to the current source
∑

j∈Gm
Jjfj

ˆ
S

∑
j∈Gm

Jjfj(r′)eikr ′·k̂dr ′.

transfer to a location in the center of cluster Gm, given by position vector D, by multiplication

with the transfer function P∑
p=0

h(2)
p (kr)

−k2(2p + 1)
(4π)2(i)p

Pp(k̂ · D̂)

 .

receiving patterns which are given by
ˆ

S
fi(r′)e−ikr ′·k̂dr ′.

The term receiving pattern is from [8].

The product of the transfer function and the far field radiation pattern is called an incoming wave

in the literature. This term is related to a somewhat different derivation of the fast multipole

method using a multipole expansion of a different type. We will not discuss this subject, but de-

tails can be found in [12] and [8].

It is seen that we now compute the interactions in clusters, and not pairwise between the basis

functions.

12
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There are some caveats. The transfer function (the sum inside the k-space integral in (30)) is

actually divergent if we let p → ∞, since the interchange of the summation and the integral is

not a mathematically valid operation. This can cause numerical problems in some situations, see

Section 6.3.

We also need to carefully examine on what domain expression (30) is valid. We had earlier as-

sumed that fj is contained inside B(0, d). Suppose that we want to evaluate the electric field in a

unit sphere B(D, d), centered in D. This is what we are doing in the example with cluster Gm′

above. Then the displaced currents are contained inside B(0, 2d) and the expression for the elec-

tric field is valid for D > 2d. This condition must not be violated in the FMM.

We can give the following physical interpretation of the incoming waves. The incoming waves

are the coefficients in an (approximate) plane wave expansion of the electric field in the sphere

B(D, d) due the current source in the sphere B(0, d). Note that this does not explain the name

incoming waves.

As mentioned, an essential feature of the FMM is that interactions between basis functions are

computed in clusters. We previously described how to compute the interactions between basis

functions in two clusters
∑

j∈Gm
LijJj . We will now describe the FMM where interactions are

computed between all the basis functions
∑N

j=1 LijJj . For this, a cubic lattice is superimposed

on the mesh. The analogous 2D case where a square lattice is superimposed on the mesh is il-

lustrated in Figure 4. Each basis function is assigned to the cube containing the mid-point of its

edge. We use the term cluster to denote the set of basis functions in a nonempty cube. Define

Gm, the set of basis functions in cluster m, and cm, the center of the cube corresponding to clus-

ter m.

These sets and variables are illustrated in Figure 4. As mentioned earlier, the FMM is a method

for accelerating matrix-vector products, and it avoids explicitly calculating the system matrix

Lij . However, mathematically, we can still see the FMM as calculating matrix-vector products

with Lp
ij , an approximation to the system matrix. We use the term interaction to describe indi-

vidual entries Lp
ij , corresponding to basis functions i and j. Interactions of basis functions in the

same cluster are computed by directly using (12), instead of a multipole expansion, because the

expressions for E we found earlier are not valid there. For the same reason, we also introduce a

buffer zone: interactions between basis functions in adjacent cluster are calculated directly and

not with the fast multipole method. In order to describe this, we define the interaction list G
adj
m

for cluster m, the set of cluster adjacent to m in the cubic lattice, combined with m itself. This

is illustrated in Figure 5, where the electric field due to a current source in the dark grey cube

is computed directly in the dark grey and the light grey cubes. In the white cubes with arrows

pointing to the center, and the cubes that are not included in the figure, it is computed with the

13
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cm'

cm

rm'm

Gm

Fig. 4 interaction between two clusters in the FMM on a part of a plate mesh in the 2D case.

The circles are cluster centers and the thick line segments are the edges of clusters.

The thin line segments are edges corresponding to basis functions. The dashed blue

line segments illustrate what basis functions are contained in cluster Gm.

FMM.

With these preliminaries out of the way, we can describe the FMM approximation to the matrix-

vector products

J
output
i =

N∑
j=1

LijJ
input
j ≈ ik

ˆ
Ŝ

(ˆ
S
fie

−ikk̂ ·(r ′−cm′ )dr ′
)

︸ ︷︷ ︸
receiving pattern

·

∑
m/∈G

adj
m′

α(kk̂ , rm′m)︸ ︷︷ ︸
transfer

∑
j∈Gm

(I− k̂ k̂)
(ˆ

S
fje

ikk̂ ·(r−cm)dr

)
︸ ︷︷ ︸

far field radiation pattern

J
input
j dk̂

+
∑

m∈G
adj
m′

∑
j∈Gm

LijJ
input
j ,

with m′ the cluster containing basis function i, J
output
i the i-th component of the output vector

in the Krylov iteration, corresponding to basis function i, J
input
j the j-th component of the input

vector at iteration r, corresponding to basis function j, and

α(kk̂ , rm′m) :=
k

4π

P∑
p=0

(−i)p+1(2p + 1)h(2)
p (k|rm′m|)Pp(k̂ · r̂m′m),

rm′m := cm′ − cm,

14



NLR-TR-NLR-TR-2015-218

Fig. 5 transfer phase in the FMM and the MLFMA. This illustration is also used in the chapter

about the MLFMA. Not all clusters are shown. In the FMM, the dark grey cluster also

interacts with clusters that are not shown (that are farther away). In the MLFMA, the ar-

rows indicate all the interaction for this cluster. Interactions between basis functions in

clusters that are farther away are computed at a coarser level. The light grey indicates

the buffer clusters.
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with h
(2)
p the spherical Hankel function of the second kind of order p, P the number of multi-

poles, and Pp the Legendre polynomial of degree p. The variables are illustrated in Figure 4. The

far field radiation patterns, transfer function and receiving patterns are reused in all matrix-vector

products and are precomputed in the initialization phase of the FMM. The k-space integral over

Ŝ is evaluated numerically during the solution phase of the algorithm. More details on numerical

quadrature of this integral is given in Section 6.3.

5.1 Derivation
The derivation in this section is gieven in [8]. Let the test and current basis functions fi and fj be

contained in clusters with Gm′ and Gm with cluster centers cm′ and cm respectively. Suppose

that we are trying to find the electric field at r ′, in the domain of fi, due to a current at r , in the

domain of fj . We apply the following decomposition

r ′ − r = r ′ − cm′ + cm′ − cm + cm − r =: dm′ + rm′m − dm. (32)

Define

d := dm′ − dm,

D := rm′m,

and assume that |d | < |D |. The addition theorem (see [8]) states

e−ik|D+d |

|D + d |
= −ik

∞∑
p=0

(−1)p(2p + 1)jp(kd)h(2)
p (kD)Pp(d̂ · D̂), (33)

with d = |d |, D = |D |, and jp the spherical Bessel function of the first kind of order p. See

[3] for details about the spherical Bessel function of the second kind. The following plane-wave

expansion can now be applied [8]

4π(−i)pjp(kd)Pp(d̂ · D̂) =
ˆ

Ŝ
e−ikk̂ ·dPp(k̂ · D̂)dk̂ , (34)

where Ŝ is the unit sphere. We now truncate the expansion (33), apply the plane-wave expan-

sion, and interchange the integration and summation to obtain the following approximation to the

Green’s function

e−ik|D+d |

|D + d |
≈
ˆ

Ŝ
e−ikk̂ ·dα(kk̂ ,D)dk̂ , (35)
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with the transfer function

α(kk̂ ,D) :=
k

4π

P∑
p=0

(−i)p+1(2p + 1)h(2)
p (kD)Pp(k̂ · D̂), (36)

and P the number of multipole terms that we keep. Substituting the approximation to the Green’s

function into the weak formulation we find

Lij ≈ ik
ˆ

Ŝ

(ˆ
S
fie

−ikk̂ ·(r ′−cm′ )dr ′
)

α(kk̂ , rm′m)(I− k̂ k̂)
(ˆ

S
fje

ikk̂ ·(r−cm)dr

)
dk̂ . (37)

In the literature this factorization is called a diagonalization of the transfer operator. This inter-

pretation makes more sense in the context of the derivation of FMM in 2D in [8], where two sep-

arate multipole expansions are applied and a convolution theorem is applied.

6 Multilevel fast multipole algorithm

6.1 Description of the algorithm
In this chapter, the multilevel fast multipole algorithm (MLFMA) is described [8]. The MLFMA

has O(N log N) CPU and memory costs. An essential feature of the MLFMA is that interactions

between basis functions are calculated in clusters of varying sizes. Recall that in the FMM, we

calculate interactions between basis functions in clusters of a fixed size. This means that interac-

tions between a large number of clusters need to be calculated. The number of pairs of clusters

can be reduced by using larger clusters. However, the FMM approximation to the interaction be-

tween two basis functions is only valid if they are in clusters separated by at least one other clus-

ter, the buffer zone. Therefore interactions between basis functions in adjacent clusters or inside

the same cluster are computed directly using (12). If the cluster size is increased, the number of

interactions that need to be computed directly increases very quickly. The CPU costs of the ad-

ditional direct interactions then outstrip the costs saved by computing fewer interactions between

clusters. In the FMM, this actually leads to an optimization problem for the cube diameter.

In the MLFMA, interactions between basis functions are calculated in clusters that are as large

as possible, given the condition that there still needs to fit a buffer inbetween. The distance over

which the interactions between the clusters are computed, is then about two times the cube di-

ameter. This is only possible in a multilevel structure, where interactions between distant basis

functions are computed in large clusters. Interactions between basis functions that are closer to

each others are computed in smaller clusters. For this, an octree is constructed. We use the word

coarse to describe levels with large clusters. Levels with small clusters are described as fine. De-

fine the levels l = 0, . . . , lmax. At the coarsest level 0, a single cube contains the entire mesh. At
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Fig. 6 aggregation in the MLFMA in 2D. The line segments indicate the edges of the boxes. In

3D these become cubes. The thick line segments indicate boxes at coarser levels and

the thin line segments indicate boxes in finer levels. Not all the sub-boxes are shown.

The circles indicate box centers. The arrows indicate the shifts in the aggregation. The

circle in the center of the figure represents the box center of a single box at the finest

level.

levels l = 1, . . . , lmax, each cube is recursively subdivided into eight child cubes and only the

nonempty ones are retained. At the finest level lmax, the nonempty cubes contain about 10 ba-

sis functions. Note that, inconsistently with this indexing, the coarser levels were described as

higher levels in the introduction to this report. In Figure 6 the octree structure is illustrated in the

2D case. Define N l
g, the number of clusters (nonempty cubes) at level l. The subscript g refers to

group, another term that is used for the clusters in the literature. We use the following indices for

the clusters at level l

m = 1, . . . , N l
g.

Also, define cl
m, the cube center corresponding to cluster m at level l. Define Gl

m for l < lmax,

the set of child clusters of cluster m at level l. Furthermore, define Glmax
m , the set of basis func-

tions in cluster m at the finest level lmax. In the MLFMA, interactions between basis functions

are calculated in clusters of the largest size such that they can still be separated by a buffer of a

single other cluster. Specifically, a cluster m at level l interacts with Gint,l
m , the set of nonempty

child cubes of neighbours of the parent of m, that are not adjacent to m. This is illustrated in

Figure 5 (see the chapter about the FMM), where the arrows indicate all the interactions com-

puted at this level for basis functions in the dark grey cluster. Finally, define Kl, the number of
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integration points used in the k-space integral at level l, k̂ l
i , the integration points, and ωl

i, the

quadrature weights. Recall that the integration points are also the directions used in the aggrega-

tion phase in the MLFMA.

A key step in the MLFMA is the use of interpolation. In the interaction between two clusters,

we apply a transfer function to the far field radiation patterns. The motivation for interpolation

is that the far field radiation pattern of a large cluster has a large spectral content. It therefore

needs to be sampled at a large number directions. It is expensive to compute these k-space sam-

ples directly, since this involves integration over the surface of the scatterer. Now a large cluster

is composed of a number of child clusters. These are smaller and the spectral content of their far

field radiation patterns is also smaller. Their far field radiation patterns are therefore sampled at

a smaller number of directions. We use the key step of interpolation to sample them at the larger

number of directions of the parent cluster. The k-space samples of the parent cluster are then

computed by summation over the interpolated k-space samples of the child clusters at each di-

rection required for the parent cluster. This idea can also be applied to the child clusters and their

child clusters and so on. This recursive process is called aggregation.

We did just neglect one additional step. The spectral content of the far field radiation pattern

depends on the origin of the coordinate system with respect to which it is defined. The spectral

content is smallest if the origin is at the center of a cluster. Therefore we ensure that the far field

radiation patterns are always defined with respect to the cluster centers by applying shifts when

aggregating from a finer level to a coarser level. These shifts are illustrated in Figure 6.

We will now describe the MLFMA in detail. It is divided into five stages.

summation over the k-space samples of the individual basis functions in each cluster at the

finest level, at each direction

v
(o)
m,lmax

(k̂ lmax
i ) :=

∑
j∈Glmax

m

(I− k̂ lmax
i k̂ lmax

i )
ˆ

S
fje

ikk̂ lmax
i ·(r−clmax

m )drJ
input
j ,

for m = 1, . . . , N lmax
g , i = 1, . . . ,Klmax . The integral over S is precomputed for each value

of k̂ lmax
i . The superscript (o) refers to outgoing waves.

aggregation where the far field radiation patterns at the levels l = lmax− 1, . . . , 2 are recursively

aggregated from fine to coarser levels

v
(o)
m,l(k̂

l
j) :=

∑
mc∈Gl

m

eikk̂ l
j ·(c

l+1
mc −cl

m)ṽ
(o)
mc,l+1(k̂

l
j),

for m = 1, . . . , N l
g, the directions at the coarser level j = 1, . . . ,Kl, with ṽ

(o)
mc,l+1(k̂)

the interpolated far field radiation pattern based on the k-space samples at the finer level

v
(o)
mc,l+1(k̂

l+1
i ), i = 1, . . . ,Kl+1. One can see that the interpolated far field radiation pat-

tern is sampled at the directions of the coarser level. These samples are then the k-space
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samples at the coarser level. This step is illustrated in Figure 6. We used the subscript c to

indicate that an index refers to the child clusters.

transfer of the far field radiation patterns to the cube centers

v
(i),1
m2,l

(k̂ l
i ) :=

∑
m1∈Gint,l

m2

ωl
iα(kk̂ l

i , c
l
m2 − cl

m1)v
(o)
m1,l

(k̂ l
i ),

for m2 = 1, . . . , N l
g, l = lmax, . . . , 2. The multipole expansion α(kk̂ l

i , c
l
m2 − cl

m1) is

precomputed during the initialization phase. We used the superscript (i), 1 to indicate that

these are incomplete incoming waves. The incoming waves (coefficients of the approxi-

mate plane wave expansion of the electric field) computed in this step are only due to the

source currents in clusters that interact at this level, instead of all the clusters. Note that the

quadrature weights are applied at this step.

disaggregation where the incoming waves at the levels l = 3, . . . , lmax
1 are disaggregated from

the coarser to the finer level

v
(i),2
m,l (k̂ l

j) := e−ikk̂ l
j ·(c

l−1
mp −cl

m)ṽ
(i),2
mp,l−1(k̂

l
j) + v

(i),1
m,l (k̂ l

j),

for mp = 1, . . . , N l−1
g , for all m ∈ Gl−1

mp
, j = 1, . . . ,Kl, with ṽ

(i),2
mp,l−1(k̂) the interpolated

incoming waves based on the sample values v
(i),2
mp,l−1(k̂

l−1
i ) at the directions correspond-

ing to the coarser level i = 1, . . . ,Kl−1. The interpolated incoming waves are sampled

at the directions corresponding to the finer levels. Since there are fewer of these, we are

undersampling the incoming waves. Note that in the disaggregation phase, the spectral

content of the incoming waves is not expected to depend on the level. The reason for this

is that the incoming waves represent the plane wave coefficients of the electric field (by ap-

proximation) due to current sources clusters that interact at this level or coarser levels. The

electric field due to these has a larger spectral content than the electric field due to source

currents in cluster that interact at finer levels or due to source currents in the buffer zone.

The interpolations in this step are called anterpolations in the literature. They are the trans-

pose of the interpolations in the aggregation. We use the subscript p to indicate the parent

clusters.

testing where the new current coefficient vector is computed

J
output
j := ik

Klmax∑
i=1

(I− k̂ lmax
i k̂ lmax

i )
ˆ

S
fje

−ikk̂ lmax
i ·(r−cmax

m )dr · v (i),2
m,lmax

(k̂ lmax
i ),

for j = 1, . . . , N , with m the cluster that basis function j is located in. The integral over S

is precomputed for each value of k̂ lmax
i .

1The incoming waves at the coarsest level l = 2 are identical to the transferred far field radiation patterns.
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The term far field radiation patterns is used to describe different things in this report. The first

possibility refers to the far field radiation patterns computed recursively above. It is also used to

describe∑
j∈Gb,l

m

ˆ
S
fje

ikk̂ l
i ·(r−cl

m)dr , (38)

with Gb,l
m the set of basis functions in cluster m at level l. The far field radiation patterns v

(o)
m,l

computed using the MLFMA are approximations of the above integral.

6.2 Lagrange interpolation in the MLFMA
Interpolation is an essential step in the MLFMA because it is too expensive to directly sam-

ple the far field radiation patterns directly at the coarser levels, corresponding to large clusters,

where they have a large spectral content. Recall that we apply interpolation during the aggrega-

tion phase of the MLFMA, where we have the k-space samples of the far field radiation pattern

at some level, and we use interpolation to find the k-space samples at the larger number of direc-

tions of the coarser level.

The standard interpolation method for the MLFMA in the literature is Lagrange interpolation. In

this section we describe Lagrange interpolation. The directions used in the aggregation process

match the integration points in the k-space integrals in the MLFMA. The continuous versions

of the k-space integrals in the MLFMA are not given in this report, but they are similar to (32).

The use of the integration points as directions in the aggregation is actually oversampling of the

far field radiation patterns, but it is necessary in order to obtain a sufficiently small interpolation

error.

We will now describe the integration points. Let L be some positive number. The integration

points are the Gauss-Legendre quadrature points (θj , φi), j = 1, . . . , L, i = 1, . . . , 2L. In Gauss-

Legendre quadrature, there are 2L equally-spaced integration points in the φ direction, and the

points in the θ direction are the L zeros of PL, the Legendre polynomial of degree L.

In our implementation, we use a 2p × 2p stencil for the interpolation, where p is an interpolation

parameter. In our implementation, we use p = 3, resulting in an interpolation error that is smaller

than ε = 0.001 in our tests. The formula for Lagrange interpolation in the scalar case is

f̃(θ, φ) =
s+p∑

i=s+1−p

ωi(φ)
t+p∑

j=t+1−p

vj(θ)f(θj , φi), (39)

with f̃(θ, φ) the interpolated function and f(θj , φi) the sample values at the interpolation points

(θj , φi). We have that (t, s) depends on the target point (θ, φ). The interpolators are given by

ωi(φ) =
s+p∏

k=s+1−p,k 6=i

φ− φk

φi − φk
, (40)

21



NLR-TR-NLR-TR-2015-218

and

vj(θ) =
t+p∏

l=t+1−p,l 6=j

θ − θl

θj − θl
. (41)

We actually use a two-step process for the Lagrange interpolation, in order to reduce CPU times.

In the first step we determine interpolations f̃1(φ, θi), separately for all values of θi correspond-

ing to sample points at the previous level, and we evaluate the interpolations at all the φ = φj

corresponding to target points at the new level. In the second step we determine interpolations

f̃2(φj , θ), separately for all values of φj corresponding to target points at the new level, and we

evaluate the interpolations at the target points θ = θl corresponding to the new level.

6.3 Parameters and error sources in the MLFMA
There are two important parameters in the MLFMA that we will discuss together with their asso-

ciated errors in this chapter:

• The choice of directions k̂l
j and the integration error,

• The number of multipole terms Pl in the transfer function α(kk̂ l
i , c

l
m2

l
− cl

m1
l
) and the

truncation error.

We will also discuss the interpolation error.

6.3.1 Choice of directions
Recall that the directions k̂l

j at level l in the aggregation in the MLFMA match the integration

points at that level in the k-space integral. The reasons for this are that accurate Lagrange inter-

polation requires oversampling of the far field patterns and that reconstruction of large number

of k-space samples from a smaller number introduces a new CPU cost. It is awkward to write

down this k-space for the MLFMA and we have not done so in this report. The integration points

are determined by the requirement that the numerical integration k-space integral is accurate. In

order to avoid a mess of notation we will consider the choice of integration points in the k-space

integral in the FMM

ˆ
Ŝ

(ˆ
S
fie

−ikk̂ ·(r ′−cm′ )dr ′
)

︸ ︷︷ ︸
receiving pattern

·
∑

m/∈G
adj
m′

α(kk̂ , rm′m)︸ ︷︷ ︸
transfer

∑
j∈Gm

(I− k̂ k̂)
(ˆ

S
fje

ikk̂ ·(r−cm)dr

)
︸ ︷︷ ︸

far field radiation pattern

J
input
j dk̂ .

(42)

The results can be immediately extended to the MLFMA. In this report we apply the Gauss-

Legendre quadrature rule. Let L be some positive number. In Gauss-Legendre quadrature, there

are 2L equally-spaced integration points in the φ direction, and the points in the θ direction are

the L zeros of PL, the Legendre polynomial of degree L. It can be seen that the total number of
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integration points is K = 2L2. The error due to numerical integration of the k-space integral

is negligible if sufficient integration points are used [25], namely L = P + 1.2 The key idea

here is that, due to the orthogonality of the spherical harmonics used in the underlying analysis,

only polynomial terms in the integrand in the k-space integral up to degree 2P have a nonzero

contribution to the integral, and these can be numerically integrated exactly for L = P + 1.

The integration error is then due to polynomial terms with degree 2P + 1 and higher, that ana-

lytically integrate to zero but not numerically. In practice, the integration error is much smaller

than the error due to the truncation of the multipole expansion and the interpolation error. The

extension to the MLFMA is immediate. We then find that the number of directions is given by

Kl = 2(Pl + 1)2, with Pl the number of multipole terms.

6.3.2 Number of multipole terms
Finally, we will consider the number of multipole terms Pl in the transfer function α(kk̂ l

i , c
l
m2

l
−

cl
m1

l
). In the literature, the relative error in either (33) or (35) of the FMM due to the truncation

of the multipole expansion is analyzed. This is also called the truncation error in the literature.

The results can be immediately extended to the MLFMA. We make the following remarks on

these analyses:

• The asymptotic analyses of the relative error in (33) in [8] and [32] are parameter-dependent.

They rely on assumptions such as D
d → ∞, kd → ∞ and other approximations, that need

to be validated empirically for our problem parameters. We have found in fact, that the

analyses in [8] and [32] are invalid for our parameters.

• In computer implementations, the relative error in (35) is not controllable to arbitrary pre-

cision by using a high enough P , because the transfer function (36) is a divergent series,

and we cannot accurately subtract very large numbers in finite precision arithmetic [20].

This is called the low-frequency breakdown. This divergence is a result of the fact that the

interchange of the series and integral in the derivation of (35) is not mathematically valid

if the series is not truncated. In levels where the cube diameter dl is small compared to

the wavelength, this severely constrains the obtainable accuracy. In fact, the relative error

in (35) is not controllable to accuracy ε = 0.001 for certain d and D in the levels with

dl < λ.

In [8] the so-called excess bandwidth formula is derived using asymptotic analysis. This is an

estimate of the number of multipole terms required to approximate the Green’s function (33)

with d0 digits of accuracy

Pl = kdl + 1.8d
2/3
0 (kdl)1/3, (43)

2The quadrature rule can be made slightly more efficient by using 2P + 1 integration points in the φ direction and

P + 1 integration points in the θ direction [8].
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l Pl Kl

11 6 128

10 8 200

9 12 392

8 19 882

7 31 2178

6 54 6272

5 97 19602

4 182 67712

3 348 245000

2 676 919368

Table 1 Characteristics of the MLFMA for a realistic aircraft at 10GHz

with dl the cube diameter at level l. In this report, we use d0 = 3, which is satisfactory for radar-

cross section computations. Our tests indicate that this formula underestimates the required num-

ber of multipoles for dl < λ. However, integral tests of the MLFMA performed at the National

Aerospace Laboratory indicate that this does not result in an overall relative error that is larger

than ε = 0.001. In Table 1 the number of multipoles and directions at the different levels is given

for a realistic simulation. The cube diameter at the finest level is dc = 0.25λ. The diameter dl of

the cubes at level l is given by

dl = 2ldc.

6.3.3 Interpolation error
We define the interpolation error for a cluster ml at level l as

εl = max
k̂ l

i

|v (o)
ml,l

(k̂ l
i )−

∑
j∈Gb,l

ml

´
S fje

ikk̂ l
i ·(r−cl

ml
)dr |

|
∑

j∈Gb
ml

´
S fje

ikk̂ l
i ·(r−cl

ml
)dr |

,

with Gb,l
ml the set of basis functions in cluster ml at level l. The interpolation error is of the same

order as the truncation error if Kl directions are used in the aggregation.
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7 Spherical harmonics expansion of the far field radiation patterns of

the individual basis functions at the finest level

In this chapter the scheme from [13] is described, which reduces the sample rate of the far field

radiation patterns of the individual basis functions at the finest level by a factor of eight. The mo-

tivation is to reduce the memory requirements of the MLFMA. These are dominated by the costs

of storing the far field radiation patterns of the individual basis functions at the finest level. These

need to be stored for all the individual basis functions, whereas the interpolation matrices at the

higher levels can be applied to many different clusters. Recall that in the standard MLFMA we

store the far field radiation pattern at the finest level in k-space samples v
(o)
j,mlmax+1

, at the direc-

tions k̂ lmax
i . This is called the k-space representation in [13]. It is possible to use an interpolation

strategy to reproduce the the far field radiation pattern based on a smaller number of underlying

functions. The interpolants are given by the spherical harmonics

Y q
p (θ, φ) := (−1)q

[
(p− q)!
(p + q)!

2p + 1
4π

]1/2

P q
p (cos(θ))eiqφ, (44)

with p the degree, q the order, and P q
p the associated Legendre polynomial of degree p and order

q [3]. The spherical harmonics are the analog on the unit sphere of the Fourier basis functions

in 1D. The spherical harmonics are an efficient representation of functions where the spectral

content is concentrated in the lower frequencies, as is the case for the far field radiation patterns.

A key property of the spherical harmonics is that they are an orthonormal basis for functions on

the unit sphere in the L2-inner product. The spherical harmonics expansion of a scalar function f

on the surface of the unit sphere is given by

f(k̂) =
S∑

p=0

p∑
q=−p

fpqY
q
p (k̂), (45)

with S the degree of the spherical harmonics expansion and spherical harmonics coefficients

fpq =
ˆ

Ŝ
f(k̂)Y q

p
∗(k̂)dk̂ , (46)

with (·)∗ the complex conjugate. The central idea in this chapter is to store the spherical harmon-

ics coefficients fpq of the far field radiation patterns of the individual basis functions at the finest

level rather than the k-space values, and to reconstruct the k-space values (which are multiplied

by the transfer function in the MLFMA) for all the clusters at the finest level during the itera-

tions.

It can be seen that this results in considerable memory savings. The spherical harmonics coeffi-

cients of the far field radiation patterns decay rapidly for p > Plmax/2 [25]. In other words, the

25



NLR-TR-NLR-TR-2015-218

far field radiation patterns have a limited spectral content. Due to this rapid decay the spherical

harmonics expansion can be truncated at S = Plmax/2. It is straightforward to show that a spher-

ical harmonics expansion of degree S contains (S + 1)2 terms. This means that the sample rate

is (Plmax/2 + 1)2 if the spherical harmonics expansion is used. On the other hand, in the standard

MLFMA the far field radiation patterns for the individual basis functions are stored at 2P 2
lmax

di-

rections. This suggests that the interpolation strategy reduces the required amount of memory by

a factor of about eight. On the other hand, if the spherical harmonics expansion is used to store

the far field radiation patterns, all three Cartesian components need to be stored due to the Gibbs

phenomenom, whereas for the k-space representation only the tangential components need to be

stored [13]. The Gibbs phenomenom is a result of the fact that the unit vectors in the spherical

coordinate system are discontinuous at the poles. That said, the spectral content of the Cartesian

components of the far field radiation patterns is smaller than that of the tangential components.

Therefore it is expected that the reduction in memory is between a factor of five and a factor of

eight [13].

As a motivation, we will discuss why so many directions are used in the ordinary MLFMA. Re-

call that the fast multipole method is based on the k-space integrals

ik
ˆ

Ŝ

(ˆ
S
fie−ikk̂·(r′−cm′ )dr′

)
α(kk̂, rm′m)

(
(I− k̂ k̂)

ˆ
S
fjeikk̂·(r−cm)dr

)
dk̂. (47)

The far field radiation patterns
(
(I− k̂ k̂)

´
S fjeikk̂·(r−cm)dr

)
decay rapidly for p > Plmax/2

if they are represented by spherical harmonics. The receiving patterns
(´

S fie−ikk̂·(r′−cm′ )dr′
)

also decay rapidly for p > Plmax/2 if they are represented by spherical harmonics. The trans-

fer functions α(kk̂, rm′m) decay rapidly for p > Plmax . The truncation number is two times as

large in the transfer function as in the far field radiation pattern, due to the fact that |rm′m| >

2d := 2 maxr(r − cm). Here d is one-half the cube diameter, and rm′m is the distance over

which the interactions between the clusters are computed. In the MLFMA we have |rm′m| ≈
2d := 2 maxr(r − cm). It can now be seen that the quadrature rule must be chosen so that poly-

nomials of degree 2Plmax are integrated exactly. The required number of integration points is then

Klmax = 2P 2
lmax

, for integration of polynomials on the surface of the unit sphere, see Section

6.3.1. This results in a considerable oversampling of the far field radiation patterns, which decay

rapidly for p > Plmax/2. Note that Plmax depends on how small we want to make the truncation er-

ror, see Section 6.3.2. In this report we require that the truncation error is smaller than ε < 0.001.

In principle we could also store the far field radiation patterns using a smaller number of k-space

samples, instead of the spherical harmonics. We will see that this results in a scheme that is less

good than storing spherical harmonics. The spherical harmonics coefficients can be determined
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using the formula
ˆ

Ŝ

(
(I− k̂ k̂)

ˆ
S
fjeikk̂·(r−cm)dr

)
Y q

p (k̂)∗dk̂. (48)

We only need to be able to determine the spherical harmonics coefficients up to degree Plmax/2.

If the far field radiation patterns are stored in k-space samples, then the spherical harmonics co-

efficients are not actually reconstructed in the algorithm, but the spherical harmonics up to de-

gree Plmax/2 need to be implicit in the stored far field radiation pattern, for the validity of the

truncation error analysis in the literature. We then need to be able to integrate exactly a polyno-

mial of degree Plmax . For this, we need P 2
lmax

/2 directions. This is already a considerable reduc-

tion of the sample rate. However, the sample rate is only reduced by a factor of four, instead of

a factor of eight if the spherical harmonics are used. This also means that the reconstruction of

the k-space samples at the integration points of (47) will be more expensive than if spherical har-

monics coefficients are stored.

7.1 Detailed description
The summation step of the MLFMA (see Section 6) is modified in the following way:

summation over the spherical harmonics coefficients of the far field radiation pattern of the in-

dividual basis functions in each cluster at the finest level

fm
rs :=

∑
j∈Glmax

m

ˆ
Ŝ
v

(o)
j,lmax+1(k̂)Y s

r
∗(k̂)dk̂J

input
j ,

for m = 1, . . . , N lmax
g , r = 0, . . . , S, s = −r, . . . , r, and with v

(o)
j,lmax+1 the far field

radiation pattern for the individual basis functions

v
(o)
j,lmax+1(k̂) :=

ˆ
S
fje

ikk̂ ·(r−clmax
m )dr .

The k-space integral is precomputed in the initialization phase of the algorithm.

reconstruction of the k-space samples at the finest level lmax

v
(o)
m,lmax

(k̂ lmax
i ) :=

S∑
r=0

r∑
s=−r

Y s
r (k̂ lmax

i )fm
rs ,

for m = 1, . . . , N lmax
g . If this expansion is implemented naively, then the computational

complexity is O(S4). Using a trivial modification this can be accelerated to O(S3), and

using the fast spherical harmonic transform it can be accelerated to O(S2 log S) [30]. In

the actual algorithm we include quadrature weights
√

ωŜ
i (from Gauss-Legendre quadra-

ture of the k-space integrals at the finest level in MLFMA) so that the steps taken after
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the application of the transfer function are the transpose of the steps taken before the ap-

plication of the transfer function. This does not have a physical interpretation. The trivial

modification is described in Section 8.6.

The testing step (see Section 6) is also modified:

spherical harmonics expansion of the incoming waves at the finest level lmax

gm
rs :=

Klmax∑
i=1

ωŜ
i v

(i),2
m,lmax

(k̂ lmax
i )Y s

r
∗(k̂ lmax

i ),

for m = 1, . . . , N lmax
g , r = 0, . . . , S, s = −r, . . . , r. Note that we use sufficient integration

points in this numerical integration, because Klmax is sufficient to integrate polynomials of

degree 2Plmax and the incoming waves v
(i),2
m,lmax

decay rapidly for p > Plmax . In the algorithm

we actually use quadrature weights
√

ωŜ
i so that the steps taken after the application of the

transfer function are the transpose of the steps taken before the application of the transfer

function. This does not have a physical interpretation.

testing where the surface current expansion coefficient vector in the new Krylov iteration is

computed

J
output
j := ik

S∑
r=0

r∑
s=−r

(f j,m
rs )∗ · gm

rs,

for j = 1, . . . , N , with m the cluster that basis function j is located in, and with f j,m
rs

the spherical harmonics coefficients of far field radiation patterns of the individual basis

functions

f j,m
rs :=

ˆ
Ŝ
v

(o)
j,lmax+1(k̂)Y s

r
∗(k̂)dk̂ ,

which are the conjugate transpose of the receiving patterns. The f j,m
rs are precomputed. In

the derivation of the testing step the orthogonality of the spherical harmonics is used.

We use spherical harmonics expansions of the same degree (up to p = Plmax/2) to represent

both the far field radiation patterns and the incoming waves, despite the higher spectral content

of the incoming waves. We are here following the argument in [13] that the spherical harmonics

coefficients of the incoming waves, which decay rapidly for p > Plmax , are multiplied by the

spherical harmonics coefficients of the receiving pattern in the final testing step, which decay

rapidly for p > Plmax/2.

7.2 Use of symmetry to reduce the sample rate
In [13] it is mentioned that the symmetry of the far fields radiation patterns

v
(o)
m,lmax

(k̂) = v
(o)∗
m,lmax

(−k̂), (49)
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has been used to reduce the storage costs. In [13] the complex spherical harmonics, were used to

store the far field radiation patterns. The complex spherical harmonics are the spherical harmon-

ics that have been used so far in the report. The effect of the symmetry on the coefficients with

respect to the spherical harmonics is

Re f j,m
rs = (−1)r+s Re f j,m∗

r,−s , (50)

Im f j,m
rs = −(−1)r+s Im f j,m∗

r,−s . (51)

The symmetry can be used to realize a reduction in memory requirements by reconstructing

the spherical harmonics coefficients for negative order based on the spherical harmonics coef-

ficients for positive order during the solution phase of the algorithm. The spherical harmonics

coefficients for negative order then do not need to be explicitly stored in the computer’s mem-

ory, resulting in memory savings. The number of spherical harmonics coefficients that need to be

stored is then decreased by a factor of about two. The same trick can of course also be applied to

the ordinary MLFMA by storing the k-space samples only on one-half of the unit sphere.

8 Spherical harmonics based aggregation

8.1 Applying shifts to the spherical harmonics expansions
The spherical harmonics representation of the far field radiation pattern can also be used at coarser

levels in the aggregation phase of the MLFMA, instead of just the summation step at the finest

level (see Section 7.1). Recall that shifts were necessary in the aggregation phase of the MLFMA,

because the spectral content of a far field radiation pattern is smallest if it is defined with respect

to the coordinate system with the origin in the center of the cluster. The clusters become larger

and larger as we aggregate to the coarser levels, and the centers shift, necessitating shifts of the

origin with respect to which the the far field radiation pattern is defined. Recall that in the k-

space representation a shift can be applied to the far field radiation pattern by multiplying the

k-space samples by eikki·df(k̂i), with d the distance of the shift. The shifts are illustrated for a

few levels in Figure 6.

The central idea in this section is that we directly apply the shifts to the spherical harmonics ex-

pansion of the far field radiation patterns, and not to the k-space samples. The motivation for

this, is that it results in a matrix that is small (due to the reduced sample rate) and dense, rather

than large and sparse for Lagrange interpolation. If the spherical harmonics are used to repre-

sent the far field radiation patterns, then during the aggregation phase we compute recursively the
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spherical harmonics expansions at l = lmax − 1, . . . , 2

fm,l
pq :=

∑
mc∈Gl

m

Sl+1∑
r=0

r∑
s=−r

ˆ
Ŝ

Y s
r (k̂)eikk̂ ·(cl+1

mc −cl
m)Y q

p
∗(k̂)dk̂ fmc,l+1

rs , (52)

for m = 1, . . . , N l
g, p = 0, . . . , Sl, q = −p, . . . , p. We used the subscript in mc to denote the

child clusters The k-space integral is precomputed during the initialization phase, and it needs

to be computed for at most eight distinct values of cl+1
mc

− cl
m (consider the octree structure).

Due to the truncation of the expansion over r the spherical harmonics coefficients fm,l
pq here are

only approximately equal to the exact spherical harmonics coefficients of the far field radiation

pattern. If the spherical harmonics shift is implemented naively, then its asymptotic complexity

is O(S4). It will be seen that this can be reduced to O(S3) using a straightforward factorization

with rotations and a shift along the z-axis. In the aggregation phase of the MLFMA, the spherical

harmonics representation of the far field radiation pattern at the finer levels can be combined with

the k-space representation (and Lagrange interpolation) at the coarser levels, where the number

of clusters is small and the number of multipoles is large. During the disaggregation phase we

compute the incoming waves at the levels l = 2, . . . , lmax

g2,m,l
pq :=

Sl−1∑
r=0

r∑
s=−r

ˆ
Ŝ

Y s
r (k̂)eikk̂ ·(cl−1

mp −cl
m)Y q

p
∗(k̂)dk̂g2,mp,l−1

rs + g1,m,l
pq , (53)

for mp = 1, . . . , N l−1
g , m ∈ Gl−1

mp
, p = 0, . . . , Sl, q = −p, . . . p. We used the subscript in mp to

denote the parent clusters. One can see that we use spherical harmonics expansions of the same

degree to represent both the far field radiation patterns and the incoming waves. In this we are

extending the convention in [13] to the coarser levels.

8.2 Derivation
In this section we will show that the spherical harmonics coefficients computed using (52) are

approximations to the spherical harmonics coefficients of the exact far field radiation patterns.

Suppose that we are trying to calculate the exact spherical harmonics coefficients of the exact far

field radiation patterns at level l, for cluster m. We find

fm,l
pq :=

ˆ
Ŝ

∑
j∈Gb,l

m

ˆ
S
fje

ikk̂ ·(r−cl
m)drY q

p
∗(k̂)dk̂ . (54)

The exact far field radiation pattern at level l of cluster m is the sum of the exact far field radia-

tion patterns of the child clusters, but with shifts applied to the origins
ˆ

Ŝ

∑
mc∈Gl

m

eikk̂ ·(cl+1
mc −cl

m)
∑

j∈Gb,l+1
mc

eikk̂ ·(r−cl+1
mc )drY q

p
∗(k̂)dk̂ . (55)
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We can apply a spherical harmonics expansion to the exact far field radiation patterns of the child

clusters
ˆ

Ŝ

∑
mc∈Gl

m

eikk̂ ·(cl+1
mc −cl

m)
∞∑

r=0

r∑
s=−r

Y s
r (k̂)f mc,l+1

rs Y q
p
∗(k̂)dk̂ . (56)

We truncate this spherical harmonics expansion

ˆ
Ŝ

∑
mc∈Gl

m

eikk̂ ·(cl+1
mc −cl

m)

Sl+1∑
r=0

r∑
s=−r

Y s
r (k̂)f mc,l+1

rs Y q
p
∗(k̂)dk̂ . (57)

Rearranging terms we find the expression for applying shifts to the spherical harmonics expan-

sions (52)

∑
mc∈G

ml

Sl+1∑
r=0

r∑
s=−r

ˆ
Ŝ

Y s
r (k̂)eikk̂ ·(cl+1

mc −cl
m)Y q

p
∗(k̂)dk̂ fmc,l+1

rs . (58)

In this context the fmc,l+1
rs are exact spherical harmonics, and in the aggregation phase of the

MLFMA they are approximate above the next-to-finest level.

8.3 Shifts along the z-axis
In this section it is shown that spherical harmonics with different orders do not interact in shift

along the z-axis. Suppose that D = Dez . The interactions are given byˆ
Ŝ

Y s
r (k̂)eikk̂·(Dez)Y q

p
∗(k̂)dk̂ . (59)

We express this integral in spherical coordinates, by substituting

k̂ = (sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)) (60)

and the definition of the spherical harmonics in spherical coordinates (44). We then find

C1C2

ˆ 2π

0
ei(s−q)φdφ

ˆ π

0
P s

r (cos(θ))eikD cos(θ)P q
p (cos(θ)) sin(θ)dθ, (61)

with

C1 = (−1)q

[
(p− q)!
(p + q)!

2p + 1
4π

]1/2

,

C2 = (−1)s

[
(r − s)!
(r + s)!

2r + 1
4π

]1/2

.

Due to the orthogonality of complex exponentials, only spherical harmonics with the same order

interact.
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8.4 Rotations
In this section it is shown that the spherical harmonics translation (52) can be decomposed in

two O(S3) rotations and a shift along the z-axis. This decomposition is applied in the context

of the low-frequency MLFMA in [34]. We apply it here in the ordinary MLFMA as a means of

constructing an efficient scheme with a low sampling rate. Define D = cl+1
mc

− cl
m. Let R be

a rotation matrix such that RT · D = ez , with (·)T the transpose and the dot indicating the

matrix-vector product. The z-axis is chosen because a shift along the z-axis can be performed in

O(S3) operations, due to the orthogonality of the Fourier basis functions in the definition of the

spherical harmonics. We apply the change of variables k̂ → R · k̂ to the integral in (52) and findˆ
Ŝ

Y s
r (R · k̂)eik(R·k̂)·DY q

p
∗(R · k̂)d(R · k̂). (62)

All areas on the sphere are weighed equally, so that

d(R · k̂) = dk̂ . (63)

Also, using indicial notation, we can easily derive

(R · k̂) ·D = RijkjDi = RT
jikjDi = kjR

T
jiDi = k̂ · (RT ·D). (64)

The integral (62) then becomesˆ
Ŝ

Y s
r (R · k̂)eikk̂ ·DezY q

p
∗(R · k̂)dk̂ . (65)

This shows that any shift can be written as a shift along the z-axis for suitably rotated spheri-

cal harmonics. The spherical harmonics Y s
r (k̂) are polynomials of degree r on the unit sphere,

with only leading coefficients that are nonzero. This is a property that is invariant under rotations

[27]. In fact, the smallest subspaces of continuous functions on the unit sphere invariant under

rotations are subspaces of homogeneous polynomials [27]. Spherical harmonics with different

degrees therefore do not interact under a rotation, and there exist frs such that
r∑

s=−r

Y s
r (R · k̂)f

′
rs =

r∑
q=−r

Y q
r (k̂)frq. (66)

These can be calculated in the following way

f
′
rs =

r∑
q=−r

ˆ
Ŝ

Y s
r
∗(R · k̂)Y q

r (k̂)dk̂frq. (67)

An arbitrary spherical harmonics shift can be decomposed into a rotation R, a shift along the

z-axis, and the inverse rotation RT

p∑
q′=−p

ˆ
Ŝ

Y q′
p (R·k̂)Y q

p
∗(k̂)dk̂

r∑
s′=−r

ˆ
Ŝ

Y s′
r (R·k̂)eikk̂ ·DezY q′

p

∗
(R·k̂)dk̂

ˆ
Ŝ

Y s′
r

∗
(R·k̂)Y s

r (k̂)dk̂frs
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(68)

The rotations do not need to be applied separately for each interaction. In the MLFMA, the num-

ber of distinct rotation matrices R that we need to consider is small, and the spherical harmon-

ics rotation matrices are precomputed. Recursions can be used for these, as well as for the shift

along the z-axis matrices [16].

8.5 Motivation
As discussed in Section 7 the sample rate is reduced by a factor of up to eight if the spherical

harmonics are used to represent the far field radiation pattern. At the coarser levels we do actu-

ally obtain the factor of eight, because Lagrange interpolation is also applied to the three Carte-

sian components. The reduction in sample rate results in small and dense matrices for the shifts,

instead of large and sparse for the k-space representation and Lagrange interpolation. It is ex-

pected that this will result in a decrease in the CPU times. More details are given in chapter 9.

8.6 Reconstruction of the k-space samples based on the spherical harmonics coefficients
In this section we discuss the reconstruction of the k-space samples at the integration points

based on the spherical harmonics coefficients using the standard algorithm with computational

complexity O(S3) [30]. We describe the algorithm for the scalar case. Let fpq be the spherical

harmonics coefficients and suppose that we want to reconstruct the far field radiation pattern

f(θ, φ) =
S∑

r=0

r∑
s=−r

frsYrs(θ, φ). (69)

We rewrite this in the following way

f(θ, φ) =
S∑

s=−S

eisφ
S∑

l=|r|

frsP
|s|
r (cos(θ)). (70)

In the first step of the algorithm we compute

fs(θj) =
S∑

l=|r|

frsP
|s|
r (cos(θj)), (71)

for all Gauss-Legendre points θj and all s = −S, . . . , S. This requires O(S3) operations. In the

second step we compute

f(θi, φj) =
S∑

s=−S

eisφifs(θj), (72)

for all integration points (θi, φj). This step scales like O(S3) but we could accelerate it with the

fast Fourier transform.
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8.7 Real spherical harmonics
8.7.1 Description of the real spherical harmonics
In this section we discuss the application of real spherical harmonics. It is expected that these

will make the implementation more efficient. The real spherical harmonics are given by

Ylm(θ, φ) =



√
2
√

(2l+1)
4π

(l−|m|)!
(l+|m|)!P

|m|
l (cos(θ)) sin(|m|φ) if m < 0,√

(2l+1)
4π Pm

l (cos(θ)) if m = 0,

√
2
√

(2l+1)
4π

(l−m)!
(l+m)!P

m
l (cos(θ)) cos(mφ) if m > 0.

(73)

We will show that the real component of the far field radiation pattern of the individual basis

functions only consists of real spherical harmonics with even degree. Introduce the notation

f(k̂) for an arbitrary (scalar) component of the far field radiation patterns. It is easily shown that

f(−k̂) = f(k̂)∗. In the following, we assume m < 0. The other cases are similar. Let S+ be one

half of the surface of the unit sphere, and S− the other half. We then find that

ˆ
Ŝ

Re f(k̂)P |m|
l (cos(θ)) sin(|m|φ)dk̂

=
ˆ

Ŝ+

Re f(k̂)P |m|
l (cos(θ)) sin(|m|φ)dk̂ +

ˆ
Ŝ−

Re f(k̂)P |m|
l (cos(θ)) sin(|m|φ)dk̂

=
ˆ

Ŝ+

Re f(k̂)P |m|
l (cos(θ)) sin(|m|φ)dk̂ +

ˆ
Ŝ+

Re f(k̂)P |m|
l (π − cos(θ)) sin(|m|(φ + π))dk̂

=
ˆ

Ŝ+

Re f(k̂)P |m|
l (cos(θ)) sin(|m|φ)dk̂ +

ˆ
Ŝ+

Re f(k̂)(−1)l+|m|P
|m|
l (cos(θ))(−1)|m| sin(|m|(φ))dk̂.

It can easily be seen that the above becomes zero for l odd. Using a similar argument it can be

shown that the imaginary part becomes zero for l even. This argument cannot be extended to

the far field radiation patterns of clusters, because in these we multiply the basis functions by

complex surface current expansion coefficients.

8.7.2 Motivation for the use of real spherical harmonics
8.7.2.1 Reduced CPU times for the summation step
The use of real spherical harmonics is expected to result in smaller CPU times for the summation

step, described in Section 7.1 for the complex spherical harmonics. Recall that in the summation

step the spherical harmonics coefficients of the far field radiation patterns of the clusters at the

finest level are computed by summation of the spherical harmonics coefficients of the far field ra-

diation patterns of the individual basis functions. There are two reasons for the lower CPU times

if the real spherical harmonics are used:
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• The spherical harmonics coefficients of the far field radiation patterns of the individual

basis functions at the finest level are purely real for r even and purely imaginary for r odd

if the real spherical harmonics are used. The multiplication of a real or imaginary number

by a complex number (the surface current expansion coefficient) requires two flops. On

the other hand, if the complex spherical harmonics are used then the spherical harmonics

coefficients of the far field radiation patterns of the individual basis functions at the finest

level are complex. The multiplication of two complex number requires four flops. A very

simple estimate then is that the CPU time cost of the matrix-vector product corresponding

to the summation step is reduced by a factor 2.

• We do not need to expend flops on reconstructing the spherical harmonics coefficients of

the far field radiation patterns of the individual basis functions for negative s if the real

spherical harmonics are used. The real spherical harmonics coefficients are all stored per-

manently in the computer memory.

For both of these reasons we expect that CPU times are lower for the summation step if real

spherical harmonics are used.

8.7.2.2 Reduced CPU times for the rotations
If the complex spherical harmonics are used, then the matrix that applies a rotation of the co-

ordinate system to a spherical harmonics expansion is complex. If the real spherical harmonics

are used, it is real. The CPU time of the matrix-vector product is then expected to decrease by a

factor of two.

8.7.2.3 Reduced CPU times for the reconstruction of the k-space samples at the integration
points

The second matrix in Section 8.6 is real if the real spherical harmonics are used, and complex if

the complex spherical harmonics are used. The CPU time of the matrix-vector product is then

expected to decrease by a factor of two, if the real spherical harmonics are used.

8.8 Interpolation error in spherical harmonics based aggregation
Due to the truncation of the spherical harmonics expansion at r = Sl+1 the spherical harmon-

ics expansion coefficients fm,l
pq computed using the direct spherical harmonics shift in (52) are

only approximately equal to the spherical harmonics coefficients of the exact far field radiation

patterns
∑

j∈Gb,l
m

´
S fje

ikk̂ ·(r−cl
m)dr . The reconstructed k-space samples at the directions k̂ l

j are

therefore not equal to the exact k-space samples. We can see this error as an interpolation error.
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More specifically, define√√√√√ˆ
S

∑
j∈Gb,l

m

ˆ
S
fjeikk̂ ·(r−cl

m)dr −
Sl∑

p=0

p∑
q=−p

|fm,l
pq Y q

p (k̂)|2dk̂ (74)

as the interpolation error.

The interpolation error in spherical harmonics based aggregation is due to the finite sample rate

and is inherent in the aggregation process. Due to the low sample rate (Sl = Pl/2) we use, the

interpolation error is of the same order of magnitude as the truncation error due to the finite num-

ber of multipoles in the transfer function. The finite sample rate as such also results in a small

contribution to the interpolation error in the standard MLFMA. However, due to the larger sam-

ple rate in the standard MLFMA its contribution is dwarfed by the error due to the use of a lo-

cal interpolator. In fact, if a global interpolator such as [9] is used in the MLFMA with the con-

ventional oversampling where the number of directions Kl is equal to the number of integration

points, then the interpolation error will become much smaller. The interpolation in the standard

MLFMA with Lagrange interpolation can also be made smaller by using a larger interpolation

stencil. In contrast, we can only reduce the interpolation error in spherical harmonics based ag-

gregation by increasing the sample rate.

Consider the MLFMA where the k-space representation is used in conjunction with a global in-

terpolator and the usual oversampling. In the following we will argue that the finite sample rate

as such results in a small interpolation error and compare it to spherical harmonics based aggre-

gation. Suppose that we have a spherical harmonics expansion
∑S1

r=0

∑r
s=−r frsY

s
r (k̂), with S1

as yet unknown, of the far field radiation pattern at level l + 1. This is the result of using a global

interpolator such as [9], instead of a local interpolator for interpolating the far field radiation pat-

terns. The S1 will be determined in this analysis. We apply the shift operator eikk̂ ·(cl+1
mc −cl

m) to

it in the k-space representation. The k-space samples v
(o)
m,l at the directions k̂ l

j are then actu-

ally samples of the function
∑

mc∈Gl
m

eikk̂ ·(cl+1
mc −cl

m)
∑S1

r=0

∑r
s=−r frsY

s
r (k̂). We argue, that

if global interpolation is used, we will only be able to recover spherical harmonics coefficients

up to a certain degree S2, depending on the number Kl of directions k̂ l
j of the above expression.

This parameter we could the implicit spherical harmonics truncation parameter in the standard

MLFMA. Recall that at level l we use Kl = 2P 2
l directions. We will see that this is sufficient

only to reproduce spherical harmonics coefficients up to degree Pl. Remember that spherical har-

monics coefficients are defined by

fpq =
ˆ

Ŝ
f(k̂)Y q

p
∗(k̂)dk̂ , (75)

If f is a band-limited function containing only spherical harmonics coefficients up to degree

Pl then the integrand is a polynomial of maximum degree 2Pl and Kl = 2P 2
l directions are
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sufficient for exact numerical integration, see Section 6.3.1. We then find that S1 = Pl+1 and

S2 = Pl is consistent with the MLFMA aggregation process. In practice, the far field radiation

patterns are not exactly band-limited, and there will be a numerical integration error due to the

higher-degree terms whose analytical integral is zero, but whose numerical integral is nonzero.

In summary, if the k-space representation is used, then spherical harmonics coefficients up to

degree Pl are implicit in the data. If the direct spherical harmonics shifts are used with a trunca-

tion parameter of Pl
2 , then only spherical harmonics up to degree Pl

2 are stored. There is hence a

larger error due to the finite sample rate in spherical harmonics based interpolation, but there is

no error due to the use of a local interpolator.

As a test of the effect of the truncation of the spherical harmonics expansion on the interpolation

error we compute the far field radiation patterns at the next-to-finest level l = lmax−1. We do

not give details about the shape mesh, but note that we computed the error at a curved part of the

mesh. The cube diameter at the finest level is dc = 0.2λ. We use the notation f̃(k̂) for the recon-

structed far field radiation pattern and the notation f(k̂) for the exact far field radiation pattern.

We are interested in the relative error

ε =
maxk̂ |f̃(k̂)− f(k̂)|

maxk̂ |f(k̂)|
. (76)

We compute ε for the truncation parameters Slmax = Plmax
2 , 2Plmax

2 , 3Plmax
2 , where the factor in

front of the quotients is given on the horizontal axis in Figure 7. The number of multipoles is

given by Plmax = 7 at the finest level, and Plmax−1 = 11 at the next-to-finest level. Furthermore,

we round off the quotients to above, so that Slmax = 4 and Slmax−1 = 6. The relative error ε

is given on the vertical axis. For comparison, we also compute the far field radiation patterns

using Lagrange interpolation with Klmax = 2(Plmax)
2, 2(2Plmax)

2, 2(3Plmax)
2 directions and a

stencil of ninterp = 6, 8, 10, 12, 14 points in the two-step Lagrange interpolation process. The

sample rate is hence smaller by a factor of eight in the tests with the spherical harmonics shifts.

As the truncation parameter Slmax is increased, the relative error decreases exponentially. It can

be shown that the terms in the spherical harmonics shift matrix decay super-exponentially as r →
∞, see Appendix A. Also, the spherical harmonics coefficients of the far field radiation patterns

themselves decay super-exponentially.

A question that remains is what the effect of the interpolation error is on the whole algorithm.

Consider the error in (52) due to the truncation of the spherical harmonics expansion. We have

that
∞∑

r=Sl+1+1

r∑
s=−r

|fmc,l+1
rs |2 =

∞∑
r=Sl+1+1

r∑
s=−r

|fmc,l+1
rs Y s

r (k̂)|2. (77)

Note that the above spherical harmonics coefficients are not actually computed in the algorithm.
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Fig. 7 Relative error in the far field radiation patterns

The shift eikk̂ l
j ·(c

l+1
mc −cl

m) is a unitary (norm-preserving) operator and will conserve this error into

the next, coarser level, where it will affect all the computed spherical harmonics coefficients. Of

course, part of the error will be present in spherical harmonics with degree p > Sl and the er-

rors from multiple clusters and levels may cancel each other out. But generally, the effect of the

interpolation error on the aggregated far field radiation patterns can be estimated by summing

over the the above errors for all clusters and levels. We have verified that the error in the recon-

structed outgoing waves remains below ε < 0.001 for three levels in an arbitrary surface mesh if

the spherical harmonics expansions are truncated at Sl = Pl
2 .1

9 Computational complexity and memory requirements

9.1 Memory requirements
The memory requirements are dominated by the costs of storing the spherical harmonics coeffi-

cients of the far field radiation patterns of each individual basis functions at the finest level

f j,mlmax
rs :=

ˆ
Ŝ
v

(o)
j,lmax+1(k̂)Y s

r
∗(k̂)dk̂ . (78)

1At higher levels it was problematic to compute the exact far field expansions.
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These are used in the summation step, described in Section 7.1. The aggregation phase does

not require much memory, because a small set of matrices is used repeatedly for many differ-

ent groups. The number of spherical harmonics coefficients we need to store at the finest level is

given by

N(Slmax + 1)2. (79)

As discussed in Section 8.7.2 the spherical harmonics coefficients are purely real for r even and

purely imaginary for r imaginary. This is a structure that we can exploit in implementations.

9.2 Estimates for the CPU times for the aggregation phase
In this section estimates based on a simple model for the CPU costs are given for both Lagrange

interpolation and the new method. The CPU costs are estimated by counting the number of nonzero

entries in the matrices that implement these methods.

Rotations of spherical harmonics expansions are implemented by block diagonal matrices. The

block corresponding to degree i collects the nonzero interactions between the spherical harmon-

ics coefficients, with orders up to i. The number of nonzero entries NR in the rotation matrix is

NR =
S∑

i=0

(2i + 1)2 =
4S3

3
+ 4S2 +

16S

6
. (80)

The rotation matrices are real if real spherical harmonics are used (see Section 8.7.2) so we are

performing matrix-vector products with real matrices and complex vectors, so that two flops are

required for each entry in the matrix.

We will now estimate the number of nonzero entries in the matrix that shifts the spherical har-

monics expansion along the z-axis. This is also called the coaxial shift matrix in the literature.

The block corresponding to order i collects the nonzero interactions between spherical harmon-

ics coefficients, with degree equal to or larger than i. The number of nonzero entries NT in the

coaxial shift matrix is

NT = (S + 1)2 + 2
S∑

i=1

(S − i + 1)2 =
2S3

3
+ 2S2 +

7S

3
+ 1. (81)

The entries of the coaxial shift matrix are either purely real or purely imaginary. We do not ex-

pect that it is convenient to implement this structure, so we will implement this matrix as a com-

plex matrix. A matrix-vector product with a complex matrix and a complex vector quires four

flops for each entry of the matrix. Since all other matrices in this analysis require two flops per

entry, we will count each entry in the coaxial shift matrix twice in our estimate of the number of

nonzero entries.
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Recall that a general translation can be decomposed into a rotation, a shift along the z-axis, and

the inverse rotation. Between the shift along the z-axis and either of the rotations the spherical

harmonics coefficients are permuted so that the ordering is by degree for the rotations and by

order for the shift along the z-axis. We neglect the CPU cost of applying the permutations in this

estimate. We obtain the following estimate for the total number of nonzero entries

NSH
tot = 2NR + 2NT = 4S3 + 12S2 + 10S + 2, (82)

where each entry in the coaxial shift matrix has been counted twice because it has been imple-

mented as a complex matrix.

We will now estimate the number of nonzero entries in the matrices implementing Lagrange in-

terpolation. As mentioned in Section 6.2 we use a two-step process for the Lagrange interpola-

tion. In the first step we determine interpolations f̃1(φ, θi), separately for all values of θi corre-

sponding to directions at the previous level, and we evaluate the interpolations at all the φ = φj

corresponding to target points at the new level. In the second step we determine interpolations

f̃2(φj , θ), separately for all values of φj corresponding to target points at the new level, and we

evaluate the interpolations at the target points θ = θl corresponding to the new level. It can be

seen that the number of nonzero entries depends on the number of multipoles at both the previ-

ous and the new level. For simplicity, we estimate the number of nonzero entries for an inter-

polation where the number of multipole terms is the same at the previous and new level. This is

actually a small overestimate of the number of nonzero entries in the actual aggregation process

in the MLFMA, where the number of multipoles is smaller at the previous level. In both inter-

polations we use a stencil of 6 points. Recall that the number of directions on the unit sphere is

given by

K = 2P 2. (83)

Also, remember that S has been chosen so that P = 2S. The total number of nonzero entries in

the two interpolation matrices can then be estimated by

N
Lagrange
tot = 12K. (84)

The CPU costs of applying the phase shift factors eikk̂ l
j ·(c

l+1
ml+1

−cl
ml

) have been neglected in this

analysis. The estimates for the CPU costs are plotted in Figure 8. It can be seen that the CPU

costs are lower for new method if the number of multipoles P is smaller than about 40.

Note that counting the number of nonzero entries is not a perfect way of estimating the CPU

costs. The Lagrange interpolation matrices are large and sparse, whereas the matrices for the

new method are small and block diagonal with dense blocks. If the number of nonzero entries is

the same, it is expected that the new method is faster due to more efficient implementations.
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Fig. 8 Estimates of the number of nonzero entries in the matrices implementing the methods in

this report. We intend to switch to Lagrange interpolation with the parallellization strat-

egy over the wave directions at values of S between 15 and 50, but the details still have

to be worked out.

9.3 Estimate for the CPU cost of the reconstruction of the k-space samples based on the spher-
ical harmonics coefficients

In this section we estimate the number of nonzero entries in the matrices implementing the re-

construction of the k-space samples from the spherical harmonics expansion

f(θi, φj) =
S∑

r=0

r∑
s=−r

frsY
s
r (θi, φj), (85)

for a scalar function f with spherical harmonics coefficients frs. See Section 8.6 for a descrip-

tion of the algorithm. In the first step we compute

fs(θi) =
S∑

r=|s|

frsP
|s|
r (cos(θi)), (86)

for all Gauss-Legendre points θi and all s = −S, . . . , S. Recall that in the fast multipole method,

the integration points have been chosen so that the k-space integrals (37) are integrated accu-

rately, with P distinct values of θi. Also, remember that S has been chosen so that P = 2S. It

can be seen that for any s we need to compute a sum with S − s + 1 terms. This step can be
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implemented with a real matrix of dimensions 2S2 × (S + 1)2 containing

N1 = 2S(2
S∑

s=1

(S − s + 1) + S + 1) = 2S3 + 4S2 + 2S. (87)

nonzero entries. If the complex spherical harmonics are used, then in the second step we com-

pute

f(θi, φj) =
S∑

s=−S

eisφjfs(θi), (88)

for all integration points (θi, φj). There are 2P = 4S distinct values of φj . This step can be

implemented with a 8S2 × 2S2 matrix containing

N2 = 2S︸︷︷︸
θi-values

4S︸︷︷︸
φj -values

(2S + 1)︸ ︷︷ ︸
sum over s

= 16S3 + 8S2. (89)

entries. This step can be accelerated with the fast Fourier transform. If the complex spherical

harmonics are used then this matrix is complex. The corresponding matrix for the real spherical

harmonics also contains 2S4S(2S +1) entries and is real. The total number of nonzero entries in

the matrices implementing the reconstruction of k-space samples from the spherical harmonics

expansion is then

N reconstruction
tot = N1 + N2 = 18S3 + 12S2 + 2S. (90)

It is seen that this is considerably more than for a single shift (see (82)). We do not, however,

expect that this is problematic for the method. Recall that for any cluster at some level we only

need to apply the reconstruction once, but it contains up to eight subclusters. This means that

we need to apply up to eight shifts of the coordinate system (in the case of spherical harmonics

based aggregation) or Lagrange interpolations per cluster at this level. Therefore the efficiency

of this step is less critical than the efficiency of the shifts and rotations if spherical harmonics

based aggregation is applied. Also, the most expensive second step can be accelerated with the

fast Fourier transform. In summary, we see that the reconstruction of the k-space samples from

the spherical harmonics expansion can be performed efficiently.

9.4 Estimates for the CPU cost if the rotations are not used
In this section we estimate the number of nonzero entries in the matrix implementing a general

shift of the coordinate system (52), if the decomposition into a rotation, coaxial shift, and inverse

rotation is not used. In a general shift (in other words, not along the z-axis), all the spherical har-

monics coefficients interact with each other. The number of nonzero entries in the matrix then is

(S + 1)4. (91)
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Fig. 9 Estimates of the number of nonzero entries in the matrices implementing the methods

with and without rotations.

If the real spherical harmonics are used then the entries of this matrix are either completely imag-

inary or completely real. Even if we succeed in implementing this structure, this scheme will not

be competitive, as can be seen in Figure 9. The number of nonzero terms is much larger than for

the scheme with rotations.

9.5 CPU time measurements
In this section we give CPU time measurements for Lagrange interpolation and spherical har-

monics based aggregation with real spherical harmonics. As mentioned, this technique is based

on a decomposition of the matrix for general shifts d into a rotation, a coaxial shift, and the in-

verse rotation. Between the coaxial shift and the rotations the spherical harmonics coefficients

are permuted so that they are ordered by degree for the rotations, and by order for the shift along

the z-axis. We have implemented the new scheme in Fortran. We ran into a slight delay in the

implementation of the rotation matrices. Therefore we have only measured the costs of the per-

mutations and the coaxial shift, for a shift along the z-axis d = dez . We have also not tested

CPU times for the reconstruction of the k-space samples based on the spherical harmonics co-

efficients. We do remark that for each group at the coarser level up to eight general shifts from

the finer to the coarser level need to be performed, and we only apply the reconstruction of the

k-space samples a single time. The rotation matrix has a structure similar to the coaxial shift

matrix, so expect the total CPU time for a general shift to be larger by a factor of at most 3. Fur-
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S 5 10 15

CPU time (s) for new technique 0.0424 0.0454 0.0858

CPU time (s) for Lagrange interpolation 1.37 1.44 3.08

Table 2 CPU time measurements for the technique based on rotations and Lagrange interpo-

lation. The truncation parameter S corresponds to P = 2S multipole terms in the

transfer function.

thermore, the computations with the new technique were performed with a real surface current

expansion coefficient vector. In general, this vector is complex, which will require about two

times as many computations. We hence expect that the CPU times for the new technique will be

about six times as large in the complete algorithm. The matrix-vector products have been imple-

mented using the BLAS library, and the permutations have been implemented using a do-loop.

We compare the CPU times with the existing implementation using Lagrange interpolation. The

CPU times reported are for 10000 repeated applications of the method. The results are given in

Table 9.5. It can be seen that the new scheme results in a considerable reduction in CPU time.

10 Possible further improvements

In this section we discuss possibilities extending spherical harmonics based aggregation to com-

putational complexity better than O(P 3), a low sample rate, and efficient implementations. We

expect that this is difficult.

The coaxial shift can easily be performed using a method with computational complexity bet-

ter than O(P 3) and a low sample rate, but it appears to be hard to implement it efficiently. The

spherical harmonics coefficients after a coaxial shift are given by

f ′pq =
ˆ

Ŝ
Y q

p
∗(k̂)eikk̂·êzd

S∑
r=0

r∑
s=−r

frsY
s
r (k̂)dk̂. (92)

We know that only interactions between spherical harmonics coefficients with the same order are

nonzero. We then find the following expression for the nonzero interactions

f ′pq =
ˆ π

0
P q

p (cos(θ))eikd cos(θ)
S∑

r=|q|

CrqfrqP
q
r (cos(θ))dθ, (93)

with Crq constant factors. The idea is to compute this integral numerically during the solution

phase of the algorithm, instead of during the initialization phase, in contrast to the technique that

we have examined up to now. The computations are split over three steps:
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evaluation of the expansion at the Gauss-Legendre quadrature points θi

f(θi) :=
S∑

r=|q|

CrqfrqP
q
r (cos(θi)).

This operation has computational complexity 0(S2) if performed directly. This expansion

also appears in 0(S3) algorithms for spherical harmonic transforms and there is an exten-

sive literature about accelerating it to a better computational complexity.

shift where we compute

g(θi) := eikd cos(θi)f(θi).

This operation has computational complexity O(S).

computation of the coefficients
Kθ∑
i=1

ωGL
i P q

p (cos(θi))g(θi),

with ωGL
i the Gauss-Legendre weights. This operation has computational complexity

O(S2) if performed directly. This expansion also appears in 0(S3) algorithms for inverse

spherical harmonic transforms and there is an extensive literature about accelerating it to a

better computational complexity.

In principle we now end up with an algorithm for coaxial shifts that has a low sample rate and a

better computational complexity. The problem is that it is hard to implement fast (with a better

computational complexity) algorithms for the above expansions efficiently. For example, in a

recent paper [19] an O(S(log S)2/ log log S) algorithm is described for computing sums of the

form
∑S

r=0 fr0P
0
r (cos(θi)), which is a special case of the problem we are concerned with. The

fast algorithm only outperforms the direct method for S > 1000. These values of S are only

relevant for radar-cross section computations with very high frequencies and for these S we will

use Lagrange interpolation with the parallellization strategy over the clusters and not spherical

harmonics based aggregation.

Accelerating the rotations to a better computational complexity and a low sample rate is more

difficult. We have examined an algorithm similar to those in [14] and [26]. It is known that any

rotation can be decomposed into a rotation along the z-axis, a rotation along the y-axis, and an-

other rotation along the z-axis, using the Euler angles. Only the rotation matrix along the y-axis

has dense blocks. Any rotation can be decomposed in such a way that only rotations along the

y-axis with angles π/2 are required [28]. Recall that the rotated spherical harmonics coefficients

are given by

f ′rs =
r∑

q=−r

frq

ˆ
Ŝ

Y s
r
∗(R · k̂)Y q

r (k̂)dk̂. (94)
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We rewrite this to

f ′rs =
ˆ

Ŝ
Y s

r
∗(k̂)

r∑
q=−r

frqY
q
r (RT · k̂)dk̂. (95)

We apply a quadrature with evenly-spaced points (φi, 0) on the Equator. We then find that we

need to evaluate a sum of the form

r∑
q=−r

frqY
q
r (

π

2
, cos(

2k − 1
2n

π)), (96)

with k an index and n the number of points. Note that the expansion is now over the order, and

that it is evaluated at the Chebyshev points. This method is ill-conditioned, but that can be solved

by adding a few points off the Equator, as discussed in [26] for a similar technique.

We think that standard methods for accelerating the expansion
∑S

r=|q| frqP
q
r (cos(θi)) cannot be

applied to expansions over the order. The standard technique for evaluating the expansion over

the degree is based on expressing the Legendre polynomials up to some degree as a linear com-

bination of Chebyshev polynomials up to the same degree [30]. The matrix expressing this linear

map is smooth away from the main diagonal. This is a consequence of the fact that the Legen-

dre polynomials and Chebyshev polynomials are defined using similar recursive relations. A fast

multipole method is then applied to accelerate the transform from the Legendre coefficients to

the Chebyshev coefficients [4]. The Chebyshev polynomials can be evaluated at the Chebyshev

points using the fast Fourier transform.

Unfortunately, the associated Legendre polynomials with odd orders are not actually polynomi-

als, and we cannot express them as a finite linear combination of Legendre polynomials. Also,

the recursion over the order defining the associated Legendre polynomials for a given degree is

strongly different from the recursion over the degree defining the Legendre polynomials. There-

fore, we expect that the standard techniques for obtaining a fast transform cannot be extended to

the sums (96).

In [17] and [33] an alternative technique for accelerating the rotations is described, where the

rotation matrix is decomposed into a product of diagonal and Toeplitz/Hankel matrices. The au-

thors encountered difficulties with efficiently implementing the methods. In summary, we think

that methods with better computational complexity are not efficient for the values of S where we

use the spherical harmonics based aggregation, and not Lagrange interpolation with the parallel-

lization strategy over the clusters.
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11 Conclusion

The standard method for the aggregation of far fields in the ordinary MLFMA is Lagrange in-

terpolation. In this report we have examined a new method, where the far field radiation patterns

are represented by real spherical harmonics, instead of the k-space values. The effect of rotations

and shifts on the expansion coefficients is computed directly, and the far field radiation patterns

are only reconstructed for the application of the transfer function.

The advantage of the new method is that it has a sample rate that is lower by a factor of up to 8

compared to Lagrange interpolation. It is hoped that this will result in lower CPU times at the

finer levels, where the number of multipoles is low. Preliminary tests with low P indicate that

CPU times are reduced by factors of about 30. We did not test all the steps of the algorithm, but

based on these results we expect that CPU times are reduced by about 5 at the finer levels with

low P (of the order O(10)) in the complete algorithm.

The method has two disadvantages:

• The computational complexity is O(P 3), compared to O(P 2) for Lagrange interpolation.

• It can only be parallellized over the clusters and this will limit the number of parallel pro-

cesses at the higher levels.

For both of these reasons it is important to shift to Lagrange interpolation at the coarser levels

with large clusters.

We also want to make a remark about the application of the method. The spherical harmonics

based aggregation is expected to perform well at small values of P . The values of P prescribed

by the excess bandwidth formula (43)

P = kd + 1.8d
2/3
0 (kd)1/3, (97)

are particularly low for levels with d < λ, and this was our initial motivation for developing

the new method based on rotations. These are also the values for which we have reported CPU

times. However, our tests have indicated that the relative error in the multipole approximation to

the Green’s function is not smaller than ε = 0.001 if we use the excess bandwidth formula at

levels with d < λ. In fact, due to the low-frequency breakdown the FMM approximation is not

exactly controllable to this precision at levels with small d. On the other hand, this formula has

been used for a long time at the National Aerospace Laboratory for these parameter values, and

the accuracy in the solution that is calculated by the FMM is good.

A number of things still remain to be done. We still need to determine the precise level at which

it becomes better to switch to Lagrange interpolation. We have also not yet performed integral

tests of the MLFMA with the new aggregation algorithm, by measuring the error in the solution.
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Appendix A Convergence of direct spherical harmonics translations

In this chapter we show that the spherical harmonics translation error decays super-exponentially

as r →∞ in (52). The entries of the spherical harmonics translation matrix are given byˆ
Ŝ

Yrs(k̂)eikk̂ ·DY ∗
pq(k̂)dk̂ . (98)

In this section, we consider the case where D = Dez . But first, we apply a spherical harmonics

expansion to the exponential factor
ˆ

Ŝ
Yrs(k̂)

∞∑
ν=0

iν(2ν + 1)jν(kD)Pν(k̂ · D̂)Y ∗
pq(k̂)dk̂ . (99)

We continueˆ
Ŝ

Yrs(k̂)
∞∑

ν=0

iν(2ν + 1)jν(kD)
4π

2ν + 1

ν∑
µ=−ν

Y ∗
νµ(D̂)Yνµ(k̂)Y ∗

pq(k̂)dk̂ . (100)

These expansions were taken from [25]. Rearranging, we find

4π
∞∑

ν=0

iνjν(kD)
ν∑

µ=−ν

Y ∗
νµ(D̂)

ˆ
Ŝ

Yrs(k̂)Yνµ(k̂)Y ∗
pq(k̂)dk̂ . (101)

We now apply the identities [1]

Y ∗
pq(k̂) = (−1)qYp,−q(k̂), (102)

and [2]

ˆ
Ŝ

Yrs(k̂)Yνµ(k̂)Yp,−q(k̂)dk̂ =

√
(2r + 1)(2ν + 1)(2p + 1)

4π

(
r ν p

0 0 0

)(
r ν p

s µ −q

)
,

(103)

with

(
j1 j2 j3

m1 m2 m3

)
the Wigner 3-j symbols. We then find

2
√

π
∞∑

ν=0

iνjν(kD)
ν∑

µ=−ν

Y ∗
νµ(D̂)

√
(2r + 1)(2ν + 1)(2p + 1)

(
r ν p

0 0 0

)(
r ν p

s µ −q

)
.

(104)

Now we will make of the following properties of Wigner 3-j symbols [2]. A Wigner 3-j symbol(
j1 j2 j3

m1 m2 m3

)
is nonzero only if

m1 + m2 + m3 = 0, (105)

|j1 − j2| ≤ j3 ≤ j1 + j2. (106)
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We first apply condition (105) to find µ = q− s. We will also make use of the following property

(
j1 j2 j3

m1 m2 m3

)
=

(
j3 j1 j2

m3 m1 m2

)
. (107)

Using this property and (106) we find that

|p− r| ≤ ν ≤ p + r. (108)

Applying these results in (104) we find

2
√

π

p+r∑
ν=max {|q−s|,|p−r|}

iνjν(kD)Y ∗
ν,q−s(D̂)

√
(2r + 1)(2ν + 1)(2p + 1)

(
r ν p

0 0 0

)(
r ν p

s q − s −q

)
.

(109)

We will now make use of the fact that D = Dez . The point ez corresponds to the point (0, φ),

with φ indeterminate, in spherical coordinates. We write out the definition of the spherical har-

monics

Y ∗
ν,q−s(ez) = (−1)q−s

[
(ν − (q − s))!
(ν + (q − s))!

2ν + 1
4π

]1/2

P q−s
ν (cos(0))e−i(q−s)φ. (110)

We have that

P q−s
ν (1) =

1 q = s

0 q 6= s
. (111)

We then find that

Y ∗
ν,q−s(ez) =


√

2ν+1
4π q = s

0 q 6= s
. (112)

Substitute (112) and q = s into (109) to find

2
√

π

p+r∑
ν=|p−r|

iνjν(kD)

√
2ν + 1

4π

√
(2r + 1)(2ν + 1)(2p + 1)

(
r ν p

0 0 0

)(
r ν p

s 0 −s

)
.

(113)

We will now examine what happens when r → ∞. We use the following property of the Wigner

3-j symbols [2](
j1 j2 j3

m1 m2 m3

)
= (−1)j1+j2+j3

(
j1 j3 j2

m1 m3 m2

)
. (114)
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We also make of the following asymptotic form of the Wigner 3-j symbols for l1 � l2, l3 [2](
l1 l2 l3

m1 m2 m3

)
≈ (−1)l3+m3

dl1
m1,l3−l2

(θ)
√

2l3 + 1
, (115)

with cos(θ) = −2m3/(2l3 + 1), and with dl1
m1,l3−l2

(θ) Wigner’s small d-matrix. We then find the

following(
p r ν

0 0 0

)
≈ (−1)p+ν+r(−1)r

dp
0,r−ν(

π
2 )

√
2r + 1

. (116)

and (
r ν p

s 0 −s

)
≈ (−1)ν

dp
−s,ν−r(

π
2 )

√
2ν + 1

. (117)

We also make use of the large-order approximation of the ordinary Bessel function [3]

Jν(z) ≈ 1√
2πν

( ez

2ν

)ν
, (118)

with z the argument, and ν the order. The spherical Bessel function is defined in terms of the

ordinary Bessel function in the following way [3]

jν(z) =
√

π

2z
Jν+ 1

2
(z). (119)

We then find

jν(kD) ≈ 1√
2ν + 1

1√
2kD

(
ekD

2ν + 1

)ν+ 1
2

. (120)

Substituting all of this into (113) and simplifying, we find

p+r∑
ν=|r−p|

iν
1√
2kD

√
2p + 1

(
ekD

2ν + 1

)ν+ 1
2

(−1)pdp
0,r−ν

(π

2

)
dp
−q,ν−r

(π

2

)
. (121)

We estimate this by

p+r∑
ν=|r−p|

1√
2kD

√
2p + 1

(
ekD

2ν + 1

)ν+ 1
2

|dp
0,r−ν

(π

2

)
||dp

−q,ν−r

(π

2

)
|. (122)

We have the following constraints on ν − r

−p ≤ ν − r ≤ p, (123)
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hence Wigner’s small d-matrix can take on only a finite number of values and there must exist an

upper bound C1 such that

|dp
0,r−ν

(π

2

)
||dp

−q,ν−r

(π

2

)
| < C1. (124)

The terms in (122) decrease so fast that the estimate can be approximated by the term with low-

est ν

1√
2kD

√
2p + 1

(
ekD

2ν + 1

)r−p+ 1
2

C1. (125)

It is hence be seen that the terms in the spherical harmonics translation matrix converge super-

exponentially for r →∞.

A.1 Tail of the spherical harmonics expansion of outgoing waves
Consider the definition of the outgoing waves for the individual basis functions and apply a

spherical harmonics expansion to the exponential factor

ˆ
S
fieikk̂ ·(r−cm)dr =

ˆ
S
fi

∞∑
ν=0

iν(2ν + 1)jν(k|r − cm|)Pν

(
k̂ · r − cm

|r − cm|

)
dr . (126)

We have the following estimate for the Legendre polynomial

|Pν

(
k̂ · r − cm

|r − cm|

)
| ≤ 1 (127)

We now estimate the absolute values of the spherical harmonics coefficients
ˆ

S
|fi|(2ν + 1)jν(k|r − cm|)dr . (128)

Applying the large-order approximation to the spherical Bessel function results in

ˆ
S
|fi|
√

2ν + 1
1√

2k|r − cm|

(
ek|r − cm|

2ν + 1

)ν+ 1
2

dr . (129)

It can be seen that this decreases super-exponentially.
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