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Summary

In this research the growth and dissolution process of a CO, bubble in a
CO,-water solution was investigated. The bubble grew at slightly oversatu-
rated conditions and we were particularly interested in the bubble dissolution
under different saturation conditions.

The experiments were done in a controlled environment where a bub-
ble grew from a cavity with a pre-existing gas pocket when the CO,-water
solution was made slightly oversaturated. The bubbles were of a microme-
ter scale and the process was visualised using a camera with a microscope
objective. The dissolution was induced by a change in saturation condition
from oversaturated to saturated, under- or marginally oversatured.

A theoretical relation was derived to describe the growth and dissolution
of a bubble under those changing conditions. The experimental results are
compared with numerical simulations of this relation. However, the compar-
isons did not show full agreement for several reasons that we explore in this
work. One explanation is that convection was neglected in the derivation of
the theory. Even though convection was not dominant over diffusion it could
have influence on the results. Another explanation is that the simulations
are based on several choices and assumptions, which were especially critical
for the dissolution of a bubble under saturated conditions.
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Chapter 1

Introduction

Bubble formation and dissolution takes place in every day life around you.
As a kids we enjoy the beauty of soap bubbles and the foam in bath. Various
studies have been done on the behaviour of foam for industrial applications
[1, 2]. People who have a aquarium with tropical fishes have a column of
bubbles inside to ensure that their is enough oxygen in the water. Bubbles
that develop when a waves breaks on the shore are important for the air-sea
gas exchange of oceans [3]. Examples of bubble formation due to chemical
reactions are electrolysis [4] to obtain gasses from solutions and cakes become
spongy due to the combination of acid and backing soda. Cavitation of
bubbles can cause damage to a ship due to cavitation of bubbles around the
propeller blades [5, 6] whereas mantris shrimps use bubble cavitations to
catch their prey [7].

From the previous examples it can be clear that the research to the
growth, dissolution and stability of gas bubbles in a gas-liquid solution is
of great interest for several applications. Bubble growth under oversatu-
rated conditions can occur in the blood or tissues of people with decompres-
sion sickness [8] and diving protocols are changed to limit bubble formation
and growth due to hyperbaric decompression [9]. The dissolving properties
of undersaturated conditions are relevant for artificial oxygen carriers that
transport oxygen from lungs to tissue [10, 11]. In several industrial appli-
cations bubbles arise in the production process, (e.g. during oil extraction,
the production of ice cream [12] or glass) where sometimes, for an optimal
product or process, those bubbles have to be removed by dissolution.

Carbonated beverages, champagnes and beer are examples of gas-liquid
solutions in every day life. Those drinks have a moderate supersaturation
of gas which will escape if they are left open and hence allowed to go ‘flat’.
Most of the gas will escape through the free surface by diffusion but also
bubbles will form when nucleation sites are present. Nucleation sites in those
drinks are for example minuscule scratches or tiny particles that are stuck
on the glass surface (e.g. bubbles in a glass of champagne) [13, 14]. Bubbles
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6 CHAPTER 1. INTRODUCTION

grow also from porous media as during oil extraction and in elastomers [15].

The question how surface nanobubbles can be stable for hours or even
days is still under debate. The stability can be partly caused by the fact that
the surrounding liquid is close to its saturation value [16, 17, 18]. Therefore
the gas bubbles that are grown under slightly oversaturated conditions are
dissolved (or stabilized) under saturated, under- or marginally oversaturated
conditions which can help to get better insight in the bubble behaviour. Our
experiments are done with bubbles on micrometer scale because they can be
visualized, have similar behaviour as nanobubbles and the fluid dynamical
equations that are used to describe the growth/dissolution process are all
valid down to nanometer scale.

In the experiments that have been carried out so far [13, 19] the flow
induced by the growing bubble on its surrounding was perhaps not com-
pletely negligible. In this research we want to investigate the growth of
bubbles dominated by diffusion as mass transfer mechanism. Therefore the
growth of the bubbles took place under slightly oversaturated condition de-
scribed by Enriquez et al. [20] to ensure a quasi-static growth. They also
gave a prediction of the time where natural convection becomes patent [21,
p. 49]. In this research the onset time of natural convection is taken into ac-
count because convection will have influence on the growth and dissolution
of a bubble. In order to mimic realistic situations, the gas bubbles where
grown on a solid impermeable substrate submerged in a gas-liquid solution.

Epstein and Plesset derived relations to describe the growth or dissolu-
tion of a spherical gas bubble in a infinite respectively over- or undersatu-
rated solution [22]. Those equations are used in experimental and numerical
situations [18, 23] and to investigate the contribution of surface tension and
saturation conditions during dissolution [24]. The derivation of the Epstein
Plesset equations is used as guideline to obtain a relation that describes the
growth and dissolution dynamics of the bubble related to the environmental
concentration changes in this research.



Chapter 2

Introducing experimental
properties

In this research the main focus was on the dissolution of a bubble that first
has grown under slightly oversaturated and then dissolves under undersat-
urated conditions in a gas-liquid solution. In this chapter the definition of
over- and undersaturation will be given. Finally the process will be described
to make the gas-liquid solution over- and thereafter undersaturated and the
corresponding change of the physical properties of the gas bubble will be ex-
plained.

2.1 Over- and undersaturation

Henry’s law describes that at a constant temperature, T', the equilibrium
(saturation) concentration, C, of gas dissolved in a liquid is proportional to
the partial pressure, P, of the gas above the liquid:

C = ky(T)P, (2.1)

Here kg is Henry’s coefficient which is a decreasing function of temperature
and is specified for each gas-liquid pair.

Initially the gas liquid solution is saturated at a concentration Cj. This
concentration is established in thermodynamic equilibrium at a pressure Pr
and a temperature T7. The solution will be oversaturated when the pressure
is brought to a lower pressure Pg, and/or the temperature is raised to a
higher temperature Ts. In this case there is more gas dissolved than could
be at equilibrium under the new conditions. Therefore gas will escape from
the solution in order to establish the new equilibrium at Cs = kg (Ts)Ps.
On the other hand, when the solution is undersaturated it will absorb gas to
establish the new equilibrium. An undersaturated situation is created when
the pressure is brought to a higher pressure and/or a lower temperature
than in the initial case.
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The amount of gas that the solution can absorb from or has to deposit
to the surrounding environment can be characterized by the dimensionless
saturation ratio ¢ defined by:

Cr
- £ _ 2.2
¢= G (22)
For an oversaturated solution ¢ > 0 and for an undersaturated solution
¢ < 0. In the initial situation the solution is fully saturated which implies

¢=0.

2.2 Experimental properties

The main mechanism that drives bubble growth or dissolution is the diffu-
sion of gas caused by the concentration gradients which are induced when
the solution becomes over- or undersaturated. With the amount of oversat-
uration used in our experiments, bubble growth requires the pre-existence
of gas pockets (so-called nucleation sites) in the solution. We control the
saturation ratio through accurate control of the pressure in the experimen-
tal chamber (see section 3.3) and use hydrophobic pits on silicon wafers to
provide controlled nucleation sites (see section 3.4). The pressure profile
shown in figure 2.1 will be used as guideline to explain each stage of the
experiment.

In the first stage the solution is at an equilibrium saturated state where
the concentration is given by C; = kg Pr. The pressure is decreased during
the second stage to a pressure P;, < P;. This leads to an oversaturated
state where the pre-existing gas pocket in the substrate will start to grow.
The pressure will stabilise in the third stage. The bubble will grow larger
than the pit and the concentration at the surface of the bubble is given by
Cs = Cp = kyPr, < Cy (at the same temperature T7) neglecting Laplace
pressure. The influence of surface tension is limited to the first instants of
growth and the last phase of dissolution. When the bubble has grown to a
certain size the pressure is raised to a higher final pressure than the initial
pressure, Pr > Pr. In this fourth stage the solution change from over- to
undersaturated and the radius will decrease fast due to the pressure change.
In the last stage the final pressure is stable and the bubble will dissolve
mainly due to the undersaturated situation where the concentration on the
surface of the bubble is, Cg = Cp = kg Pr > CJ.
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Figure 2.1: Schematic representation of the pressure over time. The 5 im-
portant stages in the pressure are given. 1) Pressure is at its initial value
Pr and the solution is completely saturated. 2) The pressure decreases to
create an oversaturated solution. 3) Stable pressure, lower than the initial
pressure Pr. The bubble will grow during this stage due to the oversatu-
rated conditions. 4) Pressure is raised to a higher pressure than the initial
pressure denoted by the final pressure, Pr. This is a transition stage from
an over- to an undersaturated solution. 5) Stable final pressure, the solution
is undersaturated solution and the bubble will dissolve.

A schematic representation of the properties of the bubble is shown in
figure 2.2. The bubble has a radius R and is surrounded by a concentration
boundary layer with thickness 6 = v/ 7w Dt, where D is the diffusion constant.
The concentration at the surface of the bubble is given by Cg = kg (17)P(t),
where kp is constant the whole time because the process is done under
isothermal conditions with temperature T7. The concentration at r = R+§
and farther away is equal to the initial concentration C;. The concentration
profile will develop from Cg at r = R to the concentration C;y at r = R+ §
in the radial direction within the boundary layer. During the growth stage
the porfile can be given by:

1— LI
173“5 (2.3)

C(r)=Cs — (Cs —Cy)

r

where Cg = ky Py, at that moment [25, p.45]. This is the natural profile that
will develop when a solution is brought instantaneously from a saturated to
an oversaturated state. For simplicity this profile is shown as linear in figure
2.3a in order to explain the evolution of the gas concentration around the
bubble when the pressure is risen again. When the pressure is raised to its
final pressure the concentration profile becomes more complicated because
the profile from Cp, < Cf to Cf will partly remain over a distance between
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boundary layer

bubble
R

Figure 2.2: Sketch of growing/dissolving bubble. The bubble has a certain
radius that develops over time, R(¢). Around the bubble there is a boundary
layer, 6 = v/wDt. In this boundary layer there is a concentration profile
from the concentration at the surface, Cg, to the concentration of the bulk
solution, Cf.

r = R+L and r = R+ and a new profile will develop from Cg > Cj to Ct as
shown in figure 2.3b. The bubble feels an undersaturation of C(R+L)/Cr—1
and therefore gas will flow from the bubble into the boundary layer. The
surrounding liquid feels an oversaturation of C;/C(R+ L) — 1 and therefore
gas will flow from the solution into the boundary layer. With those inflows
of gas the concentration profile will be filled up to come closer to the natural
profile as given by equation 2.3 only now with Cs = kg Pr. The net flow of
gas will determine if the bubble dissolves or grows.

The previous examples correspond to a final undersaturated state (i.e.
Prp > Pr). Throughout our experiments, values for the initial pressure
and the low pressure were always the same. However, we investigate three
different cases for the final pressure, namely: i) Pp > Py as we just described,
ii) Pr = Py, which means that the solution is brought back to the original
saturation codition, and iii) P, < Pr < P, where the solution is still
marginally supersaturated, and which can in principle lead to a stable bubble
as will be disscussed in section 5.3.
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Figure 2.3: Schematic representation of the concentration profile in the ra-
diual direction of the boundary layer at a certain time ¢. a) At this moment
the solution is slightly oversaturated. In this situation the concentration at
the bubble surface is equal to the lowest concentration C's = Cr, = kg Pr,.
For simplicity, the concentration profile will be represented with a linear
gradient between Cg at r = R to Cr at r = § > R and an uniform con-
centration farther away. b) The solution is changed from over- to undersat-
urated. The surface concentration is now equal to the final concentration,
Cs = Cr = kg Pr. Therefore, the boundary layer is “trapped” between two
higher concentrations (Cr and C7) and will get a gas influx both from the
dissolving bubble and the surrounding liquid. The graph b) shows a simple
sketch of how the concentration profile might look at one moment during its
evolution.



12 CHAPTER 2. INTRODUCING EXPERIMENTAL PROPERTIES



Chapter 3

Experimental aspects

The experiments are done in a controlled experimental system that can be
seen as a soda machine. In this chapter will be explained how the solution
of carbon dioxide dissolved in water is prepared and transported through the
system. Finally the chosen parameters for the experiments will be discussed
and the experimental procedure will be explained.

3.1 Experimental Set-up

The set-up is in principle a soda machine that consists of 2 tanks as shown
in figure 3.1. A large tank, with a volume of 7 litres, is used as reservoir
to prepare and store the gas-liquid solution (on the right within the frame).
The smaller tank, with a volume of 1.3 litre, is used as observation tank
(bottom left, outside frame). In this tank the experiments for controlled
bubble growth and dissolution take place. A system of steel pipes and
pneumatic valves connect the tanks to each other and to the water and gas
sources as well as to the drainage system of the lab. The observation tank
has 3 windows at an angle of 90° and a device for holding and positioning the
substrates with nucleation sites. The window at opposite side of the sample
holder is used to dry the chip with air before an experiment. The two
windows that face each other are used to illuminate the tank with a light
and a diffuser and visualize the experiment with a camera (Flowmaster,
La Vision) with a long distance microscope objective (K2/sC, Infinity). A
sketch of the whole set-up is shown in figure 3.3. The specifications of the
set-up are given by Enriquez et al [26].

13
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Figure 3.1: Photograph of experimental system. The observation tank is on
the right-hand side in the frame. The observation tank is outside the frame
in order to allow positioning of light and camera. The height of the frame
is about 90 cm [26].

3.2 Reservoir tank

To prepare a solution of carbon dioxide and water the tank is first filled
with ultra pure water (MiliQ) A10, Millipore) to a level such that there is
enough space left for a gas layer on top. Then the liquid is exposed to
pressurized CO, (provided by Linde Gas with 99.99% purity) of 0.65 MPa.
The saturation process of the solution is accelerated by a stirrer attached
to a gassing propeller which is powered by a motor. Figure 3.2 shows how
the mixer acceleates the saturation process. The rotation of the propeller
blades create a low pressure region around them. Due to this rotation gas is
sucked into the hollow stirrer axis and blown into the liquid through holes
at the end of the propeller blades. With this mechanism it takes less than
45 minutes to fully saturate the solution in this tank. The solution is left
overnight to allow the temperature to settle.

Before an experiment the solution is mixed for 35 minutes at a rate such
that the depth of the vortex created by the stirring mechanism is approxi-
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mately half of the total depth of the water volume in the tank. After this
time the speed is slowed down such that the surface has a small curvature.
This speed is hold for 10 minutes to ensure that the solution is not too
agitated. For the last 5 minutes the CO, inlet is closed to be sure that
the pressure that is measured inside the tank represents the pressure in the
solution. The mean value of the pressure and temperature of those last 5
minutes are taken as representing parameters for the saturated solution.
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Figure 3.2: Sketch of the gassing mixer used. The rotation of the propeller
blades creates low pressure zone. As a result, CO, is sucked into the hollow
stirrer axis and bubbled into the liquid through the end of the propeller
blades [26].
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3.3 Observation tank

The observation tank is at the start of the procedure empty and at at-
mospheric pressure. Before the tank is filled with solution, the chip with
artificial nucleation site is blown dry with an air gun.

Then the tank is flushed with CO, for 1 minute to expel atmospheric
gasses. After this procedure the pressure is raised to the same value as in
the reservoir tank to avoid a sudden high pressure inflow of solution. The
valves between the two tanks are then opened and water flows slowly into
the observation tank driven by the slightly higher position of the reservoir
tank as shown in figure 3.3. A level switch ensures that the tank is always
filled to the same level. After this procedure the solution is left to stabilize
for 3 minutes to ensure that the solution is quiescent.

pressure
regulator 1

pressure
regulators

pressure
regulator 2

bubble

camera

high pressure silicon chip with
CO, nucleation spot

Figure 3.3: Sketch of the experimental set-up. With the pressure regulators
two different pressures can be provided: one to saturate the solution and
another to make the solution undersaturated. In the large thank the gas
liquid solution is prepared and stored. Trough the system of steel pipes
and pneumatic valves a portion of the solution can be transferred to the
observation tank. There the bubble can grow on a hydrophobic micro-pit
etched on a silicon chip. The temperature in the system is kept stable by
circulating water from a refrigerated cooler through a hose wrapped around
the tank (see [26]). The process is visualised through a window in the tank
using a camera with a long-distance microscope objective with diffusive back
light at the opposite window.
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3.4 Experimental settings

The experiments are visualized by a camera with a long distance micro-
scope objective. With custom made software, the images are acquired and
processed. The images are saved at a frequency of 2 Hz and processed data
(contour of the bubble) and the temperature and pressure of the observation
tank are taken at a frequency of ~ 5 Hz.

The bubbles are grown on a micro-sized pit with a radius of R, = 50 um
and a depth of ~ 30um etched on a rectangular silicon chip (8 x 30 mm).
A super-hydrophobic structure is present on the bottom of the pit in order
to ensure that gas will be entrapped inside the pit after being submerged in
water. This size of the pit is chosen in order to have a wide range of bubble
radii before the bubble detaches (maximal bubble radius before detachment
is Rger =~ 800 pm [20]).

To create an experiment that is reproducible the bubbles are grown to
a predefined size. To define a size, the onset time where natural convection
plays a dominant role is taken into account because the growth rate will be
enhanced due to natural convection [20]. For a bubble that grows after a
pressure drop of 0.10 MPa from the initial pressure of 0.65 MPa this onset
time is approximately 77 seconds [21, p. 49]. The sizes to which the bubbles
grew are chosen such that they are below, around and above this onset time.
This correspond to bubbles with a radii of 90, 150 and 310 um.

The bubble will grow in an oversaturated environment where the pres-
sure is reduced 0.10 MPa form the initial pressure of 0.65 MPa. The final
saturation states are chosen such that the bubble will dissolve due to surface
tension (Pp = Pr), dissolve due to undersaturated conditions (Pr > Pr) and
to create a stable bubble (Pr ~ Pr). All the experiments are done with a
temperature of 20.2 £0.2 °C.

When the solution is stabilized in the observation tank the inflow of
CO, is closed and the pressure switched to the other inlet if necessary. The
recording of the images and data points in the observation tank are started
at the same time in order to correlate the radius of the bubble with the right
pressure conditions. The pressure is lowered in a controlled way to create
an oversaturated condition. After this pressure drop a bubble starts to grow
on the chip. When the bubble reached its defined size the CO, inflow is
opened again. The experiment is finished when the bubble fully dissolved
or the bubble started to grow after the second pressure change.
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Experimental data of the pressure and radius are respectively shown in
figure 3.4a and 3.4b for a final undersaturated solution.

The blue part represents the grow stage of the bubble (¢ ~ 0.19), the
green part dissolution mainly due to the pressure change and the red part
dissolution mainly due to diffusion ({ ~ —0.18). In figure 3.5, 4 images of
the lifetime of the bubble corresponding to those signals are shown.
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Figure 3.4: Experimental data for for the growth and dissolution of a CO,
bubble. a) Pressure as function of time, b) Radius as function of time.
The solution is saturated at an initial pressure of Py = 0.639 MPa and
temperature T7 = 20.2 °C. Three stages during the process are indicated:
i) Growth during oversaturated conditions of { ~ 0.19 (blue), ii) pressure
increase (green) and iii) dissolution during undersaturated conditions of { ~
—0.18 (red).
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R =50 um t=24s R=314 pm t=176s

Ré= 205 1im t=190s R =140 pm t=246s

Figure 3.5: Pictures of the different stages during bubble growth and disso-
lution corresponding to the data in figure 3.4. Top left picture is the moment
when the bubble is a hemisphere (corresponding to the first point in figure
3.4b). The top right picture is the moment where the predefined radius is
reached. Bottom left picture is the first moment that the pressure reached
its final value. Bottom right picture is 56 seconds after the pressure has

reached its final value.
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Chapter 4

Theoretical aspects

In this chapter the theoretical relation for the evolution of the radius of a
gas bubble on a substrate in a gas-liquid solution with different saturation
conditions will be derived. To do so, first the ideal situation as formulated
by Epstein and Plesset will be explained. Then a factor will be given to
determine the effective area for mass transfer. Finally we derive a “history
term” to account for the effects of the concentration profile in the dissolution
of the bubble. After the derivation an explanation will be given about how it
1s tmplemented in a numerical model.

4.1 Idealized situation

Epstein and Plesset define an idealized problem where a bubble grows or dis-
solves due to diffusion in an unbounded and isothermal respectively, over-
or undersaturated gas-liquid solution. The initial equilibrium concentration
of the solution is given by C; = kg P; at a temperature 77 (Henry’s law).
When the pressure is changed this leads to an out of equilibrium state that
can be over- or undersaturated. At ¢ = 0 a spherical bubble with an initial
radius Ry will be placed in this gas-liquid solution. The concentration on
the boundary of the bubble can be given by Cs = kg Ps (at the same tem-
perature T7). The center of the bubble remains at the origin of a spherical
coordinate system.

21
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4.2 Pressure changes

The experimental situation differs in the fact that the pressure is not con-
stant but changes during the experiment. To analyse only the change in
radius due to diffusion the experimental data is multiplied by a factor that
compensates for the pressurese changes. This factor is deduced from the
ideal gas law which states: PV = constant. The initial pressure P is taken
as ambient pressure in the gas-liquid solution because the liquid is saturated
as this pressure. So the compensated radius will be given by;

*(t) = R(t){| —=— 4.1
R'(0) = R {5, (41)
were R(t) is the measured radius, P(t) the pressure at the same time and
Pr the initial pressure of the bulk of the solution.

4.3 Influence of the chip

In the ideal case the bubble grows or dissolves in an infinite medium but in
the experimental case the bubble grows on a substrate. Therefore the mass
transfer is reduced in the experimental case. This is caused by two effects:
1) The bubble can not be treated as spherical because it does not grow much
larger than the pit radius, and 2) The chip acts like a barrier which hinders
mass transfer into or out of the bubble. Those effects can qualitatively
be estimated by removing the mass diffusing across the dashed area of the
bubble surface shown in figure 4.1, where the larger sphere represents the
edge of the boundary layer of thickness § = /7w Dt. With a simple geometric
calculation the “effective” area can be determined that remains for mass
transfer. This area is given by:

Acpp = 4nR? = 4T R fA(t) (4.2)

When the mass transfer at the boundary of the bubble is determined the
effective area A.r¢ has to be used instead of the full bubble surface. This is
the same as multiplying the equation for mass transfer by factor f4.
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boundary layer

silicon chip

Figure 4.1: Sketch to illustrate the interaction of the boundary layer with
the silicon chip and the fact that the bubble can not be treated as a sphere.
The excluded bubble area (dashed line) is estimated using the cone formed
by the center of the bubble and intersection of the boundary layer (shown
by the bigger sphere) with the silicon chip.

4.4 Formulation of the diffusive problem

We start with the ideal situation as described by Epstein and Plesset. The
gas concentration C, obeys the convection-diffusion equation,

R(t)?

r2

0,0 + Ry 5 o = Dr%ar(ﬂam) (4.3)

with the boundary conditions:

PR C(R(®),1) = Cs(t) + kH%U — ky <P(t) + 2;) (4.4)

R— : C(oo,t) = Cp (4.5)

and the initial condition: C(r,0) = C;. Henry’s law is applied on the pres-
sure that is present on the boundary of the bubble. This pressure consists of
the gas pressure P(t) and the Laplace pressure 20 /R, where o = 0.069 N/m
is the surface tension of the gas-liquid interface. The diffusion constant is
D =197 x107% m/s?

By using the arguments of Epstein and Plesset [22] the convective term
will be neglected. This condition is well justified when Peclet number is
small Pe = RR/D < 1. So with this assumption equation 4.3 transforms
into:

8,C = D%&T(TQ&C) (4.6)
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The problem will made dimensionless using the following rescaled

radial coordinate = & = th) (4.7a)
D
time change dr dtw (4.7b)
concentration e(r) = cw _ 1 (4.7¢)
Cr
radius a(r) = Bl (4.7d)
Ry

Where Ry is the radius at t = 0 this radius is not defined in the experiments
so another length scale have to be defined.

When those dimensionless parameters are used to make equation 4.6
dimensionless and neglecting therms of order O(Pe) (see appendix A), the
problem could be written as:

1

0rc = 52 85({2850) (4.8)
with the boundary conditions:
Cs +ky?g
E=1 ce(l, 1) =cg(7) :754_ AR 4
Cr
B kg 20
~U T e R,
n

= 4.

& — o0 i ce(00,t) = 0 (4.10)

and the initial condition ¢(£,0) = 0. For brevity in the above and further
expressions we use ¢g = Cg/Cr — 1 and n = 20k /C7.

The solution will be sought in the form ¢(&,7) = f(&,7)/¢. From equa-
tion 4.8 this function, f, satisfies:

OTf = Oce f (4.11)

With this equation we want to obtain an expression for the mass flow
across the bubble surface (( = 1). To do so the Laplace transform of equa-
tion 4.11 is taken. Taking into account the initial condition f(&,0) = 0 gives
the differential equation: )

f=21 (112)
sf=+ e .
This equation can be solved in combination with boundary conditions 4.9
and 4.10, which gives the following solution:

f(&, ) = égemVEETD (4.13)
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To compute the mass flux across the bubble surface (£ = 1), it suffices
to evaluate:

Octle=1 = f'(1,5) = f(1,5) = —/sés — ¢s (4.14)

This expression can be transformed back to the time domain using the con-
volution theorem:

1 . T 1 dc
decle=r = —L7! {865] —Cs = s

NG W—df +ég  (4.15)

The part within the integral describes the influence of the concentration
in the boundary layer on the flux across the bubble surface and is therefore
called the history term. The other term is the flux induced by the relative
difference in concentration between the concentration on the bubble surface
and the concentration of the bulk solution. In the history term is used cg
is used instead of ¢g = cg + %. This replacement can be done because
dés/dr =~ dcg/dr for bubbles of micrometer scale.

4.5 Epstein-Plesset equation with history term

A similar expression to the Epstein-Plesset equation will be derived for the
real situation (including the influence of the chip) from the equation for
mass conservation. Laplace pressure is taken into account in this derivation
and the gas inside the bubble is treated as ideal,

dm _ d
dt — dt
where p(R(t)) is the gas density inside the bubble. This density will be

deduced from the ideal gas law and in combination with the assumption
that the process is isothermal the relation becomes:

(3RO%0)) = 5 R2D1A00.Cl o (416

M (R. .4 R
—Cs+CsR+ —ckg—= | = Dfa(t)0,.C|,= 4.17
kHBT<3 s+CsR+ 30 HR> fa(t)0rClr=r, (4.17)

where M is the molar mass of CO, and B the ideal gas constant. The di-
mensionless parameters as defined in 4.7 are used to make the above equation
dimensionless. An equivalent to the Epstein-Plesset equation in dimension-
less form is then given by:

3dr
(4.18)
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where A = kg BT /M and the area correction factor for the effective area is
given by:
()
1 1 a(7)Ro

fa(r)=5+5 Y (4.19)

with R, the radius of the pit.
The da/dt of equation 4.18 is given by 3 components:

a T 1 dcg

history effects — Afa(r _—

Y (CS+1)+%T}?7%O fa(m) o /r(r—7)dr
(4.20a)

a
concentration - Afacs (4.20Db)
(cs +1) + 3k
1d

concentration difference — a B S s (4.20¢)

Equation 4.20a is called the history term because the influence of the
concentration profile in the boundary layer is taken into account. The second
component (equation 4.20b) describes the contribution due to the relative
difference in concentration at the surface of the bubble and in the bulk of
the solution. The third component describes the contribution of the relative
change of the concentration in time at the bubble surface.

4.6 Numerical simulations

The integral equation derived in the previous subsection (equation 4.18),
will be used in an algorithm with the appropriate boundary conditions to
simulate the theory. The integral will be evaluated using the algorithm
suggested by Elghobashi et al. [27] for the Basset force in the motion of
solid particles through a liquid. The solution of those simulations will be
compared with the experimental results.

The experiments are comparable from the moment that the size of the
bubble is such that it is equal to a hemisphere with radius R* = 50 um.
Therefore the scaling radius is chosen to be Ry = 50 pm.

As can be seen figure 3.4 the bubble reades a radius of 50 pum after the
pressure is dropped to its lowest value. However the simulation needs a dou-
ble pressure drop to represent the theory. Therefore a pressure drop of 0.10
MPa is used that has approximately the same dimensions as in the exper-
iments as shown in figure 4.2a. The experimental pressure P(t) is used to
compute a representative pressure profile p(7) for the simulations from the
moment the pressure starts to rise. The experimental radius R*(t) had to
be used to obtain the right conversion from ¢t — 7 because the dimensionless
time increase is given by 4.7b. In figure 4.2b is shown the comparison of the
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experimental and numerical data for the pressure increase where the latter
has been converted back from 7 to t. A small difference can be observed be-
tween the two graphs, which is likely to be caused by the conversion ¢ <+ 7.
The dimensionless radius a(7) is multiplied by Rop(7)/p(0) to compensate
for the pressure changes and the signal is then transformed back to the time
domain such that it can be compared with the experimental radius. The
time between the two pressure changes (in the numerics) is adjusted such
that the maximal radii of the experiments and numerical solution happen at
the same point in the -domain. The maximal radius has been chosen as the
starting point for the comparison between the simulations and the experi-
ments because the initial radius and the exact time when the bubble starts
growing in experiments cannot be precisely determined due to the fact that
the bubble initially grows inside the pit. This will lead to a mismatch in the
boundary layer size of around 20% (for the case shown in figure 4.2) which
might be one of the reasons behind the differences between experimental
and numerical results.

The radius as function of time is shown in figure 4.3a for the experimen-
tal and numerical data . From this figure is clear that the growth in the
numerical case takes a bit longer than in the experimental case (from the
moment R* = 50 um) but is of the same order. The differences may be
caused by the initial conditions that are chosen. In this research the focus
was on the dissolution process after the bubble has grown in an oversatu-
rated solution. Therefore graphs are shifted such that ¢ = 0 represents the
moment that the pressure starts to increase because that is the moment that
the radius has reached its maximum value. An illustration of this is given
in figure 4.3b.
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Figure 4.2: Experimental and numerical data for the pressure as function
of time. a) ¢t = 0 is equal to the moment that the experimental pressure
decreases. The numerical pressure is adjusted such that the time to decreases
is approximately the same. b) t = 0 is equal to the moment where R* =
50 um. The numerical and experimental profiles are placed on top of each
other to show that the pressure increase is approximately the same.
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Figure 4.3: Experimental and numerical data for the radius as function
of time. a) t = 0 correspond to the moment where R* = 50 pm. The
pressure profile is adjusted such that the maximal radii are approximately
the same. b) t = 0 correspond to the moment where R* is maximal. This
representation provides the best insight in the dissolution process.



30

CHAPTER 4. THEORETICAL ASPECTS



Chapter 5

Results

In this chapter the results of the experiments are discussed and compared
to the corresponding numerical simulations. In the first section dissolution
under final undersaturated conditions will be treated. Here, the influence
of convection on the dissolution process becomes visible. It is followed by a
section where the final conditions are saturated. In the final section it will
be addressed how a stable bubble can be produced.

5.1 Bubble behaviour in an
undersaturated solution

In this section experimental and numerical results are shown for bubbles
that dissolve under different final undersaturated conditions (i.e. ¢ < 0).
The bubbles where grown at slightly oversaturated conditions of { =~ 1.18
at a temperature of 20.1 °C'. The bubbles were grown to a medium (R* ~
150 pm) and large size (R* =~ 310 um) and dissolved at final saturation
values of ¢ ~ —0.09; —0.18; —0.30.

The results of for medium sized bubble are shown in figure 5.1. From
the radius versus time profile (figure 5.1b) it is clear that the bubble in the
numerical realization dissolves faster than in the experimental case. The
expectation was that the dissolution time for the numerical and experimen-
tal case would be more equivalent because the undersaturated concentration
differences are expected to be dominant over the influence of surface ten-
sion and the concentration in the boundary layer should evolve faster to its
natural profile.

In figure 5.3a and 5.3b we show the components that contribute to the
change in radius over time as given by equations 4.20a-c¢ with the total sum
for the bubble that dissolves at a final undersaturation of ( ~ —0.18. The
components are calculated with dimensionless parameters and transformed
from 7 — t using equations 4.7b and d. In this case the concentration dif-
ference (equation 4.20c) has a major influence on the dissolution process in
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the time frame when the pressure raise (¢ ~ 0 — 30 seconds). The concentra-
tion change over time also has influence on the history term (equation 4.20a)
due to the integration over this derivative of the concentration over the total
elapsed time. The contributions of the concentration differences (equation
4.20b) and the history term are in the same order during t ~ 12— 22. There-
after the change in radius is dominated by the concentration differences, as
expected. From the same figures it becomes clear that the experimental re-
sults are between the contribution of the history effects and the total sum of
the components. This could be caused by the fact that in the experimental
case the boundary layer is larger and therefore the influence of the history
effects is smaller.

The large bubble has a growth time that sure passes the time where natural
convection becomes dominant (¢gr0, > 77 seconds). Therefore the mass flow
is larger during the growth stage than without this dominant term. Natu-
ral convection is not included in the simulations and therefore the growth
time in the simulations has to be extended more than in the other cases.
In figure 5.2 the pressure and radius data are given for the three different
final saturation conditions. The differences in the numerical and experi-
mental dissolution times are relatively larger compared to the results of the
medium bubble. This larger difference can be explained with the parts that
contribute to the radial change in time that is shown in figure 5.3b and the
description of the concentration profile in the boundary layer given in the
second chapter. When the process is dominated by diffusion the concen-
tration profile in the boundary can be represented in a simplified manner
by the profile shown in figure 2.3b. In this case the bubble feels a locally
undersaturated condition that is larger than the final new equilibrium un-
dersaturation. The net mass flow from the bubble to the surroundings will
therefore be larger until an natural profile has established. This concentra-
tion profile is disturbed when convection becomes dominant and therefore
the effect of the locally undersaturation within the boundary layer will be
diminished. This means that the mass flow from the bubble to the sur-
roundings will be smaller. This effect is visible in the results because in the
numerical simulations the concentration profile is intact (no convection in-
cluded) and this bubble dissolves faster than the experiments. In figure 5.3b
is also visible that the contribution of the history term has influence over a
long time frame (~ 50 seconds) before the concentration difference (cg) is
dominant in the radial change. This would not be the case if the boundary
layer was mixed due to convection and the radial change over time would
be smaller.



5.1. UNDERSATURATED SOLUTION 33

0.8 -
0.75
0.7
\% 0.65 exp ¢ = —0.09
&~ 06 . . . . . . exp ( =~ —0.18
[ : : : : - ~ —0.09
s mum ¢
r ———numC%—OlS
05 1 1 1 1 1 1 1 J
0 10 20 30 40 50 60 70 80
t (s)
(a)
160 R S
exp ¢ =~ —0.09
140 exp ( ~ —0.18
120 + = = = num ¢ ~ —0.09
§ = = = num ¢ ~ —0.18
100 t+
<
80 F
60 - -
0 10 20 30 40 50 60 70 80

Figure 5.1: Experimental and numerical data for two different final satura-
tion values. For both cases the bubbles grew to approximately 155 um prior
to dissolution. The red data sets are for a final saturation of { =~ —0.09 and
the blue for ( &~ —0.18. All bubbles grew at a saturation value ¢ ~ 0.18, with
a initial pressure of 0.639 MPa and a temperature of 20.1 °C. a) Pressure
as function of time. b) Radius as function of time.
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Figure 5.2: Experimental and numerical data for two different final satura-
tion values. For both cases the bubbles grew to approximately 300 um prior
to dissolution. The red data sets are for a final saturation of { ~ —0.09,
the blue for ( & —0.18 and the green for ( &~ —0.30. All bubbles grew at a
saturation value ¢ = 0.18, with a initial pressure of 0.639 MPa and a tem-
perature of 20.1 °C'. a) Pressure as function of time. b) Radius as function
of time.
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Figure 5.3: Components of the derivative (given by equation 4.20) of the
radius as function of time from the numerical simulation combined with
experimental results for a bubble that grow at ( ~ 0.18 and dissolved at
a final ( &~ —0.18. a) Results for bubble with a medium size and b) large
size. The first negative peak in both graphs is caused by the inital pressure
jump from the lowest pressure to approximately the initial pressure. The
decreasing ratio after this peak is caused by the overshoot of the pressure
regulator.
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5.2 Bubble behaviour in a
saturated solution

In this section experimental and numerical results are shown for bubbles that
dissolves under conditions that are close to complete saturation (¢ = 0.005).
The bubbles where initially grown at oversaturated conditions of { ~ 0.18
at a temperature of 20.2 °C' to radii R* =~ 100 um and R* ~ 160 pm which
are respectively called a small and a medium sized bubble. The marginally
oversaturated conditions of the experiments ({ ~ 0.005) could not be used
in the numerical simulation because the bubble would eventually start to
grow. Therefore the initial (saturation) pressure in the numerical case is
chosen such that the solution becomes completely saturated (i.e. ¢ =0) at
a constant temperature of 20.2 °C.

The radius as function of time for both sizes are shown in figure 5.4b. In
this figure can be seen that the numerical solution needs longer to dissolve
than in the experiments. In the same figure it is also visible that the bubbles
still grow when the pressure is raised what was not observed during the
experiments discussed in the previous section.

The growth of the bubble after the pressure starts to increase is caused by
the long duration of this increase, as can be seen in figure 5.4a. In figure 5.5
all the components that contribute to dR*/dt are shown. The concentration
component (equation 4.20b) is positive during the pressure increase because
the solution is still oversaturated (—0.18 < ¢ < 0). The concentration profile
in the boundary layer also changes slowly and at a certain moment the mass
flux caused by this profile changes form into to out of the bubble as can be
seen by the history term (equation 4.20a). The sum of all three components
causes that the bubble start to dissolve approximately 30 seconds after the
pressure started to increase. This behaviour is visible in the experimental
and numerical data of radius versus time as shown in figure 5.6 where the
different pressure regions are indicated.

The numerical radius has a size of 154 pm when the pressure reached its
stable value. The dissolution of a bubble of this size in the ideal case as Ep-
stein and Plesset described it is approximately 3000 seconds. The substrate
has a large influence slowing down the mass transfer. When correcting this
dissolution time with a maximal area factor of 0.686 [28], the dissolution
time becomes approximately 4400 seconds. This time is in good agreement
with the numerical dissolution time.

The main difference between dissolution of the ideal case and this case
is that there is a pre-existing concentration profile present at the moment
the bubble starts to dissolve. The components of dR*/dt after the pressure
reached its stable value are shown in figure 5.5b. In this figure is visible that
the history term (equation 4.20a) has a large influence on the total change
in radius from 100 till 200 seconds. The concentration component (equation
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4.20b) is dominant after 500 seconds. This is caused by the fact that the
bulk concentration with respect to the bubble surface concentration due to
the gas pressure inside the bubble is zero (i.e. ¢g = 0 and deg/dt = 0). This
means that a equilibrium concentration profile will establish in the bound-
ary layer (i.e. history term — 0) and the concentration difference is given
by surface tension (i.e. ¢s = n/(aRyp)).

The history term plays a role in the dissolution process but it does not
explain the large differences. The numerical model is very sensitive for con-
centration changes (i.e. pressure and temperature changes) so for a better
comparison those changes have to be taken into account during the whole
simulation.
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Figure 5.4: a) pressure as function of time for experimental and numerical
case. b) radius as function of time for two experiments where the bub-
ble grew to approximately R* ~ 160 pum (red) and R* ~ 100 um (blue).
The final saturation value in the experimental cases was ( = 0.005. The
experiments are compared with numerical simulation where the final satu-
ration was ¢ = 0.000 . The bubbles grew at oversaturated conditions with
¢ ~ 0.180 with a temperature of T'= 20.2 °C
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Figure 5.5: The different contributions to the derivative of the radius in time
for the medium bubble under saturated final conditions. The components
correspond with equations 4.20a-c). a) for the first 100 seconds. b) from 100
till 800 seconds. During pressure raise all components give a contribution.
The first 100 seconds when the pressure is stable the history term is dom-
inant. After a wile the history term tend to zero and ¢g (which represents
the surface tension in this case) becomes dominant. The peaks around 2 is
caused by the fact that the numerical and experimental pressure profile are
combined when the pressure starts to rise and the peak around 230 is caused
by a small compensation due to the pressure regulator in the system.
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Figure 5.6: Experimental and numerical data for a medium sized bubble
R ~ 160 pum for radius versus time. Two regions are indicated: green)
pressure increase red) stable final pressure (where ¢ = 0.005 in for the
experiments and ¢ = 0.000 for the numerical calculations )
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5.3 Bubble behaviour in a
marginally oversaturated solution

The most challenging task is to try to stabilize a bubble. In the ideal case the
saturation has to be such that it compensates the Laplace pressure present
due to the surface tension between the gas air interface. This pressure is for
a bubble of 90 um only 1.52 kPa which is below the precision of the pressure
regulators of the experimental set-up.

From the experiments described in the previous sections it could be
concluded that the applied conditions also have to compensate for the history
term in the boundary layer. Therefore experiments were done where the final
and initial pressure differ only 10 kPa or less. The pressure raise was made
faster (about 3 seconds) to ensure that the bubble dissolve a bit during
the pressure raise. The experimental results are shown in figure 5.7 for
the dissolution of a small bubble that grew under oversaturated conditions
of ¢ ~ 0.19 with a initial pressure of 0.636 MPa and a temperature of
21.4 °C'. The final saturation values of those experiments are marginally
oversaturated ¢ = 0.01342 and ¢ = 0.00198. The differences between the
final pressure of those two experiments is only 5 kPa and it gave a totally
different result.

Numerical calculations are made with the same initial and growth con-
ditions as in the experiments. The final pressure is adjusted such that a
stable bubble is created as can be seen in figure 5.8. The fast pressure raise
induce a large change in the concentration profile of the boundary layer.
Therefore the history term (equation 4.20a that describe the effects due to
those changes) is dominant for the bubble behaviour for the first 3 to 10
minutes. After that moment there is still a sensitive balance between the
history term and the concentration component (equation 4.20b). The nu-
merical calculation made with saturation value of ( = 0.0027939 has the
most stable results. The difference between the initial and final pressure is
in this case 1.77 kPa. This is close to the Laplace pressure of a bubble with
a radius of 76 um which is 1.80 kPa, which illustrates the marginally small
pressure differences that have to be compensated. The experimental equip-
ment would have to be more sensitive and the pressure would have to be
adjustable during the stabilization process to compensate for those history
effects.
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Figure 5.7: Radius as function of time for two different final saturation values
as shown in the legend. The bubble that dissolves (red) had the smallest
final oversaturation. This means the netto mass flow is out of the bubble.
The bubble that grows (blue) does this with a smaller slope than in in the
initial grow phase of the bubble. The difference between the final pressure
of those two experiments is approximately 0.005 MPa for the same initial
pressure of 0.636 MPa and temperature of 21.4 °C.
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Figure 5.8: Numerical results of the radius as function of time. All bubbles
grew under a oversaturation of ¢ ~ 1.19 (where P; = .636 M Pa and T =
21.4 °C). The 3 different saturation values are shown the legend where
the saturation pressure of the red and green curve differ only 10 Pa. Till
approximately 180 seconds the curves follow the same trajectory. The blue
curve is the most stable one. It has its first minimum around 10 minutes,
in the next 28 minutes it grow some hundreds of nanometres and after that
the bubble start to dissolve slowly.
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Discussion and Conclusion

The goal of this research was to investigate the dissolution process of a CO,
bubble that dissolved conditions of saturation after it first was grown in a
slightly oversaturated environment.

This process was only described by Epstein and Plesset for an ideal
situation where a pre-existing gas bubble dissolved in an infinite gas-liquid
solution with a certain constant saturation value. A new relation, that
is comparable with the combination of Epstein and Plesset equations for
growth and dissolution, was derived that could describe the process with
the conditions used during the experiments.

First, experiments where carried out with under saturated condition.
The numerical simulation predicted that the bubble should now dissolve
mainly due to surface tension. In the experiment the bubble dissolved faster
than the theory and in addition we found that the reproducibility of the
experiments was quite bad.

The second series of experiments that where carried out with various un-
dersaturated conditions were reproducible. The numerical dissolution time
was in the same order but slightly faster than the experimental results. The
ratio of the experimental and numerical dissolution time became higher for
a bubble that grew partly dominated by natural convection compared to
a bubble that grew mainly due to diffusion. This indicates that for both
situations convection may play a role in the dissolution process.

Finally, experiments with a final marginally oversaturation were carried
out to investigate if it was possible to create a stable bubble. From the
experimental results and numerical simulation it became clear that the final
pressure should be varied in a sensitive way to compensate for the Laplace
pressure and history effects.

For the numerical simulation of the theory several parameters had to be
chosen or estimated (scaling radius, surface tension, initial pressure drop).
The simulations where done under such conditions that mimic the reality
the best. Especially for bubble behaviour under saturated conditions we
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saw that it was sensitive to small concentration differences. More research
have to be done to know if the assumption of a constant temperature can
be justified.

In further research convection should be included in the derivation of
the theoretical equation and there have to be checked if the assumption of
a constant temperature can be justified (even tough the changes are small).
The experiments could be carried out at a smaller scale to have a larger
influence of surface tension and the experimental set-up can be improved
with a device to regulate the pressure during the experiment.



Appendix A

Full dimensionless
convection-diffusion equation

In this appendix the full dimensionless equation will be derived for the
rescaled gas concentration, ¢((, 7) without the assuming Pe < 1. The terms
of equation 4.3 becomes are stated below when the dimensionless parameters
from equation 4.7.

Oic = 0y70;C = 1%&12 (&c - C;/§8§C> (A1)

L0 = 50126;2 (A2)
T%aT (r*0pc) = &BRgargag (£2a®R§0,£0¢c)

- @) (A3

Combining those expression give,

/1 1
Orc+ % <£2 — f) Oypic = ?8362'(62650) (A.4)

Where a = da/dt, this therm is proportional to the Peclet number a’ =
% ~ Pe < land therefore the terms with a’ can be neglected.
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