
Social Media as a Source of Predictive Power to 
Forecast Market Needs  

 
 

 Author: Henrik Bockstette 
University of Twente 

P.O. Box 217, 7500AE Enschede 
The Netherlands 

 
h.bockstette@student.utwente.com 

 
 

 

The purpose of the following literature review is to verify if social media is a source of predictive power. Various 
techniques are described along with their different methods to make predictions on future market trends. A broad 
range of techniques are described and used by the visualized social media analytic process, containing several 
steps (e.g. capture, understand and present) to predict future market needs derived from Twitter raw-data. The 
research provides evidence that Twitter is a source to gain information on future customer behavior. Whereas, it 
concludes, also that techniques and methods needs to be modified to reflect useful information to predict future 
events. To make efficient use of Twitter raw-data the author concludes with a guideline, namely the “Extended 
Market Pull Innovation Process”, which could be seen as a useful tool for marketing departments and practitioners 
to establish accurate predictions on market needs, resulting into new innovations. 
 
Supervisors:  
 
Supervisor: Dr. Efthymios Constantinides 

Second Supervisor: Dr. M.L. Ehrenhard 

 

 

Keywords: 

 

Market needs, Innovation, social media analytics, social media and Twitter 

 
 
 

  

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
 
5th IBA Bachelor Thesis Conference, July 2nd, 2015, Enschede, The Netherlands. 
Copyright 2015, University of Twente, The Faculty of Behavioural, Management and Social sciences. 



1. INTRODUCTION 
 

1.1 Social media as a powerful tool to 
identify market trends, customer behavior 
and customer needs  
 

The 21st century, predominately provides evidence that social 
media has evolved into a modern form of traditional gossip. 
Users post tweets on Twitter to discuss a wide variety of topics 
including: items people desire to purchase, the quality of a 
particular service, a product’s usability, evaluation of a product, 
a particular need, and so forth. Significantly a large amount of 
information is shared between users, which can be obtained by 
organizations from social media sites including Twitter to 
support them with a greater amount of useful insights and 
knowledge on specific customer behavior and certain needs 
This customer feedback is also known as “consumer insight” 
(Stone et al., 2004). These information mostly reflect what a 
consumer is feeling, thinking based on his or her perceptions 
towards a certain product or brand (Chamlerwatet et al.,2012). 
This information could give business organizations an 
opportunity to forecast future customer needs, wants and 
demands as well as market requirements, in short also know as 
market needs. By exploiting these data companies may have an 
advantage to enhance their innovative capabilities. The current 
thesis provides recommendations for organizations to exploit 
these information to fulfill market needs, which ultimately leads 
to better innovations, higher profits and efficient operations. 
Recent academia provides evidence that the identification, 
collection and analysis of social media data is essential for a 
manager’s ability to make adequate decisions within an 
organization (Harald, et al. 2013). Similarly, Wolfers and 
Zitzewitz (2004) have shown that social media is indeed an 
effective medium to make predictions. Over many years 
business organizations have been challenged when they are 
faced with unexpected market needs, due to rapidly changing 
trends. Existing opportunities and the potential could not be 
fully explored and therefore R&D efforts didn’t succeed to 
produce innovative products/services to boost profits. However, 
it is sometimes the case that innovations “come out of the blue” 
or “fall from the sky”, but in most cases observing and 
analyzing the market increases the success rate of 
product/service innovations. Therefore, a prediction of market 
needs and trends would give companies a competitive 
advantage and enable them to produce innovations that 
costumers value and willing to pay for. A complaint on Twitter 
about particular problems or lack of functionality can be seen as 
a feature request, which indicates a specific market need and 
may lead to innovation. This paper will support not only 
marketing departments but also practitioners in identifying 
useful data from social media to forecast or predict future 
events. The paper serve as a guideline to facilitate managers in 
their decision making process by explaining how data from 
social media could be transformed into successful innovative 
applications.   

1.2 Key terms 
 

The key terms are defined to give the reader a general 
overview, namely: Market needs, Innovation, social media 
analytics, social media and Twitter 
 
 

1.2.1 Market needs 
 
According to the online dictionary “Businessdictionary.com” 
market needs could be defined as “ A driver of human action 
which marketers try to identify, emphasize, and satisfy, and 
around which promotional efforts are organized”.  A more 
general definition of a market need is “ a motivating force that 
compels action for its satisfaction”.  So a market need in the 
context of the current thesis is something a big group of people 
(market) wants to have or needs to have (need). Hence, the 
notion Market needs in this thesis comprises the focus on 
consumer needs, wants and demands as well as market 
requirements 
 

1.2.2 Innovation 
 

An innovation (radical or incremental) occurs if an entity or a 
person makes a significant contribution to a product/service that 
is already known and is one of the primary ways to differentiate 
your product/service from the competition. So it is not just 
about designing a new product, service or process but also 
improving existing ones (e.g. Improve efficiency or cut down 
waste). So if strong price competition exists, there is a need for 
innovations to gain a competitive advantage.  According to 
Schumpeter, (1934) innovation can be regarded as an invention, 
which is commercialized and brought to the market by 
entrepreneurs. However, let us start from the beginning. 
Everything begins with an idea, which is neither an invention 
nor an innovation. However, ideas could lead to inventions 
when it is converted into tangible new artifact (Trott, 2005). 
This transformation is called the invention process. The 
innovation process illustrated in figure 1, consist of the 
invention process and subsequent operations build upon the 
invention for making commercial success (Trott, 2005). Schoen 
et al. (2005) see this process as a complex, non-linear, iterative 
process, which includes elements of randomness.  

 
Figure 1: Innovation Process (Trott, 2005) 
Schumpeter (1934) traditionally classified innovations into two 
different types: product and process innovations. Trott (2005) 
adds up five new classifications namely: organizational, 
management, production, commercial and service innovations 
next to the conventional: Product and process innovations. Tidd 
et al. (1998) divide innovation into the degree of novelty. He 
speaks about incremental and radical innovations. An 
incremental innovation is to improve existing products/services, 
leading to small improvements On the contrary a radical 
innovation is a fundamental change in products, services or 
processes. However, academia provides evidence that a radical 
innovation is rare in is occurrence (O’connor et al. 2002). 
Rothwell (1992) has developed five different generations of the 
innovation process to produce innovations. They reach from 
simple linear to complex interactive models. However, the 



focus of this Thesis lies on the Market Pull model  (see Figure 
2). The “Market pull” strategy is a simple linear sequential 
process with a focus on marketing. This model views the 
market as a source of new ideas for the R&D activities. In that 
model consumer needs, wants and demands as well as market 
requirements, summarized as market needs, are seen as the key 
driver for innovation. It includes and integrates user 
conceptions in the innovational process that could be gathered 
by using social media content. 

 

 
Figure 2: Second Generation of the innovation process: 
Need Pull  
 

1.2.3 Social media analytics: 
 

Social media analytics deals with the measurement, analysis 
and interpretation of the interactions and associations between 
people’s topics and ideas. According to Zeng et al., (2010) it is 
an anxious of creating and evaluating tools and frameworks in 
order to collect, monitor, analyze, summarize, and visualize 
social media data with specific requirements from a target 
application. It gives researchers the ability to uncover for 
example customer sentiments, which can provide further 
information and insights concerning market needs.  
 

1.2.4 Social media 
 

Kietzman et al. (2011) defines social media as “mobile and 
web-based technologies to create highly interactive platforms 
via which individuals and communities share, cooperate, 
discuss and modify user-generated content” (p. 241). According 
to Garner (2013), it is expected, that worldwide corporate 
organizations and institutions will make use of social media as a 
primary source to communicate with their clients and 
stakeholders: both internal and external. Different types of 
social media are presented by Kaplan and Haenlein (2009; 
2010; 2011) namely: micro blogs such as Twitter, content 
communities like Youtube or Instagram, social networks like 
Facebook and collective projects like Wikipedia. The 
importance of social media platforms increased in the last 
decade since they offer incremental changes in the way 
organizations and individuals communicate with each other. 
(Kietzman et al., 2011). The importance of social media and 
especially media marketing strategy for companies, regardless 
of the size and industry, convey since Hahn, Rohm and 
Critenden (2011) revealed, that social media has transformed 
the internet “ from a platform for information to a platform for 
influence” (p. 272). Users spend over 20% of their time online 
on social media platforms (Fan & Gordon, 2014). Social media 
is important, because it offers benefits to businesses and 
entrepreneurs leading to minimal costs. Businesses have to 
ensure, that their social media platforms are interactive and 
competitive, when benchmarked with other industrial players. 
When conducting marketing to increase growth and brand 
awareness for different organizations and companies, it is 
important to use social media as a measure to forecast future 
events (Agnihotri, Kothandaraman, Kashyap, Rajiv & 
Ramendra. 2012). When it comes to predictions, Twitter needs 
to present more accurate and detailed information, since 

academia provides evidence that information from Twitter is 
used already as the basis for many predictions made by other 
literature e.g. disease outbreak or influenza (Achrekar, Gandhe, 
Lazarus, Yu, & Liu, 2011; Culotta, 2010; Ritterman, Osborne,& 
Klein, 2009; Signorini, Segre, & Polgreen, 2011), election 
outcomes ( Lui et al,. 2011; Franch, 2013; Sang &Bos, 2012; 
Mataxas, Mustafaraj, & Gayo-Avello,2011: Tumasjan, 
Sprenger, Sandner, & Welpe, 2010) and also sales and 
Revenues ( Lassen et al., 2014, Asur & Huberman, 2010). 
Facebook can be neglected even though it is one of the biggest 
social media networks around. According to Couper (2013), 
messages, comments and posts is not publicity available and 
hence not easy to collect. Therefore research will focus solely 
on the presented social media platform Twitter:   
  

1.2.5 Twitter 
 

Twitter, as a sub form of social media, is a form of a microblog. 
The goal of Twitter is to spread information around the world 
(Cha, Benevenuto, Haddadi & Gummadi, 2012). To use 
Twitter, an account is necessary, either personal or anonymous, 
using a personal fake information’s. Like already stated, the 
core intention of Twitter is to spread information, either in form 
of real information, rumors or own opinions. The informational 
content can be seen by users’ followers or even by all Twitter 
account members, who are involved in the certain topic 
discussion. To determine which topic the author wishes to 
address in his post, the author needs to put a hash tag (#) 
symbol in front of his respective keywords and the post will be 
part of the addressed issue, which is discussed by other users in 
the community using the same hash tag (Romero, Meeder, & 
Kleinberg, 2011). Besides private participants, everybody can 
“follow” sites of well-known institutions.  The author used 
Twitter as an accurate source of Data for predicting market 
needs since it exhibits according to Culotta (2010) some 
important attributes.  

a.    “The high message posting frequency enables up-to-the-
minute analysis (...)” 

b.    “As opposed to search engine query logs, Twitter messages 
are now longer, more descriptive, and (in many cases) 
publically available.” 

c.    “Twitter profiles often contain semi-structured meta-data 
(city, state, gender, age), enabling a detailed demographic 
analysis.” 

d.    “Despite the fact that Twitter appears to target a young 
demographic, it in fact has quite a diverse set of users. The 
majority of Twitter’s nearly 10 million unique visitors in 
February 209 were 35 years or older, and a nearly equal 
percentage of users are between age 55 and 63 as are between 
18 and 24.” 

 

The purpose of this research is to review present findings on 
social media analytics to gain insights on techniques and tools 
to gather and identify market needs in the first place and 
innovations by extension.  

Hence, the research problem is stated as follow: “To what 
extend can companies use Twitter to predict market needs?” 

In order to propose an accurate conclusion to the research 
problem, the following research tries to answer sub-research 
questions, which are namely: (1) What is the social media 
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analytics process (2) What are the main social media analytic 
techniques and their methods used in the analytic process?  

 

2. METHODOLOGY 
 

The information provided within the critical literature review 
are rested on former academic studies, which are retrieved from 
Web of Science, Google Scholar and by searching through 
several other journals (MISQuarterly, Information System 
Research and the Journal of MIS). The thesis, especially focus 
on the most recent literature, starting from year 2008. The 
primary keywords to search for potential literature were “ social 
media forecasting”, ”Forecasting with social media” and 
“Predictive power of social media”. After selecting and 
analyzing some articles, keywords like “Twitter Predictions” 
and “Twitter forecasting” have been used more frequently 
because these social media platform were often used to make 
predictions on specific topics. More contributing articles have 
been selected by checking the reference lists of former selected 
articles, which resulted in a sum of 70 articles. Acceptable 
papers regarding innovations have been found by searching for 
key terms including “innovation”, “innovation process” and 
“Steps of innovations”. By exploring the reference list, more 
articles have been found. For reviewing the different methods 
used in each technique, the author searched for terms such as 
“Sentiment analysis methods”, “Visual analysis methods”. 
Further, searching for keywords within different articles derives 
the literature. The research questions, mentioned in section 1, 
can be seen as a guideline for the critical review in chapter 3, 
which will provide the reader with a review of the current 
findings on social media analytics. Finally, this thesis ends with 
a conclusion in Section 4, by describing the author findings 
concerning the research problem and a visualized extended 
model of the market pull innovation process. 

 

3. CRITICAL LITERATURE REVIEW 
 

The development of knowledge on future market needs is 
essential for companies to capture opportunities for 
breakthrough innovations. Especially the process of social 
media analytic with aligned techniques and methods support 
companies in acquiring information related to market needs. 
Therefore, the following chapter will introduce the analytic 
process and used techniques. 
 

3.1 The Process of Social Media Analytics 
 
According to Fan and Gordon (2014) the social media analytics 
process consists of three stages: (1) Capture, (2) Understanding 
and (3) Present (see Figure 4). The Capture stage tries to 
explore relevant social media data by observing, monitoring and 
“listening” to social media platforms. Major tasks include 
recording data and extracting useful information by using APIs 
(Application Performance Interfaces) or through crawling 
applications. Especially, API’s supportive for and 
accommodative to personal needs can be found online1. The 
company itself could gather crawling data from third-party 
vendors. However, not all captured data can be used within the 
process of social media analytics. In order to establish a 

                                                                    
1 http://help.sentiment140.com/other-resources 

adequate dataset for upcoming stages, several preprocessing 
steps need to be performed, such as data modeling, and record 
linking, stemming, part-of-speech tagging, feature extraction, 
and other syntactic and semantic operations that support the 
process of analytics (Fan & Gordon, 2014).  The second step is 
Understanding, which considers the selection of relevant data, 
while removing noisy low-quality data. This is majorly done by 
using different advanced data analytic methods. Hence, 
Understanding is about gaining insights by exploring data 
through statistical methods, which are especially data mining, 
natural language processing, machine translation, and network 
analysis, meaning and generating useful metrics for decision 
making (Fan, 2006). Important to note in this context is that the 
process of Understanding is seen as a crucial stage in 
performing social media analytics, since the results will 
significantly affect the information and metrics used in the final 
Present stage. This stage reveals the findings and outcomes 
from the two former steps. It is similarly a summary of key-
findings presented in an easy-to-understand format, basically 
with the support of visualization techniques and data-statistical 
analysts serving as decision makers, in creating important 
information. 

 
Figure 3: Based on Gordon & Fan (2014) Social Media 
Analytics Process - The CUP Framework  
 

3.2 Social media analytic techniques 
 
Social media analytics covers various modeling and analytical 
techniques derived from different fields. The following part will 
highlight specific instrumental techniques mostly used in social 
media analytics. Gordan and Fan (2014) build the foundation 
with the CUP-Framework, these stages are predominately filled 
with different techniques. For the Understanding stage, the 
techniques are - topic modeling and social network analysis, 
however, they have primarily been used as an application. Other 
techniques used in the Understanding stage include sentiment 
analysis and trend analysis. Whereby, visual analytics spans the 
second and third phase of the social media analytic process. For 
a better overview see figure 5.   



 
Figure 4: Techniques used in the various steps of the social 
media analytic process 
In the following sub-sections the different techniques and 
incidental methods will be presented (Table 1): 

 
Table 1: Categorization of different techniques based on 
specific methods   
 

3.2.1 Topic Modeling 
 

Topic modeling is defined as the detailed gathering for 
dominant topics or themes by browsing through captured text. 
As already mentioned in the previous section, this technique is 
primarily used in the Understanding stage, but can also support 
capture and present stage. According to Blei (2012), topic 
models are “ (…) algorithms for discovering the main themes 
that pervade a large and otherwise unstructured collection of 
documents. Topic models can organize the collection according 
to the discovered themes”. (…) can be applied to “massive 
collections of documents” and can be “adapted to many kinds of 
data” (Blei, 2012) such as Twitter data. Topic modeling is “ 
(…) a way of identifying patterns in a corpus” (Brett, 2012). 
Similarly, Posner (2012) argues that topic modeling is “ a 
method for finding and tracking clusters of words (called 
“topics” in shorthand) in large bodies of texts”.  From a 
general perspective, topic modeling is like going through a text 
with different colored highlighters by assigning each keyword a 
different color. All keywords marked with the same color 
belong to the same group, and each color represents a different 
topic. There a various advanced statistics and machine-learning 
techniques for performing topic modeling. For instance, 

Hofmann (1992) illustrates models that identify “latent” topics 
through “the co-occurrence frequencies of word within a single 
communication” and Yin et al. (2012) has observed a relation 
between topics and communities of users. An unsupervised 
machine learning approach, which is designed to identify latent 
topic information in large texts is LDA (Latend Dirichlet 
Allocation). It makes use of the so-called “bag of words” 
approach and treats every document as a vector of word counts 
(Hong & Davison, 2010). This method does not provide explicit 
information about authors’ interests but delivers additional 
information on content of documents. For an exact work routine 
Hong and Davison (2010) state that: “Each document is rep- 
resented as a probability distribution over some topics, while 
each topic is represented as a probability distribution over a 
number of words”. LDA generate a document within a three-
step process: “First, for each document, a distribution over 
topics is sampled from a Dirichlet distribution. Second, for each 
word in the document, a single topic is chosen according to this 
distribution. Finally, each word is sampled from a multinomial 
distribution over words specific to the sample topic” (Rosen-
Zvi et al., 2004). This process is based on the Bayesian model. 
For a detailed explanation see Blei et al., 2003. Another method 
is PLSA (Probabilistic Latent Semantic Analysis) that is 
according to Hofman (1999) a “novel approach to automated 
document indexing that is based on a statistical latent class 
model for factor analysis of count data”. This statistical 
technique is a method to analyze two-mode and co-occurrence 
data by using multinomial distribution. For a complete 
overview see Hofman (1992). However, explaining these 
techniques in detail would expand this thesis therefore the 
author point to Blei (2012), Brett (2012), Hofmann (1992) and 
Yin et al. (2012) for a detailed overview on topic modeling. 
 

3.2.2 Visual analytics 
 

Visual analytics supports the “Present” step of the social media 
analytics process. According to Thomas & Cook (2006) visual 
analytics is “the science of analytical reasoning facilitated by 
interactive visual interfaces”. Basically developed to fulfill the 
needs of the U.S. defense force. Visualization can be used as an 
enhancer in different situations such as synthesis, exploration, 
discovery and confirmation to get insight from raw data that is 
mostly voluminous and derived from various sources. 
Additionally, Visual analytics enables data collection leading to 
data-supported decision-making procedures. Therefore, many 
different statistical models are build on the foundation of visual 
analytics, whereby the human ability to recognize patterns and 
draw conclusions is seen as a key factor within the process as a 
whole. It is important to connect human strength and machines 
to make accurate decisions, which are well explained and 
justified. A more user perceptual view, is to see visual analytics 
as “a collection of techniques that use graphical interfaces to 
present summarized, heterogeneous information that helps 
users visually inspect and understand the results of underlying 
computational process” (Fan & Gordon, 2014). As stated 
earlier, visual analytic is the process of data visualization to 
present an easy access. Oelke et al., 2009 describes three 
different methods (1) Visual summary reports (2) Cluster 
Analysis and (3) Circular correlation map. They certainly use 
these methods in a different context than Twitter. However, it 
should also work properly with Twitter data as well. Visual 
summary reports method may be considered to provide a 
quick overview on customer feedback data sets, eliminating 
extensive reading. An automatic algorithm marks each attribute 
either blue if it’s a more positive feedback and red, if the 
feedback is more negative. Size of the inner rectangle (see 

Capture	
  	
  

Topic	
  Modeling	
  

Understand	
  

Topic	
  Modeling	
  

Visual	
  analy<c	
  

social	
  Network	
  analyis	
  

Sen<ment	
  analysis	
  

Trend	
  analysis	
  

Present	
  

Topic	
  modeling	
  

Social	
  network	
  
analysis	
  

Visual	
  analy<c	
  



figure 6) reflects the “percentage of reviews that commented on 
the attribute signaling the importance that the analyst should 
give to this attribute in his or her evaluation” (Oelke et al., 
2009).

 
Figure 5: Performance of Printers (Oelke et al., 2009).  
A cluster analysis tends to play a key role for companies to 
access and analyze different customer groups based on similar 
opinions. (Oelke et al., 2009).  Keim et al., (2006) introduced 
the Circular Correlation map to offer a detailed view on 
specific data. It supports managers and practitioners in detecting 
correlations between the different variables of the whole data 
set (Oelke et al., 2009). Cluster analysis has the advantage of 
detecting trends, correlations or patterns from data (Ananiadou, 
2008). See Keim et al., (2006) and Oelke et al., (2009) for a 
more detailed description and details on the work routine.  
 

3.2.3 Social Network analysis 
 
Social network analysis could be defined as major technique to 
identify key influencers in viral market campaigns on social 
media, which is based on a social network graph, categorized 
by nodes (users) and associated relationships (edges) and tries 
to understand the underlying structure, connections, and 
theoretical properties. Hence, Social network analysis focuses 
on the relations among actors. This tool is especially useful in 
detecting sub-communities within a large online community to 
establish more precise product tailoring and marketing 
materials. Bonchi et al., (2012) underlines that social network 
analysis could enhance predictive modeling. However, methods 
that have predated the advent of social media and focus more on 
analyzing static mathematical graphs, needs to be adjusted to 
continually changing network structures by developing the 
required new technical approaches. Scott (2012) reinforces this 
statement in his book: “Social network analysis” and more 
social media related insights are given by Hanneman (2005). 
The key terms within the context of Social network analysis 
could be defined as follow: Nodes: actors such as Twitter user; 
Ties: relations between actors; Ego: Main subject of study. The 
first social media analytic method is the Full network method. 
This method needs information about each actor’s ties with all 
other involved (Hanneman, 2005). It counts all ties in a 
population of actors. Examples are given by Hanneman,  (2005) 
it could be collected “(…) data on shipments of copper between 
all pairs of nation-states in the world system from IMF records; 
we could examine the boards of directors of all public 
corporations for overlapping directors; we could count the 
number of vehicles moving between all pairs of cities; we could 
look at the flows of e-mail between all pairs of employees in a 
company; we could ask each child in a play group to identify 
their friends. With this method a full picture of the whole 
relation can be identified”. These methods are very powerful to 
give a detailed description and analyzes on social structures. 
Unfortunately this method takes much time and social media 
has made this process less complex and to a favorable price. 
The snowball method starts with a specific person or group of 
interest. As a starting point participants are asked to name their 
ties, whereby all actors who were named but not were part of 
the original list are tracked down and asked for some of their 
ties. This process goes on until no new actor will be identified, 
or the process will be stopped due to time or costs. (Hanneman, 

2005). This method is particularly helpful for identifying a 
“special” population such as business contact networks, deviant 
sub-cultures or football club fans. Noteworthy in this context is 
to mention that the start should be based on the best initial node. 
Limitations of the method are twofold: the isolation of actors 
who are not connected e.g. because they do not have Twitter or 
Facebook and second there is no way to explore all the 
connected individuals. In many situations, it is not necessary to 
track down the full networks beginning with a focal node as 
described in the snowball method (Hanneman, 2005). 
Therefore, an alternative approach is considered namely, the 
egocentric network method, which has been developed to start 
with a selection of focal nodes (egos) and the identifications of 
connections of the belonging nodes (Hanneman, 2005). 
Afterwards, nodes that are defined in the first stage will be 
checked if they are connected to one another. Asking each node 
can do this. This method is suitable for detecting a “(…) form of 
relational data from very large populations, (...)” (Hannemann, 
2005) and can give the researcher a reliable picture of existing 
networks. Exemplary, Hanneman (2005) states “ (…) we might 
take a simple random sample of male college students and ask 
them to report who are their close friends, and which of these 
friends know one another”. This approach can give researcher 
also additional information about the network as a whole. 
However, it is not that complete like the snowball or census 
approach. 
 

3.2.4 Sentiment Analysis 
 
Sentiment analysis is defined as the core procedure behind any 
social media trend-analysis applications and monitor systems. 
Analytic text methods are used such as natural language 
processing or computational linguistic to extract information on 
social media user sentiments and opinions about specific topics. 
The extracted information is about people, products or services, 
which is always subjective, but already used successfully to 
make various predictions such as stock market movements 
(Zhang et al., 2010). There is a broad outline of two different 
types of sentiment methods, based on: machine learning and 
lexical. Both methods often try to identify a specific polarity, 
which is a positive or negative attitude towards a particular 
topic. While machine learning methods often rely on 
“supervised classification approaches, [whereas] sentiment 
detection is framed as a binary [process] (i.e. positive or 
negative)” (Goncalves & Araujo, 2014). Lexical-based methods 
tend to produce a word list in order to assign every word to a 
specific sentiment. Both have beneficiaries and disadvantage in 
their daily use. But the ability to adapt and create sophisticated 
models for concrete situations is an advantage for the usage of 
machine-learning-based methods (Goncalves & Araujo, 2014). 
On the contrary the benefit of the lexical-based methods, which 
varies according to the context they have been created for, is 
that they could be adjusted or modified to personal needs. 
Academia provides evidence that machine-learning methods are 
more convenient than lexical-based methods (Tausczik & 
Pennebaker, 2010). Methods of sentiment analysis reach from 
relatively simple methods to more complicated and 
sophisticated methods. The easiest method to detect sentiments 
is by exploring the different types of emoticons in tweets. 
Emoticons primarily reflects positive or negative feelings. 
Goncalves and Arajuo (2014) developed a table, visualizing 
various types of Emoticons representing particular feelings a 
consumer desires to express. Next to this, the happiness index 
developed by Dodds and Danforth (2009) is an additional, 
relatively easy method to detect polarity. The happiness index 
makes use of the Affective Norms for English Words (ANEW)  



(Bradley & Lang, 1999). Additionally, the index scores and 
ranks a text between 1-9, indicating happiness or sadness of the 
text. Within a text the frequency of each wording is calculated 
to produce an ANEW, which is finally the input for the 
weighted average of the valence on ANEW study words.  
Goncalves and Arauo (2014) considered that a text has a 
negative perception with a score from 1-5 and a positive 
perception with a score from 5-9. Further methods are identified 
such as the word (phrase) counting, which assumes, for 
example that the frequency of in product wordings within a text 
has an influence on customer perception. Another method is to 
list positive and negative terms in combination with mentioning 
a product by name that can be extracted from social media 
content. Positive terms could be stated as follow: “brilliant”, 
“phenomenal”, excellent”, whereby negative terms could be: 
“suck”, “terrible” or “awful”. (Pang & Lee, 2008). This method 
is known as polarity lexicons. Similarly, academia speaks 
about semantic methods that may compute the lexical 
“distance” between products name and each of two opposing 
terms like “good” and “bad” (Turney, 2002). Researchers have 
developed several tools to make the process for word (phrase) 
counting and polarity lexicons faster and easier (e.g. LIWC, 
SentiStrength, SenticNet, and Pansas-T). All these tools have 
been designed for Twitter applications. LIWC 2  (Linguistic 
inquiry and Word count) is a text analysis tool to assign 
emotional words in a given text to their classified categories 
such as positive or negative. The classification is based on a 
dictionary that assigns words to a specific sentiment. 
Additionally, this method can provide other sets of sentiment 
categories by a given word. For example the word “agree” can 
be matched to the word categories: assent, affective, positive 
emotion, positive feeling and cognitive process (Goncalves & 
Arajuo, 2014). LIWC is a software that can be bought. The 
software offers users the opportunity to explore customized 
dictionaries next to the standard ones. SentiStrength software is 
a dictionary-based attempt, which is developed to extract 
simultaneously positive and negative sentiments from a given 
text. This requires that SentiStrenght is adjusted to the writing 
style and grammatical annotations of social media texts 
(Thewall et al., 2010). The input is thereby a short electronic 
text that leads to an evaluated output, displaying expressed 
sentiments with both: strength of positive and negative feelings. 
The next method is the SentiWordNet3 (Esuli and Sebastiani, 
2006) tool, based on an English lexical dictionary called 
wordNet (Miller, 1995) and mainly used in opinion mining. 
WordNet builds synonyms called “synsets” by grouping 
adjectives, nouns, verbs and other grammatical classes 
(Goncalvea & Araujo, 2014) to indicate the sentiment of the 
text by scoring these synsets. Synsets can be positive, negative 
or neutral, and the score values range from 0 to 1 and will be 
aggregate up to 1. For example, a given synsets of a text will be 
s=(bad, wicked, terrible) the given score for the synsets is 
positive=0, negative= 0.850 and neutral=0.150 (Goncalves & 
Arajo, 2014). A semi-supervised machine learning method will 
evaluate scores. A further software/tool for sentiment analysis 
and opinion mining is SenticNet 4 , which originally was 
considered as a tool to measure the polarity in opinions of 
patients in England (Cambria et al., 2010). It explores not only 
semantic web techniques but also artificial intelligence. The 
purpose of SenticNet is to evaluate if a common sense concept 
from natural language text (NLP) is more positive tempered or 
negative on a semantic level. Goncalves and Araujo give an 
example of the work routine of SenticNet, “The method uses 
                                                                    
2 http://liwc.net/. 
3 http://sentiwordnet.isti.cnr.it/. 
4 http://Sentic.net/. 

Natural Language Processing (NLP) techniques to create a 
polarity for nearly 14,000 concepts. For instance, to interpret a 
message “Boring, it is Monday morning”, SenticNet first tries 
to identify concepts, which are “boring” and “Monday 
morning” in this case. Then it gives polarity score to each 
concept, in this case, -0.383 for “boring”, and +0.228 for 
“Monday morning”. The resulting sentiment score of SenticNet 
for this example is -0.077, which is the average of these values. 
“PANAS-t  (Goncalves et al., 2013) method’s purpose is to 
track any increase or decrease in sentiments over time. It is 
based on the Positive Affect Negative Affect scale (PANSAS) 
by Wattson and Clark (1985). Pansas-t consists of word 
associated with eleven moods: joviality, assurance, serenity, 
surprise, fear, sadness, guilt, hostility, shyness, fatigue, and 
attentiveness. To connect the text to a specific sentiment, 
PANSAS-t makes use of the normative values of each 
sentiment base on the complete data. Afterward, it computes the 
P(s) score, range from -1 to 1 for each sentiment within a 
specific time period to indicate the change. Goncalves and 
Arauo, 2014 are giving a good example: “a given set of tweets 
contain P (“surprise”) as 0.250, then sentiments related to 
“surprise” increased by 25% compared to a typical day. 
Similarly, P (s) = −0.015 means that the sentiments decreased 
by 1.5% compared to a typical day.“ 
 
3.2.5 Trend Analysis 
 

Trend analysis is predominantly based on historical data, which 
is collected over time. It is based on statistical methods like 
regression analysis (Anderson, 1971). Trend analysis is 
frequently used to forecast growth of customer, sales numbers, 
consumer sentiments, the effectiveness of marketing campaigns 
and stock market movement.  If a relationship between two 
variables, the dependent and independent one, needs to 
investigate, regression analysis is a useful method. With it a 
causal effect of one variable upon another can be identified 
(Sykes, 1993) (e.g. the impact of a price increases upon 
demand). Hence, regression analysis can be an excellent 
method to make predictions and future forecasts. Former 
literature already made use of regression analysis to predict the 
future using Twitter data (e.g. Asur & Huberman, 2010) made 
use of regression analysis to predict box-office revenue for 
movies and Lassen et al. (2014) have used regression analysis 
for predicting iPhone sales. A regression analysis is capable to 
model a relationship between several independent variables 
and/or a curvilinear relationship. However, the forecasting 
ability heavily depends on the accuracy of the estimates for the 
independent variable and a consistent relationship between 
variables is assumed, which is not always the case. Of course, 
there are other statistical methods to perform a trend analysis 
(e.g. ANOVA method, neural network analysis, vector 
machines). But, Regression analysis is the most common 
method used in Trend analysis 
 

4. CONCLUSION 
 

The purpose of this research was to find an answer to the 
following research question: ”To what extent can companies 
create innovations using Twitter”. At first it was necessary to 
define several key terms such as market needs, Innovation, 
social media analysis, social media, analytic social media and 
Twitter to give the reader an overview of important terms and 
concepts. To provide a valid answer, the author has developed a 
set of research questions that are ordered in a consecutive way.  



Reinforcing the innovation process model (see Figure 2) the 
first step is to find specific information’s on market needs based 
on customer insights, which is necessary to create innovative 
applications. Of course, there are other strategies for creating 
innovations such as the Market Push strategy. However, to cope 
with the challenge of producing adequate information, data 
needs to be analyzed and evaluated. Analyzing is a broad 
notation that includes a set of different steps. Therefore, the 
author reviewed the social media analytic process to give 
establish a concrete overview on how to analyze social media 
data, which consequently results in new ideas for innovative 
applications to fulfill future market needs. As illustrated in this 
thesis, Twitter is a good source to gather information on users' 
insights. Of course natural obstacles in using Twitter exist, 
because situations may exist where satisfied users do not tweet 
but unsatisfied ones loudly express their opinions. Twitter raw 
data is useless and needs to be transformed into useful 
information by passing the specific information through the 
social media analytic process. The social media analytic process 
consists of three interdependent steps. In step 1 researcher 
“captures” the data, in step 2 researchers tries to “understand” 
the data and in step 3 researchers “present” it.  Within the social 
media analytic process, different techniques for each step are in 
visualized (see figure 4), and each technique consists of 
different methods (see table 1). To get a broad overview of 
techniques and its methods used in the social media analytic 
process, the author stated the second research question “What 
are the main social media analytic techniques and their methods 
used in the analysis process?” Most cited techniques, and 
associated methods have been presented. In the author's opinion 
the understanding stage is the most important step to examine 
market needs that are foremost a qualitative aspect. As defined 
in the introduction, market need is “something a big group of 
people (market) wants to have or needs to have (need)”. 
Therefore we need to identify customer insights to perform 
accurate market need predictions. Rungkasiri & Haruechaiyasak 
(2012) find out that “sentiment analysis on micro-blogs is a 
useful tool for the consumer research“ because “a wide range 
of human moods can be captured through sentiment analysis“ 
(Goncalves & Arauo, 2014) Therefore to get customer insights, 
the sentiment technique would be appropriate. For example, if 
an electric-car producer notices a large number of defaults on 
the durability of the battery, the usage is connected with a 
negative sentiment, they can predict a demand for a more 
durable battery and start the innovation process to create better 
batteries for their cars.   

Reinforcing the research problem “To what extend can 
companies use Twitter to predict market needs? “ it can be said 
that no innovation will fall out of the blue analyzing Twitter 
content, however, Twitter can serve as a pool for information 
on market needs by going through the social media analytic 
process. With that knowledge of future market needs companies 

can derive new ideas for the process of innovation. Needless to 
say is that the presented techniques and methods need to be 
adjusted to the conditions and the prevailing data structure of 
Twitter.  In Figure 6 the author presents an extended model of 
the market pull innovation process in which it comes clear how 
Twitter data leads to innovations. Therefore, companies using a 
market pull strategy to create innovations can use Twitter 
content to predict market needs, which in turn can be used to 
create innovation. Also Twitter makes the innovation process 
cheaper, easy and lead to innovations that are needed or 
demanded by the people. 
 

 

 
Figure 6:  The Extended Market Pull Innovation Process  
 

4. FURTHER RESEARCH 
 

This research has especially focused on the innovation market 
pull approach. Future researcher could try to explore the 
relation between innovation (e.g. technology) push approach 
and social media data (Twitter) and how this relation may affect 
the possibility or opportunity to predict future customer 
behavior. Empirical research could be considered to test the 
degree of innovative capability of companies using especially 
Twitter as a source for R&D activities. These results could be 
gathered and measured to verify if Twitter has a positive effect 
on innovative activities. The Extended Market Pull Innovation 
Process builds a foundation to include also additional social 
media data, which should be taken into consideration for further 
research.  
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