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Abstract 
This research aims at gaining insight into the intention to adopt technology-based privacy 
protection tools. It does so by testing the core of the Unified Theory of Acceptance and Use 
of Technology model, and adding variables from the Protection Motivation Theory that are 
essential for understanding user acceptance in the context of TBPPT. Using an online 
questionnaire, 580 responses were collected of which 326 were used for analysis. The 
respondents were divided in two groups: non-users, and users of TBPPT and analyzed 
separately using hierarchical regression analysis. The findings of this research imply that 
social influence, facilitating conditions, and intrinsic rewards are significant predictors of the 
intention to adopt TBPPT, and performance expectancy, facilitating conditions, perceived 
severity, and intrinsic rewards to be significant prediction of TBPPT usage. Although not all 
the hypothesized variables were found significant predictors, this research has laid the 
foundation for a model that can explain user acceptance in the context of TBPPT, the Online 
Privacy Protection Model.  
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1. Introduction 
 
Ever since the creation of the Internet in the 1990’s it has grown exponentially. We have 
come to a point where almost any product, service, or information can be found or purchased 
on the Internet. Although the Internet might seem to provide these services for free, it does 
not sustain itself. When services or information are seemingly offered free of cost, it is almost 
a certainty that the Internet user is paying with some kind of commodity. Currently the most 
popular commodity used for paying for free content is personal information.  
 
More than often Internet users offer up their personal information willingly, and without 
considering the possible consequences. For example, many websites require the Internet user 
to sign up before the Internet user is allowed to make use of any content or services. This is 
often done for obvious reasons, such as providing personal information to make an account, 
to sign up for a news-letter, to participate in a contest, or to have a product send to your home. 
In such instances the Internet user can make trade-offs on what information they would like to 
share with the website, and what information they would not like to share. Often the website 
will offer terms of agreement with which the Internet user has to comply before gaining 
access to the products/ services to be bought.  
 
Though Internet users can make their own decisions regarding personal information trade-offs 
when they sign up for online services, they have no control over what information gets 
gathered while they browse the Internet in general. While browsing the Internet, both 
personally identifiable information, and non-personal identifiable information can be 
collected and stored without the knowledge of the Internet user. This practice is called “third-
party tracking”. 
 
Many Internet users are not aware of the collection of personal information by third-parties 
(Smit, van Noort, & Voorveld, 2013). Due to the growing amount and increasing variety of 
personal information tracked by third party trackers, programmes such as technology-based 
privacy protection tools (TBPPT) have enjoyed increased popularity. These TBPPT are either 
software or browser add-ons which prevent third-parties from collecting personal information 
from the Internet user. However, if Internet users do not use or even know about TBPPT, 
what can be done to positively influence their consideration to obtain, install, and use 
TBPPT? The case of TBPPT adoption could be tested against several existing models, such as 
the Technology Acceptance Model (Davis, 1989), the Theory of Planned Behavior (Ajzen, 
1991), or the Unified Theory of Acceptance and Use of Technology (Venkatesh, Morris, 
Davis, and Davis, 2003). However, there exists no concrete theory that addresses the core 
problem in the adoption of TBPPT, which is the assessment of a threat. When Internet users 
learn about the practice of third-party tracking, more than benefits, usefulness, social norms, 
or effort expectancy is assessed, they will initially be driven by the fear of losing personal 
information.  
 
This begs us to ask the question: “What factors influence the decision of Internet users’ to 
adopt and use technology-based privacy protection tools?”. This study will attempt to answer 
this research question by combining the Unified Theory of Acceptance and Technology use 
with variables from a model from the healthcare field, the Protection Motivation Theory 
(Rogers, 1975).The Protection Motivation theory does not only take into account the 
consideration of benefits, but the threats as well. Furthermore, this study will address the 
perspective of two different types of respondents, those who do not use TBPPT, and those 
who do use TBPPT. 
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This research will be tested against a sample of the population from the Netherlands. With 
95.7% Internet users on it’s entire population (IWS,2015) and above average Internet skills 
compared to other countries in Europe (CBS, 2014), the Netherlands represents a country 
with “experienced” Internet users.  
 
The adjacent section will the Theoretical Framework, in which potential variables that predict 
the intention to adopt and system usage will attempted to be identified, as well as the 
formulation of the corresponding hypotheses. Section four will focus on the methods used in 
executing this research, elaborating on the research design, procedure, participants, 
measurements, and the reliability of the measurement instrument. The fifth section will 
present the results of this research. Section sic, the final section, will discuss the results, give 
advice for practical implications, explain the theoretical relevance, and conclude on this 
research.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 3 

2. Theoretical framework 
 
To answer the research question of “What factors that influence the decision of Internet users’ 
to use technology-based privacy protection tools?” the theoretical landscape surrounding the 
research question will first be explored. When trying to understand any process relating to the 
adoption of technology it is almost imperative to consider the Technology Acceptance Model 
(TAM). The evolution of the TAM has been explaining user acceptance since 1989 when 
Davis published the first version. The TAM has gone through two improvements since then 
TAM2, by Venkatesh and Davis (2000), and TAM3 (2008), by Venkatesh and Bala. Taking 
the core idea of the TAM, and combining it with other established variables from existing 
literature, Ventakesh, Morris, Davis, & Davis reworked the existing dominant user 
acceptance models into a model called the Unified Theory of Acceptance and Use of 
Technology (UTAUT). The UTAUT consists of four core variables: effort expectancy (EE), 
performance expectancy (PE), social influence (SI), and facilitating conditions (FC) and 
“assesses the likelihood of success for new technology introductions” in an organizational 
context (Venkatesh et al., 2003, p 425-426). 
 
The UTAUT has a successor in the form of UTAUT2 (Venkatesh, Thong, & Xu, 2012), in 
which it has had three variables added; hedonic motivation, price value, and habit and lies it 
focuses on a consumer user acceptance context. However, the three added variables of the 
UTAUT2 fail to add sufficient value to the context of this research to justify using them, and 
therefore this research will incorporate the more compact and generally applicable UTAUT 
model.  
 
However, the process of engaging in the usage of TBPPT does not limit itself to the 
functional and facilitating aspects that the UTAUT addresses. The usage of TBPPT comes 
with both benefits and costs. An Internet user might be more protected against third-party 
tracking, but could potentially experience a decrease in Internet browsing convenience. The 
Internet user therefore has to weigh the perceived benefits of using TBPPT against not only 
the perceived threat, but against the costs as well. An established model that assesses both the 
benefits, threat, and costs of adoption in relation to protecting oneself is the Protection 
Motivation Theory (PMT) by (Rogers, 1975). In its original state, the PMT addressed only 
“the magnitude of noxiousness of a depicted event, the conditional probability that the event 
will occur if no adaptive activity is performed, and the effectiveness of a coping response that 
might avert the noxious event” (Rogers & Mewborn, 1976, p. 55). As the model developed, 
three more variables were added to the existing variables of perceived vulnerability (VUL), 
perceived severity (SEV), and response-efficacy (RE), namely; intrinsic rewards (IRW), 
extrinsic rewards (ERW), self-efficacy (SE), and response costs (RC) (Floyd, Prentice-Dunn, 
& Rogers, 2000). 
 
PMT divides these seven variables into two categories: threat appraisal and coping appraisal. 
Threat appraisal assesses the maladaptive behaviour (Floyd et al., 2000), weighing SEV and 
VUL against the potential IRW and ERW. The coping appraisal is an evaluation of both the 
perceived ability to perform the recommended behaviour and its ability to avert the perceived 
threat, and is comprised of the RE and SE, which is weighted against the perceived RC (Floyd 
et al., 2000). The resulting attitudes towards the appraised threat and recommended coping 
behaviour are then considered prior to deciding whether to engage in a maladaptive response, 
or adoption of the recommended behaviour (Rogers & Mewborn, 1976). 
 
The main model that will be used in this research will be the one of UTAUT, which will be 
complemented with variables form the PMT. However, some variables, such as self-efficacy 
(SE) and response-efficacy (RE), will be excluded from the model, as they would overlap 
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some of the UTAUT variables. The EE variable form the UTAUT for example, entails 
whether the Internet user expects that using TBPPT will be free of effort (Venkatesh et al., 
2003).  The counterpart EE from the PMT could be considered to be SE, and implies whether 
an Internet user believes that they can perform the recommended behaviour based on their 
own efficacy and mastery (Maddux & Rogers, 1989). RE, on the other hand, entails whether 
the Internet user believes the recommended behaviour effectively averts the potential threat 
(Woon, Tan, & Low, 2005, p. 370). This concept is covered by the UTAUT’s PE, which is 
defined as “the degree to which a person believes that using a particular system would 
enhance his or her job performance (p. 320).” 
 
Having identified all variables for the research model to be tested, they can be put into a 
Online Privacy Protection Model (see Fig. 1). This chapter will now go further into 
detail of the different variables, and their accompanying hypotheses. 
 
Figure 1: 

 

2.1 Perceived severity (SEV) 
  
Rogers and Mewborn (1976) define perceived severity (SEV) as “the magnitude of 
noxiousness of a depicted event” (p. 55).  Applying PS to the context of this research, it 
entails that the Internet user needs to perceive a sufficiently high enough level of severity of 
the threat before they would consider adopting TBPPT. Asides from it’s use health-related 
studies, the concept of PS has been found to be a significant positive predictor of user 
acceptance in a variety of technology-related cases, such as protective technologies 
(Chenoweth, Minch, & Gattiker, 2009) and home wireless security (Woon, Tan, & Low, 
2005). However, more often than not SEV appears to be found a non-significant predictor of 
the intention to adopt, specifically in realtion to virus protection (Lee, Larose, & Rifon, 
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2008), password change (Zhang & McDowell, 2009), and mobile health services (Sun, Wang, 
Guo, & Peng, 2013). Lee, Larose, and Rifon (2008) argued that the non-significant effect of 
SV could be attributed to VUL, as a person might assess a specific threat to be severe, but if 
they estimate a low probability of occurrence to them specifically, they might not feel the 
need to adopt TBPPT. In the specific case of TBPPT, it makes sense that an Internet user 
needs to perceive the threat of third-party tracking as severe prior being able to decide 
whether or not to engage in using TBPPT. For this it is hypothesized that: 
  

H1a: Perceived severity positively influences the behavioural intention of non-users 
to adopt and use technology-based privacy protection tools. 

H1b: Perceived severity positively influences the current users' system usage of 
technology-based privacy protection tools. 

2.2 Perceived vulnerability (VUL) 
 
Together with SEV, perceived severity (VUL) makes up the threat appraisal.  Maddux and 
Rogers (1989) define VUL as the “probability of the occurrence of the event” (p. 470). 
Putting this definition into perspective for this research, VUL is defined as the probability the 
Internet user estimates of becoming a victim to loss of privacy due to third-party tracking. 
VUL has proven to be a significant predictor of user acceptance in a variety of technology-
related studies, such as virus protection (Lee, Larose, & Rifon, 2008), and protective 
technologies (Chenoweth, Minch, & Gattiker, 2009). VUL has been found to be an 
insignificant predictor of the intention to adopt as well in studies regarding home wireless 
security (Woon, Tan, & Low, 2005) and virus protection (Lee Larose, & Rifon, 2008). If 
Internet users believe that the proposed threat of loss of personal information through third-
party tracking is probable to occur to them specifically, they will be more likely to engage in 
the use of TBPPT. Therefore it is hypothesized that: 
 

H2a: Perceived vulnerability positively influences the behavioural Intention of non-
users to adopt and use technology-based privacy protection tools. 

H2b: Perceived vulnerability positively influences the current users' system usage of 
technology-based privacy protection tools. 

2.3 Rewards (IRW & ERW) 
 
The perceived threat is then weighted against the perceived rewards associated with the 
maladaptive behaviour. This is done on two levels; by intrinsic rewards, which cover the 
perceived direct and personal gain from engaging in the risk behaviour, and extrinsic rewards, 
which assess “the perceived positive effects in relation to ethical responsibility from engaging 
in a maladaptive response” (McDonell et al., 2013).  
 
In relation to the context of this study intrinsic rewards refer to any positive gain from not 
installing/ using TBPPT. One of the few advantages from not installing/ using TBPPT is 
online behavioural advertising. In a study examining user concerns for online tracking and 
advertising by Agarwal et al. (2013), found that although concerns for third-party tracking 
and online behavioural advertising exists, participants were more concerned about being 
presented embarrassing advertisements in front of peers.   
 
Extrinsic rewards could be supporting the website you like, or the Internet in general, but 
essentially comes down to playing your part in the Internet ecosystem. With an increasing 
number of Internet users blocking trackers and OBA, websites have resorted to custom 
messages informing the Internet user that they are blocking the income of the website by 
blocking their advertisements, pleading for the Internet user to allow the advertisements so 
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that the website can sustain itself. These websites are appealing to the ethical responsibility of 
the Internet user to take part in the Internet ecosystem, and that the Internet user does their 
share of give and take. For this it is hypothesized that: 
 

H3a: Intrinsic rewards negatively influence the behavioural intention of non-users to 
adopt and use technology-based privacy protection tools. 

H3b: Intrinsic rewards negatively influence the current users' system usage of 
technology-based privacy protection tools. 

H4a: Extrinsic rewards negatively influence the behavioural Intention of non-users 
to adopt and use technology-based privacy protection tools. 

H4b: Extrinsic rewards negatively influence the current users' system usage of 
technology-based privacy protection tools. 

2.4 Performance expectancy (PE) 
 
Performance expectancy (PE) is defined by Venkatesh et al. (2003) as “the degree to which a 
person believes that using a particular system would enhance his or her job performance (p. 
320).” Venkatesh et al. used five constructs form existing literature to establish performance 
expectancy, namely; perceived usefulness, extrinsic motivation, job-fit, relative advantage, 
and outcome expectancies. For the purpose of this research performance expectancy will be 
redefined to: “Performance expectancy is the degree to which an individual believes that 
using TBPPT will help him or her to attain gains in online privacy protection.” In previous 
research both performance expectancy (Luo, Li, Zhang, & Shim, 2010; Venkatesh et al., 
2003) and its equivalent response efficacy (Sun, Wang, Guo, & Peng, 2013) from the PMT 
have been found to be the strongest predictor of the intention to adopt in both technological 
and health-related research. More specifically, studies into mobile banking (Luo, Li, Zhang, 
& Shim, 2010; Zhou, Lu, & Wang, 2010; Martins, Oliveira, & Popovic, 2014), location-based 
services (Zhou, 2012; Yun, Han, & Lee, 2013) and healthcare information systems (Hsu & 
Lee, 2012) have all identified PE as a significant predictor of the intention to adopt. It is 
expected that an assessment of the PE will be made prior to adopting the TBPPT by the 
Internet user. Therefore, it is hypothesized that: 
 

H5a: Performance expectancy positively influences the behavioural intention of 
non-users to adopt and use technology-based privacy protection tools. 

H5b: Performance expectancy positively influences the current users' system usage 
of technology-based privacy protection tools. 

2.5 Effort expectancy (EE)  
 
Venkatesh et al. (2003) defined effort expectancy as “the degree to which a person believes 
that using a particular system would be free of effort (p. 320).” As with performance 
expectancy, effort expectancy was conceptualized based on three constructs derived from 
related existing models; perceived ease of use, complexity and ease of use (Venkatesh et al., 
2003). Even though considered as one of the core constructs of the UTAUT, the applicability 
of effort expectancy appears to be dependent on the context as existing literature presents 
diversity in findings. For instance, significant findings have been found in relation to general 
(Im, Hong, & kang, 2011) and innovative technology user acceptance (Casey & Wilson-
Evered), and Internet banking (Martins, Oliveira, & Popovic, 2014), whereas non-significant 
results have been found in healthcare information systems (Hsu & Lee, 2012). For this it is 
hypothesized that: 
 

H6a: Effort expectancy positively influences the behavioural intention of non-users 
to adopt and use technology-based privacy protection tools. 
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H6b: Effort expectancy positively influences the current users' system usage of 
technology-based privacy protection tools. 

2.6 Response costs (RC) 
 
According to the PMT, the Internet user appraises the perceived effectiveness and required 
effort of the recommended behaviour, which are then weighted against the perceived response 
costs. Literature defines response costs as “an estimate of the costs associated with a 
particular course of action (Neuwrith, Dunwoody, & Griffin, 2000, p. 723).” 
 
Several other technology acceptance-related studies have applied response costs significantly 
to behavioural intention in the context of home wireless security and using protective 
passwords amongst others (Woon, Tan, & Low, 2005; Chenoweth, Minch, and Gattiker, 
2009; Zhang & McDowell, 2009). Within this research, response costs are considered any 
time, effort investments, or reduction in convenience caused by installing/ using TBPPT. 
Depending on the type of TBPPT using it can substantially impact the fluency of using the 
Internet. Some TBPPT block any media players/ advertisements whilst Internet users might 
want to see either one of them. Though often there exists an option to turn the TBPPT off or 
even whitelist a site, it can be considered an inconvenience while browsing the Internet. 
Furthermore, even if only browser settings are used to remove cookies or clear history, it can 
impact convenience. Cookies are the files that remember your username, password and much 
more preferences it might have gathered on the Internet user’s browsing behaviour. For this it 
is hypothesized that: 
 

H7a: Response costs negatively influence the behavioural intention of non-users to 
adopt and use technology-based privacy protection tools. 

H7b: Response costs negatively influence the current users' system usage of 
technology-based privacy protection tools. 

2.7 Social influence (SI) 
 
Social influence is defined as “the degree to which an individual perceives that important 
others believe he or she should use the new system” (Venkatesh et al, 2003, p. 451). Social 
influence originates from three other constructs from recognized academic literature; 
subjective norm, social factors, and image (Venkatesh et al., 2003). In the context of this 
research social influence will most likely come from friends, family and/or co-workers. It is a 
fair assumption that non-users were made aware either by someone from their social 
environment, or by self-education. Regardless of the source, the process of informing on 
third-party tracking will most likely have included some kind of mention of TBPPT as well. 
SI is a core construct of the UTAUT and has been proven a significant predictor to user 
acceptance in studies relating to mobile banking (Zhou, Lu, & Wang, 2010; Martins, Oliveira, 
& Popovic, 2014), general (Im Hong, & Kang, 2011) and innovative technology adoption 
(Casey & Wilson-Evered, 2012), and healthcare information systems (Hsu & Lee, 2012). 
IHowver, a non-significant effect form SI on intention was found in a study into location-
based service applications (Yun, Han, & Lee, 2013). Based on the existing literature it is 
expected that the social environment would play a significant role in the decision to adopt 
TBPPT for both non-users and users. For this reason it is hypothesized that: 
 

H8a: Social influence positively influences the behavioural intention of non-
users to adopt and use technology-based privacy protection tools. 

H8b: Social influence positively influences the current users' system usage of 
technology-based privacy protection tools. 
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2.8 Facilitating conditions (FC) 
 
Facilitating conditions are defined as “the degree to which an individual believes that an 
organizational and technical infrastructure exists to support use of the system (Venkatesh et 
al, 2003, p. 453).” Facilitating conditions has been conceptualized with the intention to 
capture three existing variables; perceived behavioural control, facilitating conditions, and 
compatibility  (Venkatesh et al., 2003). As this research does not take place within an 
organization, FC will redefined to better fit the context of this research. For this research FC 
will be defined as the degree to which an individual believes that and support exists to 
facilitate the learning and using of TBPPT. Although FC is a core construct of the UTAUT, it 
is most often tested against system usage over intention to adopt. FC has been found a 
significant predictor for the intention to adopt in a healthcare information system context 
(Hsu & Lee, 2012), and for system usage in the contexts of mobile banking (Zhou, Lu, & 
Wang, 2010), technology adoption (Im, Hong, & Kang, 2011) and location-based services 
(Zhou, 2012). It is expected that both users and non-users will find appreciate and require the 
presence of FC when deciding to adopt TBPPT. Therefore, it is hypothesized that: 

 
H9a: Facilitating conditions positively influence the behavioural intention of 

non-users to adopt and use technology-based privacy protection tools. 
H9b: Facilitating conditions positively influence the system usage of 

technology-based privacy protection tools. 
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3. Methods 

3.1 Research design 
 
This research uses a correlational design as it attempts to explore the direction and 
relationships between predictor, and outcome variables. The data will be collected by means 
of an online questionnaire, as the respondents are to be collected by use of a respondent 
agency. Moreover, a professional survey building, and collecting tool was made available for 
this research by the University of Twente. For the non-user and user participant group to be 
comparable, the non-user participant group was educated by means of a three-minute 
manipulation video, shown to them prior to filling in the questionnaire. The video contained a 
brief introduction, and the positive and negative aspects of third-party tracking and TBPPT.  

3.2 Procedure 
 
To answer the research question this research will be tested against a sample of the Dutch 
population. The Netherlands is part of the European Union with a total of 95.7% Internet 
users on their total population (IWS, 2015). The Central Bureau of Statistics (CBS) reported 
that the Internet skills of the Dutch population are well above average compared to he rest of 
the European Union (2014). The large percentage of Internet users and skills suggest that 
most of the population is familiar with, or has been unconsciously victimized by third-party 
tracking. 
 
There existed a total of three requirements for participating in this research. First of all, as the 
case study is of the Netherlands, the participants were required to be a present inhabitant of 
this same country. Second, that the participant can read and understand the Dutch language, 
as the measurement instrument is conveyed in this language. Third, that the participant is 
above 18 years of age, as permission to use the provided information needs to be given. There 
was no requirement imposed in regards to Internet use was given, as the questionnaire was 
solely distributed via e-mail and Social Media. Moreover, the data was collected using the 
online survey-building, distribution, and collection tool Qualtrics. It was therefore assumed 
that any participant could safely be considered an Internet user. 
 
To ensure minimal translational bias for this research instrument, a back-translation technique 
was applied. The original instrument was first translated from the source language (English) 
to the target language (Dutch) by the researcher. Subsequently, the translated instrument was 
then translated back to the source language (English) by a bilingual native Dutch-speaking 
translator. The back-translated instrument was then compared by a third independent rater to 
root out and correct any inconsistencies found. Having ironed out any translational bias by 
means of back translation, a pre-test was held in order to identify any potential problems to 
the process of filling out the questionnaire. The pre-test was held among a sample consisting 
of Dutch students (n=11) aged 22 - 27 (M = 22, SD = 2.166) with a minimum of 8 years of 
Internet experience. A separate pilot test was done for the non-user manipulation video. 
Participants were requested to view the video and report back any unclear aspects of it. Based 
on the feedback received any errors and unclear aspects were altered. 
 
Data collection lasted from 24 April until 15 May 2015 and the responses were gathered 
using the services of Respondentedatabase.nl. 
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3.2 Participants 
 
All participants were obtained by means of the participant-facilitating agency 
Respondentennet.nl. A total of 580 participants were collected. Out of these 580 participants, 
444 participants were users, and 136 participants were non-users. To improve the reliability 
of these responses three filters were applied to weed out bad responses. The data set was 
tested against whether participants had completely finished the questionnaire, in what time 
frame the questionnaire was filled in, and whether there was suspicion of straightlining.  
 
Table 1 
Demographics  
Demographic characteristics  Min Max M SD 
Ageb) 19 82 47.75 15.00 
Agec) 18 80 48.00 14.91 
 Frequencyb) Percentageb) Frequencyc) Percentagec) 
Gender     
Male 44 47.31 130 54.17 
Female 49 52.69 110 45.83 
Education      
Primary school 0 0 1 0.42 
High school 18 19.35 43 17.92 
Practical education 38 40.86 87 36.25 
Bachelor 32 34.41 79 32.92 
Master 5 5.38 26 10.83 
Other 0 0 4 1.67 
Occupation     
Student 11 11.83 18 7.50 
Employed 45 48.39 108 45.00 
Self-employed 5 5.38 13 5.42 
Unemployed 7 7.53 31 12.92 
Retired 13 13.98 39 16.25 
Other 12 12.90 31 12.92 
Total 93 100 240 100 
b) non-users,  c) users  
 
 
After removing unreliable responses form the data set a total of 458 respondents remained. 
Participants were divided in one of three groups: the non-users, users who use browser 
settings, and users who use either browser add-ons or software. After reviewing the data, it 
was decided to exclude the browser settings participant group, as it could not be determined 
whether this participant group adopted TBPPT to protect themselves from third-party 
tracking, or for unidentifiable reasons. 
 
The non-users group consisted of 90 participants (47.3% male; age; M = 47.75, SD = 15.00; 
range 19–82 years), and the users who employ either browser add-ons or software contained 
236 participants (54.2% male; age; M = 48.00, SD = 14.91; range 18-80 years). The 
demographics between the two participant groups appear to be similarly distributed (see 
Table 1). The only notable differences exist in the higher percentage of men in the Software 
and add-on users (male; NU 47,31%; U 54,17%), and the lower percentage of NU 
participants who have achieved a master’s degree (Master; NU; 5,38%; U 10,83%). 
Surprisingly, user participant group turned out to be the largest of the three participant groups 
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(see Table 1). Moreover, a majority of the users is using TBPPT software to protect their 
online privacy (n = 195; 81,25%) over browser add-ons (n = 45; 18,75%).  

3.3 Measurements 
 
 The questionnaire started with an introductory text, briefly introducing the author, elaborate 
on the research and its goals and on what is expected of the participant. The participant was 
then requested to confirm to have read and understood the text and conditions it posed. 
 
Following the introductory text the questionnaire split the respondents into users and non-
users of TBPPT. This was done by means of the provision of a definition of TBPPT and a 
question asking whether the respondent used TBPPT or not. Subsequently demographic 
factors were asked such as age, sex, province education, and employment and Internet usage. 
Participants who were classified as non-users were required to watch a tracking education 
video of three minutes before being able to progress to the attitude measurement scales.  
 
Following the demographics participants were presented a total of 10 7-point Likert-style 
attitude measurement scales of which each contained 4-7 items, which are presented below in 
Table 2.  
  
Table 2 
Scales used in Questionnaire  
Code Items  
Perceived Severity (SEV) (Mohamed & Ahmad, 2012; Woon, Tan & Low, 2005*) 

SEV1 
Losing personal information privacy through browsing the Internet would be a 
serious problem for me. 

SEV2 
Having personal identifiable information (name, address, e-mail address, phone 
number, social security number) collected while browsing the internet would be a 
serious problem for me. 

SEV3 
Having non-personal identifiable information (browsing behaviour, time on a page, 
what page is visited next, interests, hobbies, search history) collected while 
browsing the internet would be a serious problem for me. 

SEV4 
Advertisement networks collecting my personal information and creating a profile 
based on my browsing behaviour is a serious problem for me. 

SEV5* Loss resulting from tracking my internet browsing is not a serious problem for me. 
Perceived Vulnerability (VUL) (Dinev & Hart, 2004) 
VUL1 Personal information could be sold to third parties.  
VUL2 Personal information collected could be misused. 

VUL3 
Personal information could be made available to unknown individuals or companies 
without my knowledge. 

VUL4 Personal information could be made available to government agencies. 
VUL5 Personal information could be inappropriately used. 
VUL6 Unethical use of collected information is attractive to some companies. 
VUL7 Legal but questionable use of collected information is profitable to some companies. 
Intrinsic rewards (IRW) (self-developed scale) 
Online personalized advertisements… 
IRW1 allow me the opportunity to save time when I shop online. 
IRW2 make it easier for me to find products or services that I need. 
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IRW3 make me conscious of products or services that I might need, but was not aware of. 

IRW4 have my preferences over traditional mass marketing, as they only show relevant 
products and services. 

Extrinsic rewards (ERW) (self-developed scale) 
I would allow the tracking of my personal information and the showing of advertisements 
while I browse the Internet if… 
ERW1 I would support the websites I visit by doing so. 
ERW2 I would help my favorite websites to continue existing.  
ERW3 this would increase the quality of my favorite websites.  
ERW4 I would help maintain the quality and content of the Internet by doing so.  
Performance expectancy (PE) (Venkatesh, et al. 2003) 
PE1 I would find the system useful in my job.  
PE2 Using the system enables me to accomplish tasks more quickly. 
PE3 Using the system increases my productivity.  
PE4 If I use the system, I will increase my chances of getting a raise. 
Effort expectancy (EE) (Venkatesh, et al. 2003) 
EE1 My interaction with the system would be clear and understandable. 
EE2 It would be easy for me to become skillful at using the system.  
EE3 I would find the system easy to use.  
EE4 Learning to operate the system is easy for me. 
Response costs (RC) (Woon, Tan & Low, 20005) 

RC1 The cost of enabling technology-based privacy protection tools would decrease the 
convenience afforded by browsing the Internet. 

RC2 There are too many overheads associated with trying to enable technology-based 
privacy protection tools on an Internet browser. 

RC3 Enabling technology-based privacy protection tools on an Internet browser would be 
time consuming. 

RC4 Enabling technology-based privacy protection tools on my internet browser would 
require considerable investment of effort other than time. 

Facilitating conditions (FC) (Venkatesh et al., 2003) 
FC1 I have the resources necessary to use the system.  
FC2 I have the knowledge necessary to use the system.  
FC3 The system is not compatible with other systems I use. 
FC4 A specific person (or group) is available for assistance with system difficulties. 
Social influence (SI) (Venkatesh, et al. 2003) 
SI1 People who influence my behaviour think that I should use the system.  
SI2 People who are important to me think that I should use the system.  
SI3 The senior management of this business has been helpful in the use of the system.  
SI4 In general, the organization has supported the use of the system. 
Behavioral intention (BI) (Kumar et al., 2008) 
BI1 I intend to engage in technology-based privacy protection in the next three months. 

BI2 I predict that I would engage in technology-based privacy protection in the next 
three months. 

BI3 I plan to engage in technology-based privacy protection in the next three months. 
System usage (USE) (Lucas & Spitler, 2000*) 
USE1 How often do you use technology-based privacy protection tools? 
USE2 How frequent do you use technology-based privacy protection tools? 

USE3* At the present time, I consider myself to be an extremely frequent user of 
technology-based privacy protection 

USE4* I currently use technology-based privacy protection continuously throughout the day 
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3.4 Measurement instrument reliability 
 
The test of multicollinearity was applied to the data (see Table 3). There are many “rules of 
thumb” which guide the researcher on how to interpret the variance inflation factor and 
tolerance level, the most used appear to be a VIF of 10, 5, and 4 (Field, 2009). As the 
maximum variance inflation factor is 2.55, and the lowest level of tolerance .392, there is no 
reason to worry about multicollinearity in for this research (see Table 3). 
 
Table 3 
Collineary statistics for the factors predicting behavioral intention and system usage  
 
Collinearity Statistics 
  Non-users Model Users Model 
Dependent Variable  IV’s Tolerance VIF Tolerance VIF 
Perceived severity  
(SEV) 

VUL .869 1.151 .924 1.082 
IRW .689 1.451 .664 1.507 
ERW .644 1.553 .597 1.674 
PE .520 1.922 .493 2.030 
EE .505 1.982 .441 2.269 
RC .933 1.072 .808 1.238 
FC .669 1.495 .393 2.543 
SI .714 1.400 .827 1.210 

Perceived vulnerability  
(VUL) 

SEV .543 1.840 .812 1.232 
IRW .664 1.505 .663 1.509 
ERW .579 1.726 .590 1.694 
PE .503 1.987 .490 2.042 
EE .502 1.993 .443 2.258 
RC .896 1.116 .776 1.288 
FC .657 1.521 .392 2.550 
SI .666 1.503 .803 1.246 

Intrinsic rewards 
(IRW) 

SEV .542 1.845 .812 1.232 
VUL .835 1.197 .923 1.084 
ERW .694 1.441 .770 1.299 
PE .442 2.264 .485 2.060 
EE .521 1.920 .441 2.269 
RC .899 1.112 .776 1.288 
FC .663 1.507 .392 2.552 
SI .707 1.415 .829 1.206 

Extrinsic rewards  
(ERW) 

SEV .586 1.707 .830 1.205 
VUL .842 1.187 .934 1.071 
IRW .803 1.246 .874 1.144 
PE .441 2.265 .499 2.003 
EE .562 1.780 .464 2.156 
RC .943 1.060 .822 1.216 
FC .688 1.453 .392 2.552 
SI .667 1.500 .799 1.251 

Performance expectancy 
(PE) 

SEV .612 1.635 .820 1.220 
VUL .946 1.057 .928 1.078 
IRW .660 1.515 .661 1.514 
ERW .571 1.753 .598 1.671 
EE .586 1.707 .473 2.116 
RC .901 1.110 .777 1.287 
FC .659 1.518 .454 2.202 
SI .685 1.461 .811 1.232 
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Effort expectancy 
(EE) 

SEV .523 1.912 .808 1.238 
VUL .831 1.203 .925 1.081 
IRW .686 1.457 .661 1.514 
ERW .640 1.562 .612 1.633 
PE .517 1.935 .520 1.921 
RC .910 1.099 .783 1.277 
FC .718 1.393 .532 1.880 
SI .665 1.504 .824 1.213 

Response costs 
(RC) 

SEV .542 1.845 .841 1.190 
VUL .832 1.202 .920 1.087 
IRW .664 1.505 .661 1.514 
ERW .602 1.660 .616 1.623 
PE .445 2.246 .486 2.058 
EE .510 1.961 .445 2.249 
FC .658 1.520 .397 2.518 
SI .671 1.489 .827 1.209 

Facilitating conditions 
(FC) 

SEV .528 1.893 .812 1.231 
VUL .830 1.205 .923 1.084 
IRW .666 1.500 .662 1.511 
ERW .598 1.672 .583 1.716 
PE .443 2.258 .564 1.774 
EE .547 1.828 .600 1.668 
RC .894 1.118 .788 1.269 
SI .666 1.501 .808 1.238 

Social influence 
(SI) 

SEV .557 1.794 .837 1.195 
VUL .830 1.204 .926 1.080 
IRW .701 1.426 .687 1.457 
ERW .572 1.748 .583 1.717 
PE .455 2.200 .494 2.026 
EE .501 1.998 .455 2.196 
RC .902 1.108 .805 1.243 
FC .658 1.520 .396 2.526 

 

3.5 Factor analysis 
 
Using orthogonal rotation (varimax) the rotated component matrix shows the factor loadings 
for each variable into each factor. Loadings below the criterion value of 0.4 have been 
suppressed for interpretive purposes (Field, 2009). Looking at the content of each of the three 
rotated component matrixes, it can be seen that for the non-users SI loaded two items into 
perceived severity (see Table 4), though not sufficient enough to worry.  For the user 
participant group however, the items of both EE and FC appear to have loaded into Factor 1 
(See Table 5). This suggests that either one of the scales failed to measure what it was 
intended for, or that the items are sub-components of EE (Field, 2009,).  
 
To test whether or not the items of EE and FC truly are loaded into the same factor, thereby 
suggestion that they are measuring the same, a separate factor analysis was done including 
only the items of EE and FC for the dataset of the user participant group. From the separate 
factor analysis it can be interpreted that the items of EE and FC do load separately and 
therefore neither component will be removed from this research and used for further data 
analysis (see Table 6). 
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Table 4 
Rotated Component Matrix Non-users 
 

           
 1 2 3 4 5 6 7 8 9 10 
VUL1 0.81 

         VUL2 0.89 
         VUL3 0.93 
         VUL4 0.89 
         VUL5 0.92 
         VUL6 0.62 
         VUL7 0.77 
         SEV1 

 
0.84 

        SEV2 
 

0.93 
        SEV3 

 
0.82 

        SEV4 
 

0.91 
        SEV5 

 
0.88 

        IRW1 
    

0.77 
     IRW2 

    
0.86 

     IRW3 
    

0.85 
     IRW4 

    
0.79 

     ERW1 
   

0.86 
      ERW2 

   
0.89 

      ERW3 
   

0.90 
      ERW4 

   
0.83 

      EE1 
      

0.79 
   EE2 

      
0.78 

   EE3 
      

0.76 
   EE4 

      
0.76 

   PE1 
  

0.82 
       PE2 

  
0.82 

       PE3 
  

0.82 
       PE4 

  
0.84 

       SI1 
 

0.46 
       

0.56 
SI2 

 
0.47 

       
0.59 

SI3 
         

0.86 
SI4 

         
0.81 

FC1 
        

0.77 
 FC2 

        
0.73 

 FC3 
        

0.74 
 FC4 

        
0.63 

 RC1 
     

0.70 
    RC2 

     
0.90 

    RC3 
     

0.90 
    RC4 

     
0.89 

    BI1 
       

0.83 
  BI2 

       
0.91 

  BI3 
       

0.92 
  Extraction Method: Principal Component Analysis 

Rotation Method: Varimax with Kaiser Normalization 

a Rotation converged in 8 iterations, 
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Table 5 
Rotated Component Matrix Users 
 

          
 

1 2 3 4 5 6 7 8 9 
VUL1 

 
0.78 

       VUL2 
 

0.78 
       VUL3 

 
0.89 

       VUL4 
 

0.88 
       VUL5 

 
0.89 

       VUL6 
 

0.76 
       VUL7 

 
0.74 

       SEV1 
  

0.81 
      SEV2 

  
0.83 

      SEV3 
  

0.74 
      SEV4 

  
0.87 

      SEV5 
  

0.85 
      IRW1 

    
0.89 

    IRW2 
    

0.88 
    IRW3 

    
0.88 

    IRW4 
    

0.83 
    ERW1 

     
0.84 

   ERW2 
     

0.87 
   ERW3 

     
0.88 

   ERW4 
     

0.85 
   EE1 0.79 

        EE2 0.91 
        EE3 0.87 
        EE4 0.90 
        PE1 

        
0.62 

PE2 0.47 
       

0.66 
PE3 0.49 

       
0.57 

PE4 
        

0.66 
SI1 

      
0.86 

  SI2 
      

0.89 
  SI3 

      
0.90 

  SI4 
      

0.87 
  FC1 0.58 

  
0.47 

     FC2 0.75 
        FC3 0.56 
  

0.47 
     FC4 0.57 

        RC1 
       

0.77 
 RC2 

       
0.87 

 RC3 
       

0.87 
 RC4 

       
0.84 

 USE1 
   

0.75 
     USE2 0.46 

  
0.74 

     USE3 
   

0.76 
     USE4 

   
0.74 

     Extraction Method: Principal Component Analysis,  

Rotation Method: Varimax with Kaiser Normalization, 

a Rotation converged in 8 iterations, 
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Table 6 
Rotated Component users EE and FC Users 

   
 

1 2 
EE1 0.800 

 EE2 0.877 
 EE3 0.874 
 EE4 0.891 
 FC1 

 
0.798 

FC2 0.527 0.672 
FC3 

 
0.842 

FC4 
 

0.760 
Extraction method: Principal Component Analysis 

Rotation method: Varimax with Kaiser Normalization 

a Rotation converged in 3 iterations, 

 
 

3.6 Cronbach’s Alpha 
 
In order to test the reliability of the measurement instrument Cronbach’s Alpha was 
conducted on the scales. Table 7 presents the results. 
 
Table 7 
Descriptive Statistics 
 
Measurement Scales Itemsb) ab) Mb) SDb) Itemsc) ac) Mc) SDc) 
Perceived vulnerability 7 0.93 5.35 1.33 7 0.92 5.45 1.28 
Perceived severity 5 0.95 4.78 1.45 5 0.92 4.89 1.17 
IRW? 4 0.89 3.92 1.25 4 0.94 3.73 1.61 
ERW? 4 0.95 4.21 1.40 4 0.96 3.45 1.56 
Effort expectancy 4 0.91 4.65 1.15 4 0.93 4.77 1.22 
Performance expectancy 4 0.96 5.13 1.12 4 0.92 5.48 0.91 
Social influence 4 0.84 4.07 1.25 4 0.91 4.56 1.43 
Facilitating conditions 4 0.84 4.54 1.09 4 0.87 5.20 0.97 
Response costs 4 0.88 4.09 1.06 4 0.89 3.88 1.25 
Behavioral intention 3 0.97 3.47 1.58     
System usage     4 0.90 5.29 1.09 
b) non-users,  c) users 
Note: constructs were measured on a 7-point Likert scale (1 = totally disagree/7 = totally agree) 
 
 
In order to ensure high reliability of the measurement instrument existing, and proven to be 
reliable scales were used and altered to befit this research. As can be seen form Table 7, the 
lowest alpha for either participant group is .84. The threshold for an acceptable alpha is 
generally put at .7 (Cortina, 1993). As all of the scales score well above and beyond that 
threshold, it can be assumed that the scales are sufficiently reliable.  
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Section 4: Results 

4.1 Correlational analysis 
 
A bivariate correlational analysis in the form of Pearson’s product-moment coefficient was 
conducted on the data sets to investigate whether any of the variables co vary, and to quantify 
the strength of the relationship between these variables (Field, 2009). Pearson’s product-
moment coefficient presents a table where the variables are given values ranging between -1 
and +1, where 0 to -1 stands for a negative correlation, and 0 to +1 stands for a positive 
correlation. The closer to 0 the value is, the less strong its correlation is to the paired variable. 
A commonly used measure is for ± .1 to be considered a small effect, ± .3 to be a medium 
effect and ± .5 to be a large effect (Field, 2009). 

4.1.1 Non-users 
 
Table 8 presents the results of the Pearson’s product-moment coefficient applied to the non-
user data set. A total of five variables appear to have a significant correlation when paired to 
the dependent variable behavioural intention. Most notable is social influence (r = .464) 
which holds the highest correlational effect, and perceived severity (r = .401), intrinsic 
rewards (r = .383) and facilitating conditions (r = .368), which all can be considered to have a 
medium-sized correlational effect on behavioural intention. Other variables that have a small 
correlational effect on behavioural intention are performance expectancy (r = .239) and effort 
expectancy (r = .208). 
 
Table 8 
Correlations Matrix Non-users 
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4.1.2 Users 
 
Table 9 presents the results of Pearson’s product-moment coefficient applied to the users data 
set. All but three variables appear to have a significant correlation with behavioural intention. 
Two very large correlational effects were found on behavioural intention, namely 
performance expectancy (r = .644) and facilitating conditions (r = .657). Other significant 
correlational effects were effort expectancy (r = .529) with a large correlational effect, 
perceived severity (r = 2.88) with a medium correlational effect, and perceived vulnerability 
(r = .154) and social influence (r = .167) with a small correlational effect. 
 
Table 9 
Correlations Matrix Users 
 

 

4.2 Regression analysis 
 
As this research is based upon the UTAUT complemented with additional variables from the 
Protection Motivation Theory (PMT), a hierarchical regression was performed. As the 
Unified Theory of Acceptance and Use of Technology (UTAUT) is the core of this research, 
model 1 (see table 10) primarily consists of UTAUT the variables effort expectancy (EE), 
performance expectancy (PE), social influence (SI) and facilitating conditions (FC). Model 2 
holds the additional PMT variables of perceived vulnerability (VUL), perceived severity 
(SEV), intrinsic (IRW) and extrinsic rewards (ERW), response costs (RC) and tests the model 
as a whole. Table 10 presents the findings form the non-users data. 
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4.2.1 Non-users 
 
From Table 10 can be seen that a total of 30% (UTAUT: R2 = .30) variance on behavioural 
intention can be explained by the UTAUT variables, which increases by 9% (∆R2 = .09) to 
39% when the PMT variables are added (OPPM: R2 = .39). Furthermore, cross-validation has 
been tested through the adjusted R2, which shows that if the model had been tested against 
the population that the sample was taken from, 32% (model 2: Adj. R2 = .32) variance on 
behavioural intention would be accounted for. 
 
The non-users participant group has a total of three variables significantly predicting BI; SI (β 
= .31, p = < .01), FC (β = ..30, p = < .01), and IRW (β = .25, p = < .01). Contrary to its 
expectations, IRW has been identified as significant positive predictor of BI. This causes H8a 
and H9a to be supported, and H3a to be rejected. Another interesting result is though 
insignificant, PE function as a negative predictor (β = -.16) on BI. The remaining variables of 
EE, VUL, SEV, ERW and RC all function in the predicted direction yet have been found 
insignificant, rejecting H1a, H2a, H4a, H5a, H6a and H7a. 
 
 
Table 10 
Hierarchical regression on behavioral intention for the non-users’ model 
 
Regression Coefficients 
Models  B SE B b R2 Adj. R2 ∆R2 
Model 1    .30 .26  
 Constant -.34 .79     
 Effort expectancy -.07 .16 -.01    
 Performance expectancy -.02 .16 -.00    
 Social influence .53 .12 .42***    
 Facilitating conditions .45 .15 .31**    
Model 2    .39 .32 .09 
Constant -.67 1.0     
Effort expectancy .04 .17 .03    
Performance expectancy -.22 .18 -.16    
Social influence .39 .13 .31**    
 Facilitating conditions .43 .16 .30**    
 Perceived vulnerability  .09 .11 .08    
 Perceived severity .22 .12 .20    
 Intrinsic rewards .32 .13 .25**    
 Extrinsic rewards -.19 .13 -.17    
 Response costs -.10 .13 -.07    
*** p < .001, ** p < .01, * p < .05       
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4.2.2 Users 
 
Table 11 holds the results of hierarchal regression analysis for the user participant group. The 
results show that for the UTAUT variables 52% (model 1: R2 = .52) variance can be 
explained in relation to behavioural intention, which increases by 2% (∆R2 = .02) when the 
PMT variables are added to the model (model 2: R2 = .54). Cross-validation by means of the 
adjusted R2 showed that the predicted power of the OPPM will only shrink by a minimum of 
2% (Adj. R2 = .52) when tested against the population that the sample was taken from. 
 
Model 2 holds four significant predictors of behavioural intention, namely PE (β = .32, p = < 
.001), FC (β = .36, p = < .001), SEV (β = .10, p = < .05) and IRW (β = .12, p = < .05). This 
leads to the support of H1a, H3a, H6a, and H9a. EE, SI, VUL, ERW and RC were found to be 
insignificant predictors of BI, leading to the rejection of H2a, H4a, H5a, H7a and H8a. 
Though non-significant, ERW and RC were found to relate to BI in the opposite hypothesized 
direction than suspected. 
 
 
Table 11 
Hierarchical regression on behavioral intention for the users’ model 
 
Regression Coefficients 
Models  B SE B b R2 Adj. R2 ∆R2 
Model 1    .52 .51  
 Constant .24 .34     
 Effort expectancy .08 .06 .09    
 Performance expectancy .41 .07 .34***    
 Social influence .06 .04 .08    
 Facilitating conditions .41 .08 .36***    
Model 2    .54 .51 .02 
Constant -.20 .45     
Effort expectancy .09 .06 .10    
Performance expectancy .39 .08 .32**    
Social influence .05 .04 .07    
 Facilitating conditions .40 .08 .36***    
 Perceived vulnerability  .02 .04 .03    
 Perceived severity .10 .05 .10*    
 Intrinsic rewards -.08 .04 -.12*    
 Extrinsic rewards .06 .04 .08    
 Response costs .02 .04 .02    
*** p < .001, ** p < .01, * p < .05       
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5. Discussion 

5.1 Evaluation of the Online Privacy Protection Model 
 
By the testing of the Online Privacy Protection Model against the research question of “What 
factors influence the decision of Internet users’ to adopt and use technology-based privacy 
protection tools?” this research has identified seven significant predictors of the adoption of 
technology-based privacy protection tools (TBPPT) (see Figure 2). From the two participants 
groups the non-users group found that social influence (SI), facilitating conditions (FC) and 
intrinsic rewards (IRW) are significant predictors of the intention to adopt TBPPT. The users 
participant group found a total of four significant predictors: performance expectancy (PE), 
facilitating conditions (FC), perceived severity (SEV), and intrinsic rewards (IRW). The 
discussion section will further discuss the results, its practical implications, theoretical 
relevance, limitations, and conclude upon this research.  
 
Figure 2: 

 

5.1.1 Non-users 
 
For the non-users there were three significant predictors on behavioural intention (BI), 
namely social influence (SI), facilitating conditions (FC), and intrinsic rewards (IRW). As 
hypothesized based upon existing literature, SI and FC were found to be statistically 
significant predictors of BI. These results make sense as those who do not use technology-
based privacy protection tools (TBPPT) will most likely be made aware of the threat of third-
party tracking by their peers. Subsequently, the findings suggest that non-users have a social 
environment that supports the use of TBPPT. As for FC, non-users will most likely affix more 
value to the available FC due to their inexperience with the TBPPT.  
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The significant positive result of IRW was surprising, as the opposite relation was 
hypothesized. In a study examining user concerns for online tracking and advertising, 
Agarwal et al., (2013) reported that Internet users did not mind the personalization of 
advertisements as much as they were annoyed with embarrassing, or repetitive 
advertisements. Moreover, a situational bias was reported on in regards to third-party 
tracking, where only sensitive topics (such as banking) were frowned upon, and a more 
neutral attitude was in place towards third-party tracking in general, though found to be 
highly varying. This could explain why a significant positive relationship exists between IRW 
and BI. 
 
Although hypothesized as expected to be significant, the non-users participant group had six 
insignificant predictors of BI, namely effort expectancy (EE), performance expectancy (PE), 
perceived vulnerability (VUL), perceived severity (SEV), extrinsic rewards (ERW), and 
response costs (RC). The insignificant result of both PE and EE on BI could be explained by 
the significant result of SI. When a non-user gets introduced to the landscape of third-party 
tracking and TBPPT, they might not base their decisions whether or not to use TBPPT on the 
expected performance or required effort, but on the advice and support of the person who 
introduced them. Furthermore, there are the insignificant predictors of VUL and SEV, which 
suggests that the non-users do not find the VUL and SEV of third-party tracking sufficient to 
engage in the use of TBPPT.  The insignificant result of ERW signifies that even though 
third-party tracking and online behavioural advertising (OBA) can be considered part of the 
Internet eco-system, it is insufficient reason to engage in the use of TBPPT. Reasoning for 
this result could potentially be that Internet user’s do not assess the trade-off of the content, 
services, or products that the website is offering as valuable enough to give up their personal 
information. Lastly, RC failing to be a significant predictor of BI might be as non-users have 
yet to experience the usage of TBPPT first-hand themselves, and might therefore not be 
sufficiently familiar with the potential hindrances that TBPPT might cause. Although 
educated on the potential RC they might not fully understand what the RC of TBPPT entail, 
and how it affects the convenience of browsing the Internet. 

5.1.2 Users 
 
As for the users participant group, four variables were found to significantly predict system 
usage, namely PE, FC, SEV, and IRW. The significant result of performance expectancy 
implies that the TBPPT users find it essential for a TBPPT to match the performance 
expected to start, and keep using it. Similar to PE, FC is a core variable of the UTAUT and its 
significance show that TBPPT users find it imperative that there exists support system 
surrounding the TBPPT. The combination of a significant result for SEV, and an insignificant 
result for VUL, implies that TBPPT users find the practice of third-party tracking sufficiently 
severe to worry about, yet an insignificant result of VUL suggests that the probability of 
occurrence to themselves specifically, is not. A potential explanation for these specific results 
could be optimistic bias. In a study about optimistic bias about online privacy risks, Hichang, 
Jae-Siyoung, and Siyoung (2010) found that Internet users “judge themselves to be 
significantly less likely than others to experience online privacy risks (p. 992).” The outcome 
of IRW to be a significant negative predictor of BI was as hypothesized. However, when 
viewing the result of IRW next to that of ERW, it can be contemplated that the TBPPT user 
engages in TBPPT due to direct and personal gain, over ethical reasoning.  
 
EE, SI, RC were all found to be insignificant predictors of BI. The insignificant result of EE 
could be attributed to the characteristics of the TBPPT users group. As the users participant 
group consists of users who are all experienced in both Internet usage, and TBPPT usage and 
could therefore consider engaging in TBPPT not to be a task, which would take a great 
amount of effort (Zhou, 2012). As the user participant group already are TBPPT users, it 
might explain why SI was deemed insignificant as a predictor of BI. Judging from the large 
amount of long-term TBPPT users SI might not hold sufficient value to be a significant 
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predictor. This finding is consistent with the results of Yun, Han, and Lee (2013) who found 
that SI did not have a significant effect on continuous usage intention. The insignificant result 
of the RC of TBPPT on USE could be attributed to the experience the users participant group 
have with TBPPT. Perhaps the TBPPT users have gotten used to the RC of TBPPT to such an 
extent that they do not even realize the RC anymore, or at least are not as bothered by it. 

5.2 Practical implications 
 
This research has presented a potential method to either get Internet users to use TBPPT, or to 
maintain their usage. To motivate Internet users to use TBPPT it is imperative that the social 
environment is supportive of the usage of TBPPT. Meaning that new TBPPT are best 
recruited through the social network of current users. Developers of TBPPT could exploit this 
finding in their attempt to acquire new users by trying to tap into the network of the current 
users. Encouragement of endorsing the TBPPT could be rewarded by a discount, or allowing 
the usage of special features. 
 
Furthermore, the FC hold weight in user acceptance as well. This finding suggests that 
potential users of TBPPT hold value to the extend of available support and service for the 
TBPPT. TBPPT developers could apply the significant result of FC by emphasizing 
supportive and service-related features that come with the TBPPT. Examples could be an 
option for guidance or any questions (non-)users might have by phone, email, or chat , a FAQ 
section on the website, or guides on how to install and use the TBPPT in question. 
 
Based on the results of this research the current users of TBPPT hold different expectations 
and requirements to TBPPT for continuous usage than non-users. The strongest among the 
factors affecting continuous usage being PE and FC, suggesting that as expertise with TBPPT 
rises, the requirements put to the TBPPT does so as well. Furthermore, SEV and IRW are 
found to be significant predictors of the continuous usage as well. The SEV and IRW 
variables complement the significant result of PE in terms of practical implications, as the 
Internet user assesses PE by means of the ability of the TBPPT to nullify the SEV and OBA 
threat. TPBBT developers could use this finding in their promotional efforts by accentuating 
how the TBPPT will help the TBPPT user excel in protecting their online privacy. Focus 
areas in these promotional efforts should be how the TBPPT would address and prevent the 
threat of both SEV, and OBA. As with the non-users participant group, the TBPPT users 
attach value to available FC supplemented by the TBPPT, the same advice holds for the FC 
results of the users. 

5.4 Theoretical relevance 
 
The merger of the UTAUT and PMT into the Online Privacy Protection Model has been 
shown as relevant by this research. Whereas the UTAUT has been argued to lack context 
(Venkatesh, Thong, Chan, Hu, & Brown (2011), and the PMT has been designed primarily 
for a health-related context, the OPPM has combined the two, in an attempt to explore what 
factors influence Internet users to adopt TBPPT. Although not all the variables were found to 
be significant predictors of BI or USE, the non-users and users group were found to have 
significant predictors from both models. By identifying variables that successfully and fail to 
predict BI and USE of TBPPT, this study has offered the basis for the a new privacy-related 
technology acceptance model.  
 
Potential improvement of the model could be achieved when limitations from this research 
were to be addressed. For example, even though a video-balance test was used for the 
tracking & TBPPT educational video for the non-users participant group, it might influence 
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participants in manners not intended. Some might consider the video unprofessionally made, 
too fast, too long, or do not like the speakers voice. Furthermore, the participant groups were 
not divided equally, resulting in a non-users group of 90 participants, and a users group of 
236 participants. Lastly, the exclusion of certain PMT variables over UTAUT variables might 
have influenced the results, using self-efficacy or response-efficacy over its UTAUT 
counterparts could potentially result in more significant outcomes. Potentially more 
interesting results could be achieved if these limitations were not present. 

5.5 Conclusion 
 
Having identified, tested, and reported on the predictors of user acceptance of TBPPT, this 
research has presented the Online Privacy Protection Model for the explaining the intention to 
adopt TBPPT. Although the TBPPT users model accounts for about 50% variance and 32% 
for the non-users, it has identified social influence, performance expectancy, facilitating 
conditions, perceived severity, and intrinsic rewards as predictors of the intention to adopt 
TBPPT. Future research should focus on eliminating the limitations and irrelevant variables 
used in this research, as well as identify new variables that could potentially add to this 
model. To conclude, this research has provided the basis for a model that has the potential of 
evolving into a theory that can be widely used to explain the user acceptance of technology-
based privacy protection tools, in a digital landscape where the topic of online privacy is 
becoming ever more important. 
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