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Abstract

THIS MASTER’S THESIS DESCRIBES THE RESEARCH THAT IS DONE FOR THE DEVELOPMENT OF A PLUG-
BASED MICROFLUIDIC DNA EXTRACTION CHIP. THE INVESTIGATED METHOD RELIES ON A MICRO SOLID
PHASE EXTRACTION METHOD THAT IS BASED ON THE ELECTROSTATIC INTERACTION BETWEEN PROTO-
NATED AMINO GROUPS AND THE NEGATIVELY CHARGED DNA.
CHAPTER 1 STARTS WITH A GLOBAL INTRODUCTION INTO THE FIELD OF MICROFLUIDICS AND BASED
ON THIS INTRODUCTION IT WILL POINT OUT THE IMPORTANCE OF THE RESEARCH QUESTION. FROM
THE POINT OF THIS RESEARCH QUESTION, A LITERATURE STUDY IS PERFORMED AND THE RESULTS OF
HOW THE STATE-OF-THE-ART NOWADAYS IS, IS GIVEN. THERE ARE THREE MAIN APPROACHES: BEADS-
FILLED COLUMNS, MONOLITHIC COLUMNS, AND ONE-PIECE COLUMNS. EACH OF THESE APPROACHES
IS DISCUSSED AND EXAMPLES ARE GIVEN. BASED ON THIS LITERATURE STUDY, AN APPROACH FOR
THIS THESIS IS DEVELOPED.
CHAPTER 2 IS THE MORE THEORETICAL ORIENTATED CHAPTER WITH USEFUL AND RELEVANT INFOR-
MATION. IT STARTS WITH THE THEORY BEHIND THE CHIP LAYOUT AND DESIGN ASPECTS. AFTER THAT,
A MATHEMATICAL DESCRIPTION OF THE VELOCITY PROFILE INSIDE THE CHIP IS GIVEN AND THE USE
AND IMPORTANCE OF A FINITE ELEMENT METHODS BASED SOFTWARE PACKAGE FOR COMPUTATIONAL
FLUID DYNAMICS RESEARCH ARE DESCRIBED. THE VELOCITY PROFILE EQUATION IS DERIVED FROM THE
WELL-KNOWN NAVIER-STOKES EQUATIONS AND ALL THE IMPORTANT ASSUMPTIONS ARE EXPLAINED.
THIS PARAGRAPH IS FOLLOWED WITH AN INTRODUCTION INTO THE FIELD OF EMULSIONS AND SURF-
ACTANTS, WHICH ARE IMPORTANT IN DROPLET/PLUG SYSTEMS. THEN, A PARAGRAPH ABOUT DNA
DETECTION IS GIVEN. THIS FINAL PARAGRAPH GIVES A METHOD OF DETECTING LOW CONCENTRA-
TIONS OF DNA WITH HIGH LINEARITY. THIS METHOD USES A SPECIALLY COMPOSED HIGH SENSITIVITY
ASSAY KIT FOR DSDNA AND SHOWS MUCH BETTER RESULTS THAN MEASURING THE CONCENTRATION
WITH CONVENTIONAL FLUORESCENCE MEASUREMENTS.
CHAPTER 3 SHOWS THE MAIN METHOD THAT IS DESIGNED FOR THIS THESIS RESEARCH. IT STARTS
WITH A GLOBAL OVERVIEW OF THE CLEAN ROOM WORK (A DETAILLED PROCESS FLOW CAN BE FOUND
IN APPENDIX C). THE NEXT STEP IS THE FUNCTIONALIZATION OF THE CHIP, AND THEREFORE, THIS
METHOD IS ALSO GIVEN. THE EXTRACTION CAN BE PERFORMED ONCE THE FUNCTIONALIZATION IS
DONE, BUT IT ALSO NEEDS TO BE ANALYSED. THE METHODS OF EXTRACTION AND ANALYSIS ARE
DESCRIBED IN THE THIRD AND FIFTH PARAGRAPH OF THIS CHAPTER. THE FOURTH PARAGRAPH IS
DEDICATED TO THE CONNECTION BETWEEN THE MICRO WORLD AND THE MACRO UNIVERSE.
CHAPTER 4 GIVES ALL THE RESULTS AND THE DISCUSSION OF THESE RESULT, WHICH ARE COLLECTED
DURING THIS THESIS RESEARCH. AS CAN BE SEEN HERE, NOT EVERY RESULT IS AS EXPECTED AS WAS
THOUGHT ON BEFOREHAND. THE FABRICATION OF THE CHIPS AND THE FUNCTIONALIZATION OF TEST
SUBSTRATES WAS WITHOUT SIGNIFICANT PROBLEMS, BUT THE FUNCTIONALIZATION OF THE CHIP WAS
TROUBLESOME. PUMPING NORMAL AQUEOUS SOLUTIONS INTO THE CHIP CAN BE DONE, BECAUSE OF
THE LOW VISCOSITIES. MINERAL OIL ON THE OTHER HAND HAS A HIGHER VISCOSITY AND THEREFORE
IT WAS NOT POSSIBLE TO PUMP IT INTO THE CHIP. THE HIGH VISCOSITY CREATED A TOO HIGH PRES-
SURE DROP. THE CHIP IS ALSO VERY SENSITIVE FOR PARTICLE CONTAMINATION. EFFORT IS PUT INTO
FINDING A WAY OF DOING THE FUNCTIONALIZATION AND EXTRACTION WITHOUT GETTING THE CHAN-
NELS CLOGGED WITH CONTAMINATION. HOWEVER, THESE ATTEMPTS WERE NOT SUCCESSFUL. THIS,
AND ALL OTHER FINDINGS ARE PRESENTED IN THE FOURTH CHAPTER.
CHAPTER 5 GIVES THE CONCLUSION OF THIS RESEARCH. THE CHOSEN METHOD HAS PROVEN TO BE
UNSUCCESSFUL. THIS IS MAINLY DUE TO THE CHOSEN DESIGN. THE FABRICATION AND EXTRACTION
TESTS ON THE OTHER HAND SHOWED PROMISING RESULTS.
CHAPTER 6 LISTS THE RECOMMENDATIONS THAT HAVE THE POTENTIAL TO IMPROVE THE RESULTS OF
THIS RESEARCH. THIS LIST CONTAINS FABRICATION IMPROVEMENTS, RECOMMENDED CHARACTERIZA-
TION STEPS AND A PROMISING METHOD FOR CHANNEL CLEANING AND ACTIVATION. THIS METHOD USED
A SINGLE PHASE CORONA DISCHARGE PLASMA, WHICH IS GUIDED INTO A MICROFLUIDIC CHANNEL VIA
AN ELECTRODE AT THE END OF THE CHANNEL. OXYGEN PLASMA IS ONE OF THE BETTER METHODS
FOR THE ACTIVATION OF A NATIVE OXIDE SURFACE, AS IS SHOWN IN THE RESULTS. HOWEVER, THIS
METHOD CAN ONLY BE USED IF THE DEVICE IS COMPLETELY MADE OUT OF SILICA.

KEYWORDS: DNA EXTRACTION, µSPE, LAB-ON-A-CHIP, MICROFABRICATION, FORENSICS
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Preface

Last academic year was the climax of my Master’s degree, namely the Master’s thesis. About 15 months
ago I started looking for a research group where I wanted to do my thesis research. That group was
found quite quickly. Already two years back I sort of decided that I wanted to do my Master’s thesis re-
search in the Mesoscale Chemical Systems research group of the MESA+ Institute for Nanotechnology,
after doing my University of Applied Sciences internship there. After discussing some possible topics I
have chosen for the forensic/DNA related topic.

During my Master’s thesis, I learned a lot. The field of forensics and DNA related analysis was new
for me, so it was a real challenge to learn the basics of it in the shortest period of time possible. But once
this was done, I had a good basis to work with. The literature study learned me a lot about the different
on-chip extraction methods used for DNA extraction. During the design part of this thesis research, I
learned to work with both COMSOL MultiPhysics and CleWin 5 mask designing software. The practical
work can be divided into two parts, the clean room work and the work that is done in the chemical lab
of the Mesoscale Chemical Systems research group. During the clean room work, I followed as much
clean room courses as possible. This resulted in a skill set with almost every important step inside
the MESA+ clean room. This skill set is very valuable in my future career. A complete overview of all
the followed courses can be found in appendix L. During the practical work in the chemical lab, I also
helped to move our chemical lab from the Meander building to the Carré building. This change of labs
was necessary because of the shortage of space due to new group members. This learned me a lot
about safety in the lab and chemical waste disposal.

Now, I have almost finished my Master completely and I am looking back on a wonderful time. This
wonderful time resulted in the now following thesis and I hope that you will have as much fun as I had
writing it.

ing. Henk-Willem Veltkamp
Enschede, 30-Jun-2014
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Chapter 1

Introduction

This chapter gives first general background information about microfluidics and the lab-on-a-chip con-
cept, followed by the Master’s thesis problem description, the approach used to solve this problem and
a literature survey of the state-of-the-art.

1.1 Microfluidics and the lab-on-a-chip concept

The start of microfluidics, i.e. the handling and studying of fluids in the nanolitre to attolitre (10-9 to
10-18 L) range (length scales less than a millimetre, hence the name microfluidics), was in the early
1950’s when the basics were established for the modern ink-jet technology. The real revolution came
when the first miniaturized gas chromatograph was realized by Terry et al. [1], which is shown in fig-
ure 1.1. A little bit more than a decade later, in 1990 to be precise, Manz et al. introduced for the
first time the term micro total analysis system (µTAS) [2], together with a microfluidic liquid chromatog-
raphy device, fabricated using Si-Pyrex technology [3]. A photograph of this device is also shown in
figure 1.1. The term which is nowadays more common is lab-on-a-chip (LoC). The use of this word
started in 1995 when Moser et al. published an article about glutamate and glutamine biosensors [4].
This broad term covers a range of special classes of miniaturized devices: lab-on-a-chip, biochips, bio-
micro-electro-mechanical systems (bioMEMS), microreactors, and point-of-care devices, just to name
a few. They all have the same aim, namely to control concentrations of molecules in time and space.
All these different classes are the result of a highly interdisciplinary field of research. This multidisci-
plinary character is visible in the broad range of scientific journals publishing about microfluidics, µTAS,
and LoC (e.g. Lab-on-a-Chip, Sensors and Actuators, Analytical Chemistry, Journal of Micromechanics
and Microengineering, and Applied Physics Letters). The development of number of publications per
year on the topics of microfluidics, micro total analysis system, and lab-on-a-chip is shown in figure 1.2.
These graphs clearly indicate that it is a development of the last 15 years. The start of this development
can be coupled to the Defence Advanced Research Projects Agency (DARPA) of the US Department of
Defence. This agency supported in the 1990’s the development of field-deployable microfluidic systems
that can be used for the detection of chemical and biological threats [5].

Figure 1.1: First chromatography systems on chip, with A) The 1.5 m spiral capillary column and GC
system on a Si wafer with a diameter of 5 cm, which is made by Terry et al.. Picture taken from 1.
B) Photograph of the liquid chromatography chip made by Manz et al.. Picture taken from reference 3.
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Figure 1.2: The amount of publications per year on A) microfluidics, B) micro total analysis system, and
C) lab on a chip, lab-on-a-chip, lab on chip, lab-on-chip found in the renowned databases of Elsevier’s
Scopus [6] and Thomson Reuters’ Web of Science [7].

A variety of other microfluidic devices and structures, such as microvalves [8] and micropumps [9],
have been realized during the late 1980’s and early 1990’s. The combination of all these different micro-
fluidic compounds, together with microelectronics, can form complex microfluidic systems. These chips
can contain sample preparation structures, analysis structures, reservoirs, detection structures, etc.
An example of such a sample-in-answer-out system is a DNA multiplication and detection chip [10–12].
A comprehensive review about the development of µTAS is written by Reyes et al. [13] and worthy to read.

All these different structures are mainly made in silicon or glass. Because of this material choice, well
established fabrication techniques of the semiconductor industry and micromachining, like photolitho-
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graphy, etching, and deposition can be used. This is directly a big drawback. The fabrication process for
the silicon and glass structures requires an expensive conditioned cleanroom facility and sophisticated
micro-mechanical fabrication tools. Also the substrates themselves are rather expensive. Therefore
alternative materials are developed, such as polymer materials, like poly(dimethylsiloxane) (PDMS) [14],
poly(methyl methacrylate) (PMMA) [15], polycarbonate (PC) [16], polystyrene (PS) [17], polyethylene tereph-
thalate (PETG) [18], cyclic olefin copolymer (COC) [19] and cyclic olefin polymers [20], and others [21]. But
sometimes the production process or the desired structure does not allow the use of polymers. For
example high aspect ratio structures are rather difficult with polymer materials without special release
coatings [22] and channels of nanometre scale, ideally less than 50 nm, often need rigid walls [23]. Never-
theless, sometimes polymers are more desirable than glass or silicon, for example their gas permeability
is applied in structures that are used for living mammalian cells [5]. Another disadvantage is that it cannot
be a fully automated process [24].

The miniaturization has several benefits for the performance. The first application of microfluidic
technology, i.e. analysis, has benefit of some of the useful capabilities. The ability to use very small
quantities of sample an reagents, to carry out separations and detections with high resolution and sen-
sitivity, its low costs, short analysis times, and small footprint are some of the most important benefits
for analysis [5]. The advantages can be further enhanced by switching to the even lower volumes of
droplet based systems. Such a system uses (sub-)nanolitre droplets in a immiscible continuous phase.
This has the advantage that dispersion of reacting volumes by shear forces on the contained fluid,
imparted by the channel walls (i.e. the no-slip boundary condition of hydrodynamic pressure driven
flows creating the Taylor-Aris dispersion of the Poiseulle flow) is suppressed [25,26]. Such dispersion
generates a residence-time distribution, which can cause significant variation in the efficiency of the
LoC device [27]. A droplet system localizes the reagents within discrete volume elements, which have,
when the geometry and flow rate are optimal, no contact with the channel wall and thus the no-slip
boundary condition cannot be established. This phenomenon is shown in figure 1.3. Other advantages
of these systems are reduced cross-contamination, and enhanced mass and heat transfer [28]. This pre-
cision and the well-definable droplet size make droplet-based microfluidic systems an ideal platform for
different ”-omics” approaches and other fields where minute quantities of samples are available. There
are already some different droplet-based systems available for (bio)chemical screening [29,30], enzymatic
kinetic assays [31], DNA multiplication [32–38] and sequencing [39], and proteomics [31,40–43]. For more ex-
tensive details on different facets of microdroplet-based systems the reader is referred to a number of
excellent review papers [27,40,44–47].

Figure 1.3: A comparison between reactions in A) a hydrodynamic pressure driven single-phase flow
and in B) a droplet-based hydrodynamic pressure driven two-phase flow. Picture taken from reference
29.

After reading this all, one conclusion that can be made regarding the miniaturization of analytical
equipment to chip sizes and that is really significant for such systems, is that reduction in size of ana-
lytical equipment often translates to a reduction in analysis time and costs [48]. This introduction can only
be closed with a citation of one of the pioneers in the LoC world, George Whitesides [5], which he made
in 2006. The developments of the last eight years clearly moved the microfluidics from adolescence to
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early adulthood:

”HOWEVER, ITS IMPACT ON SCIENCE HAS NOT YET BEEN REVOLUTIONARY. REVOLUTIONS IN
TECHNOLOGY REQUIRE BOTH A BROAD RANGE OF DIFFERENT TYPES OF COMPONENT AND

SUBSYSTEM, AND THEIR INTEGRATION INTO COMPLETE, FUNCTIONAL SYSTEMS.THE FIELD OF
MICROFLUIDICS IS IN EARLY ADOLESCENCE, AND STILL LACKS BOTH THESE ESSENTIAL

REQUIREMENTS, IN ADDITION TO THE INTEGRATION OF COMPONENTS INTO SYSTEMS THAT CAN BE
USED BY NON-EXPERTS. AS A FIELD, IT IS A COMBINATION OF UNLIMITED PROMISE, PIMPLES AND
INCOMPLETE COMMITMENT. THIS IS A VERY EXCITING TIME FOR THE FIELD, BUT WE STILL DO NOT

KNOW EXACTLY WHAT IT WILL BE WHEN IT GROWS UP.”

1.2 Assignment description

The problem investigated in this master thesis is the problem of analysing forensic samples found on
the crime scene. The current method is that a crime scene investigator collects every potential interest-
ing sample and sends this to the Dutch Forensic Institute (Nederlands Forensisch Instituut, NFI) in The
Hague (NL). Once the samples are there, they start to work up the samples, i.e. purifying the sample,
performing cell lysis, collection of DNA, performing a multiplication reaction on the DNA, and finally
making a short tandem repeat (STR) profile of the DNA. A general DNA analysis scheme is shown in
figure 1.4.

Figure 1.4: Flow-chart of chip-based DNA isolation, extraction, amplification, and detection. The name
of the step is on the left, the traditional method steps are in the middle, and the translation to microfluidic
technology is in the right column. Picture taken from reference 49.

All these steps need time, sometimes even tens of days [50,51]. This waiting time is undesirable be-
cause the results can become irrelevant or outdated, even before they reach the police. Also, during
this period of waiting on results, the perpetrator has the time to hide or destroy important evidence, to
flee, or to commit another crime. This waiting period also increases because of samples that do not
contain DNA at all. These samples are not filtered out before the analysis, so they take precious time
and money away from other samples and they delay the important samples. The numbers show that
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the NFI investigated 47,700 human biological trace samples in 2013 [52]. A more detailed overview of
the amount of DNA samples per year can be found in the graph in figure 1.5. In this graph it is clearly
visible that the amount of samples doubled in the past five year. An investigation of cases from police
department Kennermerland shows that 30% of the serious crime samples does not contain DNA and
that for high volume crimes 17% does not contain DNA [50]. This difference can be explained by the
fact that for high volume crimes only samples with a high change for DNA profiling, like blood and saliva
samples, can be send to the NFI. It is therefore important that “empty” samples will be eliminated as fast
as possible in the analysis process and that the important and relevant information becomes available
as fast as possible. More information about the time needed for different steps of the process can be
found in the Master’s theses of Mapes [50] and de Wolff [51]. This lack of time is also visible in the United
States. In the United State there is a backlog of ± 800,000 samples in 485,000 crimes, which are
awaiting analysis [53]. The worldwide forensic world would therefore be very interested in a LoC system
that can do a screening for important samples.

Figure 1.5: The amount of human biological trace (DNA) samples per year in the period of the last five
years. Data is taken from references 52,54–58.

The collection of crucial samples, analyse them for important information, and the elimination of
”empty” samples should be possible with the LoC technology. The benefits listed in the previous sec-
tion make this technology very suitable for fast DNA analysis. Such a DNA LoC will consist of different
parts, i.e. a part for the DNA extraction from the lysed sample, a droplet generator for the formation
of drops containing sample DNA and amplification chemicals, an amplification reactor, and a detection
part. These steps are also listed in the flowchart of figure 1.4, where a translation is made between
conventional techniques and microfluidic technology. A project involving all these steps is too much for
a Master’s thesis, so in this project the focus was set on the DNA extraction and purification part. It is
important that this part can be implemented with the other downstream processes [10,59].

The chip can, for example, be coupled to polymerase chain reaction (PCR) chips [60–64] for amplifi-
cation and/or electrophoretic separation chips for detection [60,65–70]. If these technologies are combined
into one system or chip [12,71], it can give results of the DNA analysis in a short period of time. Besides
these subsequent steps, there are also other techniques that require purification of DNA. Examples
of these steps are northern blotting and microarray assays [72]. The addition of a µSPE chip is valu-
able for PCR chips since PCR needs DNA samples that are free of contaminants and inhibitors [73,74].
Crime scene samples are often collected from tissue, blood, food, or other environments. This makes
the samples a mixture of potential interesting cells, worthless cells, and contaminants. These con-
taminants can also be PCR inhibitors, which can both be endogenous and exogenous [75]. Examples
of inhibitors with their corresponding forensic source are haemoglobin (blood), urea (urine), bile acids
(faeces), humic acids (soil), polysaccharides (faeces), melanin (tissue and hair), and indigo dyes (denim
clothes) [48,76,77]. These inhibitors can result in delayed threshold cycles, reduced density of detection
for larger amplicons, or even complete PCR amplification failure [74]. The well-established DNA isola-
tion and extraction procedures, for example those involving the phenol/chloroform/isoamyl alcohol (PCI)
method [74], the Chelex method [74], and density gradient centrifugation [78], have proven to be efficient
in the removal of interfering species, but the main problem is that they require relatively large reagent
volumes, making the concentration of DNA dilute. These large volumes are not easily transferrable to
microfluidic platforms [59]. Another problem is that these processes are complex and time-consuming [72].
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Making the DNA concentration more dilute is undesired because 1 µL of a lysed blood sample typically
contains only 35 ng of DNA [79]. In general, one mammalian diploid cell typically contains only 5 to 7 pg
of DNA, which is 1.6-2% of the complete cell [75]. Besides this small amount of DNA there is also 150
µg of proteins present in this sample [79]. These proteins also need to be removed for the PCR [79] and
is commonly done by purification using a silica-based resins, chaotropic salts∗, and organic solvents
(like isopropanol) [83]. However, chaotropic salts and organic solvents cannot be used in microfluidic
SPE coupled with PCR, since it is known that these salts and solvents (especially isopropanol) are PCR
inhibitors when PCR is performed in the small volumes of microfluidics [10,76,79,84–86].

The extraction part is thus an important part of the whole system. The most desired extraction sys-
tem extracts as much as DNA possible, without any proteins, from the lysed sample and subsequently
elute as much as possible of that DNA in an as small as possible amount of liquid. Therefore there is
the idea to design a chip that can perform the elution of the DNA in a buffer plug. This plug can for
example be formed in oil. From here on it is much easier to perform the PCR, since the DNA is already
confined in a buffer plug/droplet. Some different strategies are already described in the literature. An
review is given in the next paragraph.

1.3 State of the art

Conventional analyte extraction and preconcentration are well-known methods in all kinds of different
laboratories. In the past decade, a lot of effort is put into the miniaturization of these methods with the
help of microfabrication. An example of such an extraction method is solid phase extraction (SPE). The
basic principle consists of three distinct steps [87]. The first step is based on affinity chromatography,
where relevant analytes are retained on the surface of a solid phase. In the second step, the SPE
column is rinsed/washed in order to remove all impurities, like solvents, PCR inhibitors and proteins.
In the third and last step, the analyte is eluted with a small amount of elution liquid (often a buffer).
The result is an analyte solution in which the analyte exists in a purified and more concentrated state.
SPE is therefore used to overcome detection-limit problems and to eliminate a potential inhibitor. SPE
is one of the predominant methods which are used by researchers in the field of microfluidics/LoC de-
vices [72]. Other methods that are used are solid phase reversible immobilization [88,89], which works
mainly with magnetic particles or polycarbonate structures, and liquid/liquid extraction [90], which works
with a phenol/chloroform mixture. The SPE of an analyte can be beneficial not only for analyte pre-
concentration, but also for removal of other impurities or changing solvent conditions [91]. In the past,
capillaries with SPE material were coupled to a microfluidic chip [92]. It is advantageous to put the SPE
on-chip because of the elimination of the dead volume created by coupling the capillary to the chip,

∗A chaotropic salt (chaotrope) is a salt of high ionic strength. The addition of such a salt, like guanidine hydrochlo-
ride, guanidine thiocynate, or sodium iodide to a silica-DNA system is an endothermic process, which induces a positive
entropy change by binding water molecules and thus disrupting the hydrogen bonding network, van der Waals forces, and
hydrophobic effects. For example, a guanidine hydrochloride molecule will bind up to 10 water molecules to itself [80], ef-
fectively dehydrating both the DNA and silica surface. The ions with a high ionic strength will form then a bridge between
the negative surface charges of the silica and the negatively charged DNA, as is shown in the figure in this footnote [75,81].

The dehydration of DNA also influences the conformation of DNA. B-DNA, for example, will bind up to 20 water molecules per
nucleotide. The addition of the chaotrope induces a conformational change of helical B-DNA to either A-DNA or C-DNA. This
results in a decrease in solvent-accessible surface area, a loss in bound water, and an entropy increase of the solution [82]. When
the pH of the solution is lowered to a more acidic pH, for example from eight to five, the surface concentration of hydroxyl groups
on the silica will increase. This increases the ability of hydrogen bond formation between the DNA and silica surface and it
decreases the free hydroxyls that compete with DNA for hydrogen bonding sites on the silica surface [75].
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sample handling losses, contamination by off-chip sample preparation, and it can simplify the produc-
tion process of the device [91]. The SPE idea has already been translated to LoC technology. During this
translation, different approaches have been put forward, which can be divided into three main categories
(or a combination of these) [87]. The first approach uses beads with or without functionalization in an ex-
traction chamber/column, for example the one designed by Oleschuk et al. [91]. The second approach
uses a channel or column that is filled with a porous polymer (monolith), for example the devices de-
signed by Yu et al. [93] and Stachowiak et al. [94]. The third approach uses a solid phase and column
that are made out of one material and which are shaped by etching, for example the device of Sarrut et
al. [95]. All these different approaches have a common goal, namely maximising the interactions between
the analyte molecules in the solution and the solid phase constituting the device. The most common
used substrates in these approaches are silicon, silica, or a silicon/silica hybrid substrate. The following
examples all use one of these substrates, unless otherwise mentioned.

1.3.1 Beads-filled columns

The use of bead-packed microchannels was long and still is hindered by the packing of the microchannel
with beads [75]. These beads can be with [91] or without [10,59,96,97] immobilized reagents as stationary
phase. Oleschuk et al. reported a design that allows the user to exchange the beads [91]. This technique
can be used to perform on-chip SPE and capillary electrochromatography. For this method, they etched
a reaction chamber with a width of 200 µm and a depth of 100 µm into a glass substrate. The inlet
and outlet were created by leaving an interstice of 1 µm between the top of the chamber side wall
and the glass lid. Previously functionalized beads were added into the chamber via a side channel.
The small inlet and outlet also immobilized the beads within the chamber. This device is capable of
preconcentrating the sample by a factor of at least 100 times. A schematic representation of this device
can be found in figure 1.6.

Figure 1.6: Schematic cross-section of a bead-packed microfluidic structure, showing the beads packed
in a chamber like structure with an inlet and outlet. Picture taken from reference 91.

The systems without functionalization of the beads work mostly with chaotropic salt buffers [73,96].
These high ionic strength solutions allow that DNA will adsorb to the silica surface inside the micro-
fluidic structure, while other macromolecules, like proteins and lipids, remain free and unbound in solu-
tion [48,98]. These contaminants can be removed by an ethanol or isopropanol-based washing step [98].
In order to overcome the difficulty of the filling of the column, these beads can be loaded into the column
via a sol-gel method. With this method, the channel is first filled with an aqueous slurry that contains
the silica beads. After filling, the beads are rinsed with hydrochloric acid in order to hydrolyse the bead
and channel surface. Then, the channel is rinsed with a with HNO3 hydrolysed tetraethyl orthosilicate
(TEOS) solution (the sol). The sol reacts with the silica beads inside the channel and the channel
walls, creating the gel [73]. This sol-gel method by Breadmore et al. has the potential to be useful for
purification of DNA. However, Wolfe et al. found in their research that sol-gels alone did not yield good
extraction efficiencies [99]. These low extraction efficiencies can be attributed to the low reproducibility
of the sol-gel reaction. It is hard to control the pore size and it has the tendency to form cracks between
the gel and the channel wall due to shrinkage of the sol-gel [72]. The sol-gel reaction can be improved,
as is shown by Wu et al.. They used a tetramethyl orthosilicate (TMOS)-based sol-gel with polyethylene
glycol as the porogen†. This device has an extraction efficiency of 68 ± 3% for DNA from whole blood.
However, this device still works with chaotropic conditions.

This method can also be done off-chip in a capillary. This approach is described by Tian et al. [48].
They implemented silica particles in between two capillaries and used chaotropic conditions for the
extraction of the DNA from the solution. A schematic representation of this set-up is shown in figure
1.7. The outlet capillary can be directly coupled to a CE instrument. The achieved DNA recovery from
the solution is around 70% to 80%.

†A solvent that provides pores ranging from nanometre to micrometre size with a continuous interconnected network of chan-
nels [100].
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Figure 1.7: Schematic representation of a capillary-based µSPE device. Picture taken from reference
48.

1.3.2 Monolithic columns

The porous polymer approach uses capillaries or columns that have been filled with a porous polymer
structure. Such chromatographic supports are called monoliths [101]. These type of supports were intro-
duced in the late 1980’s and early 1990’s [102,103]. The use of a monolith in a µSPE device is proposed
by Yu et al. [93] and is based on the work of Svec et al. [104–106]. In order to fill the capillary or column
with the porous polymer, a solution of monomers and initiator in a porogenic solvent is injected into the
capillary and these monomers are polymerised by photo-initiation by UV exposure [93,100] or thermal ini-
tiation [100]. The monomer choice determines the final properties of the porous structures. Examples of
these properties are the hydrophobicity, surface charge, and functionalization possibilities [107,108]. Two
of the largest advantages of such a monolithic porous structure is the high surface-area-to-volume ratio
and the accurate placement of the monolith matrices within the microfluidic device due to local poly-
merization by UV or heat [93,100,109]. A scanning electron microscope (SEM) image of such a porous
polymer-filled column is shown in figure 1.8. However, the extraction efficiencies of DNA purification
and separation performed in such systems is low and it requires high salt and pH buffer for the DNA re-
lease [101]. These low extraction efficiencies can most probably be addressed to the low reproducibility of
the polymerization reaction, the same problem as with the sol-gel reaction described before. Moreover,
the required buffers are not suitable for PCR amplification because of their high salt concentration [100].

Figure 1.8: A porous polymer-filled µSPE column, with a) microfluidic chip layout, and b) SEM image of
a monolithic ion-exchange concentrator (µSPE column). Picture taken from reference 93.

This method is not only limited to silicon or glass capillaries. Stachowiak et al. fabricated such mono-
lithic porous structures inside a plastic microfluidic device [94]. The main disadvantage of this method is
the device-to-device reproducibility of the monolith.

Wen et al. designed a µSPE chip with two regions, a protein binding C18 reversed phase column
and a monolith made out of the monomer 3-(trimethoxysilyl)propyl methacrylate, which was functional-
ized with TMOS [79]. The C18 reversed phase column captures most of the, mostly hydrophobic, proteins
from whole blood samples, such as haemoglobin, while having a minimal binding with DNA. This en-
sures a more effective extraction of DNA in the µSPE column. They achieved an extraction efficiency
of 69 ± 1% for their combined system. However, the TMOS functionalization requires chaotropic con-
ditions in order to perform its function, making it not suitable for PCR on chip [10,76,79,84,85]. This is a
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Figure 1.9: The integrated protein capturing C18 reversed phase column and the DNA µSPE column.
The arrows show the flow direction for the different steps in the process and the percentages show the
mass balance through the system. Picture taken from reference 79.

problem Wen et al. encountered during their research. The chip designed by Wen et al. is shown in
figure 1.9.

1.3.3 One-piece columns

This method has the most simple production process of the three different methods. Here, the solid
phase is shaped directly into the substrate material by etching. A surface functionalization can be
done afterwards, but is not always necessary, for example in the case with DNA extraction with silica
surfaces and chaotropic salts [83]. The two most typical structures for this kind of extraction are an array
of micropillars, which can be present in all kinds of shapes (see figure 1.11 and 1.12 [95,98] and one [110]

or multiple parallel channels [111] (see figure 1.10). Pillars are in this case used to increase the surface-
area-to-volume (SA-V) ratio of the column. The concept of using pillars for DNA extraction was firstly
demonstrated by Christel et al. in 1999 [112]. The direct etching of the solid phase into the substrate
circumvents the problems that are associated with the filling of the channels with binding matrices,
which needs to be done after the fabrication of the device [49].

Figure 1.10: Picture of a SPE device based on parallel channels. Picture taken from reference 111.

The method demonstrated by Cady et al. [83] is based on the increase in surface area by adding
pillars in the microfluidic channel. With these pillars, they increased the surface area within the channel
with 300-600%. The silica surface of the pillars and channels allowed DNA extraction with the use of a
chaotropic salt. A binding capacity of approximately 82 ng cm-2 has been reported, but only 10% of the
loaded DNA was eluted.
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Figure 1.11: An polymer-based extraction chip, with a) photograph of the complete chip, with PDMS
covering and tubing, and b) SEM image of the epoxy-based pillars in the DNA purification region. Picture
taken from reference 98.

Figure 1.12: SEM image of an array of micropillars etched in silicon. Picture taken from reference 95.
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Another approach in the one-piece column method is the use of a pH sensitive amine surface coating
for extraction based on electrostatic interaction between DNA and the pH sensitive moiety, the so-called
ion exchange method. Binding of DNA to the pH sensitive layer occurs when the amine group of this
pH sensitive layer becomes protonated at an acidic pH, as DNA is negatively charged. Binding is thus
based on electrostatic interactions. A simple increase in pH releases the DNA [76]. The pKa value of this
pH sensitive layer determines which pH is necessary for the DNA release. If a proper layer is chosen,
the DNA can be released with a buffer that has the proper pH for PCR amplification.

This method is originally proposed by Yoza et al. [113,114]. They used bacterial magnetite particles
(BMPs)‡ as a solid substrate for the amine coating and performed bead-based extractions. Nakagawa
et al., who are of the same group as Yoza, used the same approach, but they applied SAMs of
3-aminopropyltriethoxysilane (APTES) and 3-[2-(-aminoethylamino)- ethylamino]-propyltrimethoxysilane
(AEEA) in microfluidic channels without structures inside them, instead of on BMPs [110]. Both of these
self-assembled monolayer (SAMs) contain amino end groups, which is a pH sensitive moiety with a pKa
value in the pH 9.5 range [111]. However, some authors mention other values for the pKa value of APTES.
For example 7.6 [116]; 6.55 ± 0.73, 7.3 ± 0.8, or 9.94 ± 0.19 [117]; 4 [118]; and 10 [119]. This means that the
extraction of DNA can be accomplished without the use of organic solvents and chaotropic salts [86,111].
The binding capacity of these SAMs are 82 ng cm-2 and 194 ng cm-2 for APTES and AEEA, respec-
tively. The recovery of DNA (eluted amount) for these SAMs is 45%. This method looks promising,
although there is a minor disadvantage. The buffers to extract and elute the DNA are of a pH of 7.5 and
10.6, respectively [110]. The pH of the elution buffer is too high for optimal PCR [111]. So APTES is still
of interest for a pH-based extraction method. The PCR amplification with Taq polymerase (one of the
most widely used polymerase enzymes) prefers a pH of ∼9 for optimal amplification [120]. If extraction
needs to be done at higher pH values, post-extraction dilution of the mixture is possible to lower its pH.

There is another approach for the ion exchange method. This one is introduced by Cao et al. and
uses a chitosan functionalization on silicon as pH sensitive layer to reversible bind DNA [111]. It can also
be used for RNA purification [84]. The pH sensitivity is due to the amino group, which chitosan pos-
sesses. This amino group has a pKa of 6.3 [75,84,111,121] and is the only type of protonatable functional
moiety in the biopolymer molecule. This ensures strong electrostatic interaction between the DNA and
the chitosan. The amino group is cationic below its pKa and neutral above it. Cao et al. therefore use a
MES buffer of pH 5 for the extraction of DNA and a TRIS buffer of pH 9 for the elution. This condition is
more optimal for subsequent PCR amplification. The use of a chitosan solid phase is clearly advanta-
geous over a silica, not only for the elimination of reagent-based PCR inhibitors, but also for enhanced
extraction efficiencies, which are typically 47 ± 4.2% for silica with chaotropic conditions and 65 ±1.9%
for chitosan and aqueous conditions [84,111]. The hydrophilic character of chitosan reduces hydrophobic
interactions with proteins, leading to lower nonspecific adsorption of proteins. This ensures a better
purification of DNA.

An ion-exchange layer is necessary because the silica surface is also negatively charged over a
wide range of different pH values. This is because of the weak acidic silanol groups on the surface of
silica. These groups have a pKa of 5 to 7 [122]. DNA is a polyelectrolyte, containing two fixed negative
charges in the phosphate backbone per one base pair over a wide range of pH values [101,111]. Thus, a
negatively charged surface facilitate electrostatic repulsion of the fixed negative charges on the DNA,
and therefore inhibits adsorption on bare silica if no chaotropic conditions are applied.

It is also possible to implement the chitosan phase in a µSPE column made of PMMA, as is shown
by Reedy et al. [85]. Such a device is shown in figure 1.13. The advantage of this approach is that
PMMA is photoresist. The fabrication process is therefore simplified because it omits an etching step.
However, they use X-ray lithography in order to make the deep channels because with X-ray lithography
it is possible to make high-aspect ratio structures in resist [22].

Another way of performing pH induced extraction does not work with organic monolayers. Hashioka
et al. fabricated a column with micropillars and coated these with alumina (Al2O3) [123]. This coating
facilitates electrostatic immobilization of DNA under acidic conditions (pH 4.7) and elution under alka-
line conditions (pH 10.1). This elution pH is too high for PCR amplification [111], however, post-extraction
dilution is also a possibility here to lower the pH before PCR.

Both APTES and chitosan will be discussed more in-depth, since they both look promising as an ion
exchange coating for the solid phase of the plug-based µSPE column that can be used for the extraction
and purification of DNA.

‡BMPs are magnetic Fe3O4 nanoparticles with a single Weiss domain. These particles are produced by bacteria and in the
size range of 50-100 nm [115].
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Figure 1.13: A µSPE column fabricated out of PMMA, with a) a photograph, and b) a schematic of the
PMMA µSPE device. Picture taken from reference 85.

APTES

APTES is an aminosilane, having a propyl chain chain in between the electron-rich amino group and
the silane group (see figure 1.14). The surface chemistry of APTES on silica is well-defined and com-
mon practice in laboratory, making it one of the most frequently used organosilanes for the preparation
of amino-terminated surfaces on silica. These surfaces are especially attractive for applications like
DNA microarrays [124,125], protein arrays [126], sol-gels [127], and other biotechnological applications. The
surface functionalization of silica with APTES is as simple as making an APTES solution, for example
in ethanol [128], ethanol with 5% water [129], toluene [130], or phosphate-buffered saline [130] and bringing
it in contact with the silica surface. The general understanding of APTES film formation is that the
silanization starts with the hydrolysis of the ethoxy groups, a process catalysed by water [131]. This leads
to the formation of silanol groups (Si−OH). The physisorbed layer of water on the silica surface is
already enough to catalyse this reaction [132]. The APTES silanol groups then condense with the sur-
face silanol groups of the piranha cleaned and activated silica surface, creating an aminopropyl silane
self-assembled monolayer (SAM). The two side-directed silanol groups of APTES can form a siloxane
network via condensation with side-directed silanol groups of other APTES molecules, which are in
close proximity [130]. This horizontal polymerization can be enhanced with several different methods. For
example with in situ heating (heating up the substrate to 70°C during the deposition of the SAM [133]) or
ex situ (curing the substrate and deposited film afterwards at 150°C [134]). This sounds pretty straight-
forward, however, the actual process is far more complex and sensitive to reaction conditions than this
general understanding suggests [134–145].

This complexity is mainly due to the reactive amino group in APTES. It has the propensity to react in
competing reactions. The amino group of adsorbed APTES can interact via hydrogen bonding or elec-
trostatic interactions with the silanol groups on the silica surface and/or the silanol groups of hydrolysed
APTES, which are in close proximity [136–138,146,147]. These competing mechanisms reduce the available
silanol groups on the silica surface as well as in the APTES for further siloxane condensation [130]. An-
other mechanism that causes complexity is the possibility that APTES polymerizes. This mechanism
gives rise to the formation a multilayer system. The structure and reactivity of a multilayer of APTES is
different from a monolayer [130]. This sensitivity to solvents and conditions was already pointed out and
investigated by Vandenberg et al. in 1991 [134].

Figure 1.14: Chemical structure of 3-aminopropyltriethoxysilane.

Chitosan

Chitosan is a linear copolymer of 2-acetamido-2-deoxy-D-glucopyranose and 2-amino-deoxy-D-glyco-
pyranose, which are joined by β(1→4) glycosidic bonds [148]. This creates a poly((1→4)-2-amino-2-
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deoxy-β-D-glucan) [149], which is a mucopolysaccharide. Chitosan is the second most abundant biopoly-
mer in nature, close to cellulose, and is derived chemically by the N-deacetylation of chitin (poly((1→4)-
2-acetamide-2-deoxy-β-D-glucose) [150], which also is a derivative of glucose and can be found in, for
example, the exoskeleton of arthropods (e.g. crab, lobster, and other animals from the group of crus-
taceans) and insects [151,152] (see figure 1.15). Chitin becomes soluble in aqueous acidic media (pH < 6)
when the degree of deacetylation reaches roughly 50%, the percentage from which on it is called chi-
tosan [153,154]. Chitosan is an inexpensive, non-toxic, hydrophilic, biocompatible, and biodegradable
polymer [155]. It shows also promises as bioactive material for implants, drug delivery vesicles, and tis-
sue engineering [149,156–158]. In order to bind it to a silica (native oxide) surface, a linker molecule needs
to be used. Cao et al. used (3-glycidoxypropyl)methyldiethoxysilane (GPTMS) as linker molecule and
acidic conditions. GPTMS is a silane, and its chemistry with silica is common practice. According to
Cao et al. the epoxy group of GPTMS will react with the hydroxyl group of chitosan, since they nowhere
mention the possibility of the reaction of the epoxy group with the amino group. The epoxy-hydroxyl
reaction forms an amino-terminated monolayer.

Figure 1.15: N-deacetylation of chiton to chitosan.

The reaction of chitosan with GPTMS is unclear. The part that is clear is that the oxirane group of
GPTMS can undergo a nucleophilic SN1 reaction in acidic conditions, for example with a nucleophilic
group on a polymer chain [159]. The acidic conditions (for example in an acitic acid environment) proto-
nate the oxirane and form an alkoxide [160], making it more electrophilic, and thus more reactive towards
weak nucleophiles. The protonated oxygen of the oxirane will form the leaving group, a neutral alcohol.
Then, the nucleophile can react with the most substituted carbon atom of the oxirane. This position
is favoured because the C−O bond to the more substituted centre is weaker than the less substituted
one. This reaction would form the most stable, and therefore preferred, carbocation [161]. The reaction
mechanism of this step is shown in figure 1.16.

After this part it becomes more vague. The worldwide known study book “Organic Chemistry” of
Carey describes alcohols, amines, and water as weak nucleophiles [161]. So all three can react with
the oxirane. Several mechanisms for the coupling between GPTMS and chitosan are proposed in the
literature and listed below. However, some of them are exclusively for sol-gel reactions and not for
surface reactions, but they are still listed just to give an indication of the complexity and vagueness of
the reaction between GPTMS and chitosan:

• Covalent bond formation between the epoxy ring and the primary amine, which forms a secondary
amine group [162–165].

• Covalent bond formation between the hydroxyl groups of chitosan and the epoxy ring [111,166].

• Condensation reaction between the silane groups and hydroxyl groups [167,168].

• Ionic bonding between the positively charged amine groups (due to the weak acidic conditions)
and the negatively charged silanes [163,169].
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• Ionic bonding between the positively charged amine groups and the negatively charged oxygen
resulting from the epoxy group [160].

• Hydrogen bonding between the amine, amide, and hydroxyl groups [160]. To make it even more
complex, these formed covalent bonds are present in matrix where hydrogen bonds are also
present [167,170].

To conclude this list, there is still a lot of uncertainty and unclarity about this reaction, so future
studies have to show what kind of reactions truly occur.

Figure 1.16: Reaction mechanism of the nucleophilic SN1 reaction between the oxirane and the nucleo-
phile

1.3.4 Combined approaches

The different approaches can also be combined to a so-called dual-phase device. This approach is
demonstrated by Reedy et al. [76]. They used two orthogonal placed SPE processes, a chaotrope-driven
µSPE column with silica surface and an anion-exchange µSPE column with chitosan phase, as reported
by Cao et al. [111], which uses a total aqueous chemistry. The idea behind this coupled system is that
the first step substantially reduces the volume of the sample, making it a more concentrated solution,
and that the second step performs a more stringent extraction, removing all the PCR inhibitors (mainly
guanidine hydrochloride and isopropanol, and possibly indigo). Although this looks like a promising
method, the extraction efficiencies are lower than the ones of the individual methods, namely around
the 30% [76].

1.3.5 Other methods

Besides these on-chip methods, there are also off-chip microfluidic methods. One type of such an off-
chip method is already discussed. This is the method where two capillaries are coupled with beads in
between them [48]. Other off-chip methods are often droplet systems that work with individual droplets
on a digital microfluidic platform. Such a system is described by Lehmann et al. and uses magnetic
silica beads and chaotropic salts to extract DNA from a droplet [171]. Magnetic fields direct the magnetic
beads out of the droplet, isolating the DNA from proteins, cell debris, and other contaminants. These
droplets are not confined in a microfluidic channel, making it less suitable for coupling it to a PCR chip.

Another off-chip bead-based method uses the BMPs and is designed by Yoza et al. [113,114] and
Nakagawa et al. [86]. Yoza et al. They both use [86,113] APTES and AEEA functionalizations. The APTES
and AEEA functionalized BMPs achieved an extraction efficiency of roughly 60%. Yoza et al. also used a
dendrimer as functionalization layer for the BMPs, namely poly-amidoamine (PANAM) [114]. The PANAM
functionalized BMPs achieved an extraction efficiency of roughly 85% when elevated elution tempera-
tures are used. Although, functionalization of these beads is time-consuming and labour-intensive [86],
the extraction procedure is rather simple. However, the extraction requires typically large volumes of
reagents and washing solutions [172]. This make the off-chip magnetic bead method not suitable for
portable equipment. The principle of the pH sensitive amine functionalization is already discussed be-
fore, so it will not be discussed again.

It is possible to use magnetic particles inside an µSPE chip. Such particles, coated with silica,
are used by Reedy et al. [173]. These particles need chaotropic conditions in order to extract the DNA
from the solution. Achieved extraction efficiencies are in the order of 25% to 30%. In their paper, they
also recommend the use of an additional purification step in order to make it more amendable for the
integration of a PCR step. This step is based on the chitosan method developed by Cao et al. [111]. More
information about these and non-related microfluidic purification techniques can be found in the review
of Wen et al. [75].
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1.4 Approach in this thesis research

The approach chosen in this research is based on pH-induced extraction via an ion exchange func-
tionalization inside an etched column. This approach is chosen primarily because of the fact that a
complete aqueous based method can be established, removing the use of chaotropic salts and other
exogenous PCR inhibitors. Also, this approach has a better fabrication reproducibility when compared
to beads-filled columns and monolithic columns. The idea is to design a µSPE column that can extract
DNA and subsequently elute it in a plug of aqueous buffer. This buffer plug is the smallest amount of
buffer needed to extract the DNA from the column. For this it is necessary to have a straight plug profile
inside the column, such that the DNA gets eluted over the whole width of the column, more or less at the
same time. This plug profile can be established with the use of a flow distributor before the column. The
substrate of choice is a hybrid substrate with a silicon and a silica layer. These substrate are chosen
because of their robustness, reproducibility, and available equipment in the MESA+ clean room. A more
detailed theoretical description can be found in chapter 2.
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Chapter 2

Theoretical aspects

The second chapter of this thesis introduces the reader into all design aspects for the µSPE chip de-
veloped in this project. This chapter starts with the theoretical design of the chip. This paragraph is
followed by a paragraph about the mathematical aspects of microfluidics and finite element methods-
based computational fluid dynamics. Then, a short paragraph about surfactants and their role in water-
in-oil emulsions. This theory is related to the buffer plug formation in the oil stream. The chapter closes
with a paragraph is dedicated to the used DNA detection method. Measuring low concentrations of DNA
is often quite troublesome [174], so it is good to spend a small paragraph on this matter. The choice is
made to not discuss the theoretical aspects of the different fabrication steps here, since it is considered
basic knowledge. The interested reader who wants more information on this subject can read appendix
A.

2.1 Design aspects

The chosen design is a 1 cm long straight column with a width of 300 µm. This shape is chosen in
order to eliminate the racetrack effect. Here, band distortion is caused by the fact that the inner portion
of a liquid plug is travelling less distance in a turn than the outer portion of the plug. This effect skews
the bands, resulting in a more diluted profile in the shape of a parallelogram. These parallelograms
eventually form a rectangular shape again due to the collapse of the parallelogram by radial diffusion.
This is an additional efficiency loss [175]. A visual representation of this distortion in the concentration is
shown in figure 2.1. A more detailed study of this effect and the resulting dispersion model can be found
in the paper of Baidya et al. [176].

Figure 2.1: Simulated racetrack effect. Picture taken from reference 177.

The designs of the chips are shown in figure 2.2. As can be seen here, there is chosen for a design
with 2 and a design with 3 inlets. The chip with 2 inlets can be used for extractions that are not plug-
based. One inlet can be used for the DNA solution and the other inlet can be used for the elution buffer.
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The chip with 3 inlets has an additional inlet for the oil. The working principle of the chip with 3 inlets
is shown schematically in figure 2.3. The chip with 2 inlets works almost the same. This one does not
have the oil inlet.

(a) Chip design with two inlets. (b) Chip design with three inlets.

Figure 2.2: Chip designs with two and three inlets.

Figure 2.3: Schematic representation of the working principle of the designed chip.

The column is much wider than the inlet channels, as can be seen in the pictures of figure 2.2. The
entrance channel before the column and the exit channel after the column have a width of 50 µm. The
column itself has a width of 300 µm. This gives a problem with the transition from entrance channel to
column. The increase in width disturbs the profile of the liquid, which is really disadvantageous when
the DNA needs to be eluted in a plug. The plug will form a parabolic profile as soon as the plug leaves
the entrance channel [178]. In order to solve this problem, bifurcating channels are designed [179]. Such
a channel is shown in figure 2.4(a). As is visible, the channel divides every time in two new channels
and with every separation, the width is divided by 2 in order to maintain a constant flow velocity. The
total amount of inlets into the column is 2n, where n is the amount of separation generations, which is
6 in figure 2.4(a). However, it is proven that these kind of flow distributors do not work optimal. The
resulting band of the plug is not completely smooth, having rounded edges and the band volume is
also relatively large, meaning longitudinal diffusion [180,181]. This is all due to the large volumes of the
channels [178]. Another drawback of the bifurcating channels is their sensitivity to local etch errors or
obstructions. When one of the channels is obstructed, the flow resistance will change locally, making
that the liquid at that point cannot mix with the liquid in the other channels and therefore it will leave the
distributor at a different time than the rest of the liquid [180,181].

Vangelooven et al. designed therefore a radially interconnected flow distributor with better perfor-
mances [181]. Such a flow distributor is also shown in figure 2.4. The band profile of these kind of
distributors are proven to be more straight, without rounded edge and they are less sensitive to local
etch error or obstructions since all channels are interconnected with each other. Vangelooven et al.
investigated different aspect ratios and found that an aspect ratio of 15 (axial width of 5 µm and a
transversal length of 75 µm) is the best choice for a design with single distributor region [181]. Such flow
distributor will be implemented before and after the column.

The designed channel will be filled with pillars in order to increase the surface-area-to-volume (SA-V)
ratio. The dimensions for these pillars are 10×10 µm for square pillars and 10 µm diameter for round
pillars. The round pillars are put in a more dense geometry and a less dense geometry. Close-ups of
the flow distributors and pillar geometry and placement are shown in figure 2.5. The whole masks are
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(a) The bifurcated distributor. (b) Radially interconnected distributor with an aspect ra-
tio of 5.

(c) Radially interconnected distributor with an aspect ra-
tio of 10.

(d) Diverging radially interconnected distributor with an
aspect ratio of 5.

Figure 2.4: Different flow distributor designs. Pictures taken from reference 182.

shown in figure B.1(a) and B.1(b) in appendix B.
All channels and column are 25 µm deep, making that the channel area without any columns for

a 1000×300µm column is 7 mm2. Placing pillars in the column will remove a small part of that area
(the bottom and top of the pillar), but it will give a significant surface area back (the side of the pillars).
These values vary with the different pillar geometries. This leads to an average surface area increase
of ∼100%. The volume on the other hand will decrease. An empty column has a volume of 0.075 µL.
The pillars occupy a certain volume of the column, decreasing the effective volume of the column. A
summary of these values, together with the SA-V ratio are shown in table 2.1.

Table 2.1: Channel (ch) and pillar (p) areas (A) and volumes (V ).

Array # of
pillars

Ach

[mm2]
Ap

[mm2]
Ach+p

[mm2]

Area
increase
[%]

Vch

[µL]
Vch+p

[µL]
SA-V
[m-1]

Square 7,444 7 7.4 12.5 77.9 0.075 0.056 223,214
Round 10,005 7 7.9 12.7 80.9 0.075 0.055 230,909
Round
dense 14,985 7 11.8 15.7 124.7 0.075 0.045 348,888

The amino functionalization of the ion exchange SAM on the inside of the column will be done with
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(a) Column design with square pillars.

(b) Column design with round pillars.

(c) Column design with round and densely packed pillars.

Figure 2.5: Different column designs with square, round, and round and densely packed pillars.

APTES and chitosan. Both molecules are already described in chapter 1 and literature has proven
that both functionalizations are suitable for ion exchange µSPE. The protocol for the functionalization is
given in chapter 3.

After functionalization with an amino-terminated SAM, the column is prepared by flushing it with a
2-(N-morpholino)ethanesulfonic acid (MES) buffer of pH 5. This buffer will protonate the amino end-
groups. Then, DNA dissolved in the same buffer will be flown through the column. The DNA will bind
electrostatically with the protonated amino groups. After binding, the channel is flushed with the MES
buffer in order to remove any proteins and other contaminants and PCR inhibitors. The next step is the
elution step. This will be performed with a tris(hydroxymethyl)methylamine hydrochloride (TRIS, pH 9)
buffer plug in an oil stream. The volume of the plug will be determined on basis of the elution profile and
is the smallest amount of buffer needed to elute a significant part of the extracted DNA. The operating
principle is schematically represented in figure 2.3.
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2.2 Theory on microfluidics and computational fluid dynamics

It is important to study the microfluidic structures also theoretically, since all kinds of phenomena exist
in the micro- and nanofluidic regime. The microfluidics regime is dominated by low velocity flows with
low Reynolds numbers, often in the order of unity or even smaller. This makes the convective terms
of the Navier-Stokes equations the most important part of the equation (see below). A consequence
of this is that laminar flow is established [26]. Other physical phenomena that can occur in microfluidic
channels are described in the review written by Stone, Stroock, and Ajdari [26] and in the book ”Theoret-
ical microfluidics”, written by Bruus [183].

The Navier-Stokes (NS) equations are equations that describe the mechanics of fluids and are nowa-
days used as the standard equation for simulating and calculating fluid mechanics. These equations
describe the conservation of mass (continuity equation), momentum (impulse equation), and energy for
Newtonian fluids∗. The NS equations were formulated almost 200 years ago by Navier (1827) [185] and
Poisson (1831) [186]. The confirmation of the NS equations came roughly a decade later and was done
by Saint Vernant (1843) [187] and Stokes (1845) [188]. The only problem back then was that only a few
simple geometries could be solved [183].

A derivation of the NS equations will not be given here because this is general fluid physics and
therefore it can be assumed to be basic knowledge. Derivations can be found on numerous places,
for example in chapter 6 of ”Fundamentals of fluid mechanics” by Munson et al. [189]. The result of this
derivation is the NS equation in vector format and Cartesian coordinates for irrotational (∇ ×−→v = 0)
flow (all explenations for the used symbols can be found in the beginning of this thesis):

ρ
(
∂t +−→v ·∇

)−→v = −∇p+ η∇2−→v + ρ−→g + ρel
−→
E +
−→
f (2.1)

If we look closer to equation (2.1) we can address the individual terms on the left hand side (LHS)
and right hand side (RHS). At the LHS is inertia:

∂t
−→v Unsteady acceleration(−→v ·∇)−→v Convective acceleration

And on the RHS are the divergence of stress (pressure and viscosity), gravity, and other body forces:

−∇p Pressure gradient
η∇2−→v Viscosity
ρ−→g Gravity
ρel
−→
E Electrical force
−→
f Other body forces

The beauty of hydrodynamic phenomena is spawned in the non-linear mathematical term of the NS
equation (ρ

(−→v ·∇)−→v ). On the other hand, this non-linear term is also responsible for making the
mathematical treatment of this equation a complex and difficult job. But as mentioned earlier, micro-
and nanofluidics are dominated by low Reynolds numbers because of the low flow velocities. This limit
is highly relevant, making that the non-linear term can be neglected. This is the regime of the so-called
Stokes flow or the regime of creeping flow. After neglecting the non-linear term, it is possible to find
analytical solutions to flow problems [183,190].

Other terms that can be neglected in this study are the electrical forces and other body forces. This
is allowed because a pressure driven flow is used and no other external forces are applied. Gravity can
also be neglected, since we are working with minute quantities. This can be demonstrated by taking a
microchannel (h = 25 µm) and filling this with, for example, water. The pressure created by gravity is:

pg = ρgh = 1000× 9.81× 25 · 10−6 = 0.245 [Pa] = 2.45 · 10−6 [bar] (2.2)

However, the viscosity cannot be neglected and is really important in micro- and nanofluidics. This
can be demonstrated with the Reynolds number [191]. This has to be lower than unity, otherwise the
inertia will dominate viscosity. As example the channel of 50 µm wide and 25 µm deep is taken. This
are the dimensions of the fluidic channels before and after the column, as is described in the first
paragraphs of this chapter. A fluid flow of 1 µL min-1 is taken:

Re =
ρDHv

η
=
ρ 2Ach

Pw
v

η
=

1000× 2×1250·10−12

(25+50)·10−6 × 0.0133

1.002 · 10−3
= 0.44� 1 (2.3)

∗Newtonian fluids are fluids for which the shearing stress is linear related to the rate of shearing strain: τ = η (du/dy), in which
τ is the shearing strain, η is the shear rate, and du/dy is the velocity gradient. This means that their viscosity is independent of
the shear rate [184].
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The LHS of equation (2.1) contains the continuity equation, which is the material derivative of the
density:

Dρ

Dt
= ∂tρ+

(
∇ ·−→v

)
ρ (2.4)

This term can also be neglected because the system is steady state (∂tρ = 0) and the fluid is incom-
pressible, meaning mass conservation: mass = volume (∇ ·−→v = 0). All these assumptions simplify the
NS equation (equation (2.1)) into the Stokes equation:

0 = −∇−→p + η∇2−→v (2.5)

Which can be rewritten because there is a laminar flow (Re� 1) in the x-direction, which is dependent
on y and z:

− ∆p

ηL
=
(
∂2
y + ∂2

z

)
vx (y, z) (2.6)

In lab-on-a-chip, and micro- and nanofluidic devices it is common to have microchannels with a
rectangular cross-section. These channels can for example be made with deep reactive ion etching
(DRIE) of silicon or polymer (for example SU-8 or PDMS) techniques. The channels show often a
high degree of symmetry, i.e. rectangular cross-section, which can be seen in figure 2.6. Despite of this
symmetry, there are no analytical solutions known to the Poiseuille-flow problem in microchannels with a
rectangular cross-section. However, it is possible to find a Fourier sum that represents the solution [183].
In the case of a microchannel where the width is larger than the height (w > h), the following boundary
conditions (BC) can be established [183], where the last one is known as the no-slip BC.

Figure 2.6: Schematic cross-section of a rectangular microfluidic channel, showing its symmetry. Pic-
ture taken from reference 183.

BC1 −∆p
ηL =

(
∂2
y + ∂2

z

)
vx (y, z) for − 1

2w < y < 1
2w

0 < z < h

BC2 vx (y, z) = 0 for
y = ± 1

2w
z = 0
z = h

The first step in solving the Stokes equation (equation (2.6) for rectangular microchannels is to
expand all functions as a Fourier series along the short vertical z-direction. Here we have to use the
terms that are proportional to sin (nπz/h) (where n is a positive integer) in order to fulfil the no-slip BC.
The Fourier expansion of the constant on the LHS of BC1 gives us a series containing only odd integers
for n:

− ∆p

ηL
= −∆p

ηL

4

π

∞∑
n,odd

1

n
sin
(
nπ

z

h

)
(2.7)

And the Fourier expansion of BC2 in the z-coordinate of the velocity gives us a term with coefficients
fn (y) which are constants in z, but functions in y:

vx (y, z) ≡
∞∑
n=1

fn (y) sin
(
nπ

z

h

)
(2.8)

Now we can combine these expansions (equation (2.7) and (2.8)) and the BCs in order to get a new
version of the Stokes equation:
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(
∂2
y + ∂2

z

)
vx (y, z) =

∞∑
n=1

(
f
′′

n (y)− n2π2

h2
fn (y)

)
sin
(
nπ

z

h

)
(2.9)

A solution of this version of the Stokes equation must satisfy that for all values of n, meaning that
the nth coefficient in the pressure term must equal the nth coefficient in the velocity term. Therefore we
can establish new BC’s:

BC3 fn (y) = 0 for n is even

BC4 f
′′

n (y)− n2π2

h2 fn (y) = −∆p
ηL

4
π

1
n for n is odd

BC4 is a second order inhomogeneous differential equation, which can be solved via finding the
inhomogeneous and homogeneous solutions in order to determine n:

fn (y) = f inhomn (y) + fhomn (y) (2.10)

Where f inhomn (y) is a particular solution to the inhomogeneous equation and fhomn (y) is the general
solution to the homogeneous equation (RHS is put equal to zero). It is fairly easy to find one particular
solution. This solution can be found by inserting the trial function f inhomn (y) = constant and solving the
resulting algebraic equation for n is odd:

f inhomn (y) =
4h2∆p

π3ηL

1

n3
(2.11)

The general solution to the homogeneous equation must satisfy the linear combination:

f
′′

n (y)− n2π2

h2
fn (y) = 0 (2.12)

The solution to the homogeneous equation (2.12) is:

fhomn (y) = A cos
(nπ
h
y
)

+B sinh
(nπ
h
y
)

(2.13)

Insert in equations (2.11) and (2.12) in (2.10) gives the solution fn (y) that satisfies the no-slip BC
fn (±w/2) = 0, for n is odd [183]:

fn (y) =
4h2∆p

π3ηL

1

n3

(
1−

cosh
(
nπ yh

)
cosh

(
nπ w

2h

)) (2.14)

Which leads to the velocity field for the Poiseuille-flow in a rectangular channel [183]:

vx (y, z) =
4h2∆p

π3ηL

∞∑
n,odd

1

n3

(
1−

cosh
(
nπ yh

)
cosh

(
nπ w

2h

)) sin
(
nπ

z

h

)
(2.15)

Equation (2.15) is slightly different than the result of Oosterbroek [190], but this is due to the choice of
another origin. He used the centre of the rectangular cross-section as origin for his derivation, as can
be seen in figure 2.7. He also left out the physical parameters:

vx (y, z) =
16 (0.5w)

2

π3

∞∑
n,odd

1

n3
(−1)

n−1
2

(
1−

cosh
(
nπ zw

)
cosh

(
nπ h

2w

)) cos
(
nπ

y

w

)
(2.16)

Figure 2.7: Schematic cross-section of a rectangular microfluidic channel, showing the point of symme-
try chosen by Oosterbroek. Picture taken from reference 190.

The above mentioned equations are for straight channels. Complex 3D geometries, like turns/mean-
ders, surface corrugations, etc., lead to new questions regarding the detailed flow profile and associated
transport properties. Such geometries are not analytically solvable, so numerical methods need to be
used. In order to solve these series numerical, computational fluid dynamics (CFD) programs are used.
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These programs are based on finite element methods (FEM), meaning that the equations are solved
for discrete points in time and space. For this, the model must be discretisised into a mesh, like the
one in figure 2.8. The accuracy of the solution depends on the resolution of the chosen mesh, but this
resolution (and the scale and complexity) also determines the needed computational power. Modern
computers have enough power, which allows them to be used for solving NS equations for geome-
tries of moderate to high complexity [180]. There are different CFD programs available on the market.
The one chosen here is COMSOL Multiphysics 4.3b (Burlington, MA, United States) with the creeping
flow physics package. The modelling temperature of the fluid in the channel is set at 293.15 K. Other
physical parameters, like density and viscosity are set equal to the ones of water. So a density of
ρ = 1000 kg m-3 and a viscosity of η = 10-3 Pa s is used in the computations. These assumptions are
valid for this project because the used buffers are all aqueous solutions. However, a plug-based system
uses also an oil. The viscosity of oils is often higher than the viscosity of water, making the pressure
drop to increase. This is visible in equation (2.17) [192], where the pressure drop for rectangular channels
(w � h) is given. But it is decided that no effort is put into simulating an plug-based system because
the focus of this project are not the simulations but the experimental part and the first experiments are
done without the use of an oil.

∆p = RhydQ with
1

Rhyd
=

w3h

12ηL

1− 192

π5

w

h
×
∞∑

n,odd

1

n5 × tanh
(
nπ h

2w

)
 (2.17)

Figure 2.8: A discretisised microfluidic structure made in COMSOL Multiphysics 4.3b.

The creeping flow physics package also needs an hydrodynamic entrance length. This length can
be neglected because the well-accepted equation for the hydrodynamic entrance length for laminar flow
in rectangular microchannels (shown in equations (2.18) [193]) evidences that LH is small.

LH = 0.05DHRe with DH = (4Ach)/Pw = 2hw/(h+ w) (2.18)
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For rectangular microchannels of 25 µm deep and 50 µm wide, and assuming the Re of equation
(2.3) this means:

LH = 0.05× 2hw

h+ w
×Re ≈ 7.33 · 10−7[µm] (2.19)

The hydrodynamic entrance length is only 0.1 pm (as can be seen in equation (2.19). This is of no
significance since the channel and column lengths are in the order of 10 to 100 µm. Therefore it also
does not matter if the hydrodynamic entrance length is set at 1 µm, since the channels are at least
an order of magnitude longer. Besides these assumptions, the assumption of no-slip is made in the
simulations.

2.3 Emulsions

Emulsions are mixtures of two or more immiscible liquids with a clear interface between the different
liquids. Generally, an emulsion has an aqueous phase (water for example) and an oil phase [194]. These
kind of emulsions can be naturally divided into two possibilities, a water-in-oil (W/O) emulsion and an
oil-in-water (O/W) emulsion. The behaviour of such a mixture can be described by dimensionless num-
bers. These dimensionless numbers give a comparison between the importance of different physical
parameters of the fluids. The first number is the Reynolds number (equation (2.20)). This number
compares inertia with viscous forces. In microfluidics Re� 1, making viscosity the dominant force.

Re =
ρDHv

η
(2.20)

The second number is the Bond (Bo) number or Eötvös number (Eo) (equation (2.21)) and compares
the gravitational forces and surface forces. A Bo of below unity (Bo� 1 means that gravity effects can
be ignored, which is generally the case in microfluidics.

Bo = Eo =
∆ρgD2

H

σ
(2.21)

The third dimensionless number is the Weber number (We). This quantity compares inertial forces
and surface forces, as can be seen in equation (2.22). Again, in microfluidics it is often the case that
We� 1, making inertia negligible again.

We =
ρv2DH

σ
(2.22)

From this all it follows that inertia is unimportant in microfluidics for most of the cases. Interfacial
and viscous forces are the leading forces in determining the behaviour of a fluid on the micrometre
scale. There are some cases in which inertia plays a significant role. Examples are high-speed flows
and the moment of droplet breakup [195]. When the interfacial and viscous forces are compared, the
dimensionless capillary number (Ca) can be established, as can be seen in equation (2.23). For this,
the viscosity of the most viscous fluid has to be taken.

Ca =
ηv

σ
(2.23)

The interfacial tension reduces the interfacial area and this is important for both the droplet formation
and subsequent stability. However, the viscous forces tend to extend and stretch the interfacial area in
many different flow situations [195]. If Ca is below unity, the interfacial forces play the dominant role and
spherical droplet are formed. If Ca is above unity, the viscous forces dominate and deformed droplets
are formed or sometimes asymmetric droplets can be formed. It is even possible to get a stratified
flow at high Ca numbers [196]. However, these equations are for two continuous flows of liquid. In this
research two alternating flows are used to form the buffer plug. The oil flow is stopped, after which
the TRIS buffer is started. This flow is stopped again when the plug contains enough buffer, at which
moment the oil flow is started again to transport the buffer plug to the column. Therefore, the given
equations are not directly useable for this system, but they give a rough idea of how easily the plug is
formed.

The techniques for droplet formation can be divided into two categories, active and passive [197].
The first category uses activated external fields on places where droplets need to be formed (elec-
trowetting) [198,199]. This category is beyond the scope of this report, so it will not be discussed here.
The passive method does not require the use of an applied external field. This method produces an
uniform and evenly spaced stream of droplets. The polydispersity† of the droplets can be as small
as 1-3% [195,197]. The two most used passive structures to create a continuous stream of droplets are
†The standard deviation of the size distribution divided by the mean droplet size.
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T-junctions, introduced by Thorsen et al. [200], Y-junctions, studied by Steegmans et al. [201–203], and flow
focussing geometries (Ψ-junctions), introduced by Anna et al. [204] and Dreyfus et al. [205]. In general,
both work with two independently driven pressure-driven flows of fluid. The dispersed phase is brought
into a carrier fluid. At the point where the two flows meet (at the junction), the interface is deformed.
This deformation is dependent on the junction geometry [206,207], the flow rates [200], the flow ratios [208,209],
viscosities [210–212], and possible present surfactants [213]. In a T-junction, the two flows can meet each
other via two orthogonal channels [200] or via one channel from opposite directions [214]. The Y-junction
combines the two liquids at the two diagonal channels [201–203]. The flow focussing device uses three
inlet channels, one for the dispersed phase and two for the carrier liquid. These channels are combined
into a main channel via a narrow orifice. The pinch-off of the droplets, which occurs due to a free sur-
face instability, can be seen as a competition between viscous forces, which deform the liquid interface,
and the the capillary (interfacial) forces, which try to resist the deformation. Exactly this competition is
expresses by Ca.

2.3.1 Surfactants

As mentioned above, surfactants can be added to emulsions [213]. Surfactants (abbreviation for surface
active agents) are amphiphiles, molecules that interact with both polar and non-polar solvents. In the
case of emulsions, these surfactants are called emulsifiers. They have a hydrophilic, polar head group
that interacts strongly with polar solvents, often via hydrogen bonds, and a hydrophobic (oleophilic)
tail that favours interaction with non-polar solvents. This makes that these molecules are preferably
adsorbed the interface between a water–vapour interface, a water–oil interface, or a polar–non-polar
interface [194]. Once at the interface, surfactants play two roles in the emulsion [46]. Firstly, they reduce
the interfacial tension and secondly, they reduce droplet coalescence. The first role facilitates the droplet
deformation and rupture, while the second role ensures droplet stability. More in-depth information about
emulsions and their stability can be found in the excellent review with the applicable name ”Emulsions:
basic principles”, written by Bibitte et al. [46]. The working principle of surfactants in emulsions is shown
schematically in figure 2.9.

Figure 2.9: Schematic of surfactant molecules at the interface of an aqueous plug in a microfluidic
channel. Picture modified from reference 215.

There are four classes of surfactants: anionic, cationic, zwitterionic, and non-ionic. The main dif-
ference between these different classes is the electric charge of the hydrophilic head group. Anionic
surfactants have a negative charge as head group, like sulphates, sulfonates, phosphates, and car-
boxylates. Cationic surfactants have a positive charge, like amines and ammonium cations. The class
of zitterionic surfactants have both a positive and negative charge in the head group. Examples of
this class are molecules where amines/ammonium cations are combined with sulfonates, sultaines, be-
taines, and phosphates. Non-ionic surfactants have a neutral head group. Common used examples are
fatty alcohols with a C8 to C20 chain as hydrophobic tail [216]. A schematic representation of the different
classes is shown in figure 2.10. The surfactants that are chosen for this research are non-ionic because
of the electrostatic-based DNA extraction. Anionic, cationic, and zwitterionic surfactants have electrical
charges in their molecules.

2.4 DNA detection

Fluorescence is the method of primary interest because of the ease of detection and broad range of
dyes and methods available. These dyes can be divided into different classes, which are shown in
figure 2.11. Intercalating dyes are of interest for easy DNA detection since they ”react” (go into the
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Figure 2.10: Schematic representation of the different surfactant classes, with A) non-ionic, B) anionic,
C) cationic, and D) zwitterionic. Picture taken from reference 217.

spaces between the base pairs) easily and they do not need any PCR step to incorporate them into the
structure. There is little known about the involved chemistry of intercalation [218], but the fact that they
can bind between every base pair makes them the most interesting dye for the quantitation of low DNA
concentrations.

Figure 2.11: Schematic representation of the different fluorescent dyes available for DNA detection.
Picture taken from reference 219.

However, in general it is quite difficult to measure low concentrations of DNA accurately with flu-
orescence. Low concentrations of DNA do not show linear behaviour when measured with fluores-
cence [174]. This nonlinear behaviour was recently again demonstrated by Bruijns in the Mesoscale
Chemical Systems research group of the MESA+ Institute for Nanotechnology. These results are not
published, but a graph is kindly made available by Bruijns and shown in figure 2.12. The measurements
are done on a Tecan Infinite 200 Pro microplate spectrophotometer with 1.0X Evagreen as fluorescent
dye (100 µL 2.0X EvaGreen and 100 µL DNA solution). The extinction is done at 500 nm and the emis-
sion is measured at 530 nm. This EvaGreen dye is, together with SYBR Green the most widely used
fluorescent dye for DNA quantitation.

The most easy DNA detection method is an off-chip method, which does not need to be incorporated
into the chip. This simplifies the fabrication process significantly. This choice is made because a proof-
of-principle of the chip needs to be shown, so the focus is not on on-chip detection.
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Figure 2.12: Low amounts of DNA measured with a Tecan Infinite 200 Pro spectrophotometer and 1.0X
EvaGreen. Excitation is done at 500 nm and emission is measured at 530 nm.

The used detection method is the Qubit high sensitivity dsDNA assay kit with the Qubit fluorometer
of Invitrogen. This especially formulated assay kit comes with ready-to-use dilution buffer solution,
concentrated assay reagent solution with fluorescent dye (SYBR 32 in DMSO [220]), and pre-diluted
DNA solutions (one of 0 ng/µL and one of 10 ng/µL). The measurements are as easy as following the
next steps (a complete protocol can be found in appendix D):

1. Dilute the reagent with the provided buffer;

2. Add the sample (any volume between 1 and 20 µL);

3. Incubate for 2 minutes;

4. Measure the concentration with the Qubit fluorometer.

The most significant advantage of this set is its linearity and selectivity [219]. UV absorbance based
quantitation cannot be used for mixtures of DNA and RNA, where the Qubit assay can quantitate DNA
and RNA separately in a mixture of both with the use of the Qubit DNA assay kit and Qubit RNA assay
kit, respectively. This selectivity is shown in figure 2.13.

Figure 2.13: Performance of the Qubit dsDNA HS assay, showing its linearity in the range of 0.2-100 ng
and selectivity for DNA, even in the presence of an equal mass of RNA. Picture taken from reference
221.

The Qubit HS dsDNA assay kit has a linear signal in the initial sample concentration range of
10 pg µL-1 to 100 ng µL-1. The Qubit fluorometer gives values in µg mL-1 or ng mL-1. This corre-
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sponds to the concentration after dilution of the sample into the assay tube. The initial concentration
([DNA]initial) in ng/mL can be calculated with equation (2.24). In this equation, the QFvalue is the
value given by the Qubit fluorometer and Vpipetted is the number of microliters of sample added to the
assay tube.

[DNA]initial = QFvalue× 200

Vpipetted
(2.24)

The assay kit tolerates common contaminants, like salts, free nucleotides, solvents, detergents, and
proteins. The assay signal is also stable up to three hours [219]. These advantages increase the ease of
handling larger sample sets.
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Chapter 3

Methodical

The chips are fabricated with different standard clean room techniques. The main steps are, in chrono-
logical order, wet oxidation, photolithography, reactive ion etching of the silicon oxide, directional DRIE
(BOSCH process) of silicon, anodic bonding, and dicing. Then, the channels are functionalized with an
amino termination via chemical surface modifications. The chips are ready to be used for the extraction,
once the functionalization step is done. The extraction of DNA is analysed with the previous described
Qubit dsDNA HS assay kit of Invitrogen. In the following paragraphs, global information about each of
these steps is given. More detailed information can be found in appendix C and appendix D.

3.1 Fabrication process overview

The process flow with the fabrication steps of the chips consists of several standard clean room steps.
These steps are, in chronological order, wet oxidation, photolithography, reactive ion etching (RIE) of
silicon oxide, directional BOSCH DRIE of silicon, anodic bonding, and dicing of the silicon/borofloat
stack into individual chips. A global overview of these steps with a cross section of the chip is given
below. The cross-sections are made with CorelDRAW X6 (Corel Corporation, Ottawa, ON, United
States). A detailed process flow, with the used equipment and parameters can be found in appendix C.
In the clean room, Q-BASF sulphuric acid (96% VLSI Selectipur) and hydrogen peroxide (31% VLSIn
Selectipur) are used.

3.1.1 Front side processing

Selection of a <100> DSP Si DSP wafer

Standard cleaning

Wet oxidation

Dehydration bake

Primer spinning
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Photoresist spinning

Alignment

Exposure

Development

Quick dump rinsing

Drying

RIE of SiO2

DRIE (BOSCH) of Si

Resist and primer stripping in O2 plasma

Piranha cleaning

Quick dump rinsing

Drying

3.1.2 Backside processing

Dehydration bake

Primer spinning

Photoresist spinning
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Alignment

Exposure

Development

Quick dump rinsing

Drying

Postbake

RIE of SiO2

DRIE (BOSCH) of Si

Resist and primer stripping in O2 plasma

Piranha cleaning

Quick dump rinsing

Drying

Oxide stripping in 50% HF

Quick dump rinsing

Drying

3.1.3 Cover wafer processing

Selection of Borofloat BF33 500 µm
glass wafer

Standard glass cleaning

Quick dump rinsing

Drying
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Manually aligning

Prebonding

Anodic bonding

Applying UV dicing foil

Dicing

Flood exposure

Removing dicing foil

3.2 Micro world to macro universe a.k.a. fluidic coupling

During functionalization and extraction the chip is placed in a home-made chip holder (see figure 3.1).
This chip holder also made it possible to connect the chip to the macro world. For this Upchurch
Scientific NanoPort (IDEX Health & Science, Oak Harbor, WA, United States) connectors and capil-
laries of 50 µm I.D. and 360 µm O.D. from the Polymicro Technologies company (Phoenix, AZ, United
States) are used. The capillaries are connected to the chip with F-123H polyether ether ketone (PEEK)
fittings and N-123-03 perfluoroelastomer ferrules. The connection between the capillaries and syringes
are made with P-662 Luer-to-MicroTight adapters. As mentioned before, the flow direction of the liq-
uids in the chip is managed with off-chip valves. These valves are 1-way (EW-30600-00) and 4-way
(EW-30600-04) male lock polycarbonate stopcocks from Cole-Parmer (Vernon Hills, IL, United States).
The connection between the capillaries and the valves is made with P-656 Male Luer to 10-32 Female
adapters, P-662 Luer-to-MicroTight adapters, and F-120X fingertight fittings (all of Upchurch Scientific).

Figure 3.1: Photograph of the used homemade chipholder with connections for capillaries.

3.3 Functionalization

The functionalization starts with a cleaning and activation step. This is done with piranha solution.
The standard recipe that is commonly used in (surface) chemistry and microfabrication consists of
three parts sulphuric acid (Sigma-Aldrich, ACS reagent, 95.0-98.0%) and one part hydrogen perox-
ide (Sigma-Aldrich, Perdrogen, puris. p.a., 30 w/w %). This solution is brought into the chip via a
home-made vacuum system, consisting of a Pyrex Bernoulli pump, Pyrex Drechsel gas trap, and poly-
tetrafluoroethylene (PTFE) tubing. After cleaning and activation, the chips are rinsed with Milli-Q DI
water, which is also brought into the chip with the vacuum system. After this, the functionalization is
performed. All steps below use disposable 1 mL syringes with Luer-Lok (BD, Franklin Lakes, NJ, United
States) and a Microdialysis CMA 120 syringe pump (Kista, Sweden) to bring the solutions into the chips.

The APTES functionalization of the column is done via standard surface chemistry methods. The
APTES (Sigma-Aldrich, 99%) solution is made in ethanol (Merck, ACS, ISO, Reag. Ph Eur, Absolute)
or dry toluene (Sigma-Aldrich, Chromasolv Plus, for HPLC, ≥ 99.9%). The toluene is dried with a 3 Å

34



Master’s thesis

molecular sieve (Sigma-Aldrich, pellets). Both solutions were 4 v/v %. The channels are functionalized
by bringing the solution into the chip with a flow rate of 2 µL min-1. The flow is stopped once the chan-
nels are completely filled. The functionalization lasted four hours and after every hour a new solution is
brought into the channels with a flow rate of 0.5 µL min-1. This low flow rate is used in order to minimize
the induced shear stress on the newly formed monolayer of APTES. After four hours, the channels are
flushed with ethanol or dry toluene, depending on the APTES solution, at a flow rate of 2 µL min-1.
Then, the channel is flushed with isopropanol (Sigma-Aldrich, 100%). This step is done with a flow rate
of 2 µL min-1. Subsequently, the chip is dried on a hotplate on 85°C for 30 minutes.

The chitosan functionalization is done by first functionalizing the channel with the linker molecule
GPTMS (Sigma-Aldrich, ≥98%). A solution of 0.5 v/v % is made in hexane (Sigma-Aldrich, Chromasolv,
for HPLC, ≥ 95%) and brought into the channels with a flow rate of 2 µL min-1. This functionalization
also lasted four hours and after every 30 minutes new solution is brought into the channels with a flow
rate of 0.5 µL min-1. Then, the channels are flushed first with hexane and secondly with 0.1 M acetic acid
(Sigma-Aldrich/Fluka Analytical, volumetric, 0.1 N), both at a flow rate of 2 µL min-1. Then, a chitosan
solution of 0.5 w/w % in 0.1 M acetic acid is brought into the channel with a flow rate of 0.5 µL min-1.
This solution is let to react for 20 hours (overnight), with bringing in new solution after 3, 15, and 18
hours after first bringing in the solution. After these 20 hours, the channels are flushed with 0.1 M acetic
acid at a flow rate of 2 µL min-1. Finally, the channel is flushed with isopropanol (Sigma-Aldrich, 100%)
at a flow rate of 2 µL min-1 and the chip is dried on a hotplate on 85°C for 30 minutes.

3.4 Extraction

Once the functionalization is finished, the chips are ready for the extraction. The amino groups on
the silica surface are first protonated with a MES (Fisher BioReagents) buffer of pH 5. This buffer is
flushed through the channels with a flow rate of 2 µL min-1. This is done for only one minute, since
the protonation of amino groups is instantaneous [222,223]. Then, a solution of DNA in the MES buffer is
flowed through the channels with a flow rate of 2 µL min-1. After flowing everything through the column,
the valve is changed to solely the MES buffer and the channel is washed with this buffer at a flow rate
of 2 µL min-1 for removing RNA, proteins, and other contaminants. Then, the DNA is eluted from the
channel. This is done with a plug of TRIS (Fisher Chemical) buffer of pH 9.2 in a low viscosity oil. The
volume of this plug will be determined by the elution profile of the chip. The elution step is started by
closing the valve of the DNA solution and the MES buffer completely, while opening the oil valve. The
oil flow is also set at 2 µL min-1. This valve is closed again, once the oil reaches the column. At this
point, the TRIS valve is opened in order to inject the TRIS buffer into the oil stream. This is done with a
flow rate of 0.5 µL min-1. This low flow rate is based on the equation for the capillary number (equation
(2.23)). From this equation it is clearly visible that a low flow rate is advantageous for the formation of
a well-defined plug. This valve is closed again after injecting the desired amount of TRIS buffer into
the oil stream. Then, the oil valve is opened again and the plug is transferred to the column with a flow
rate of 2 µL min-1. The order of opening the valves is shown in figure 3.2. This plug elutes the DNA
from the column and transfers it further to a downstream technique for amplification, for example PCR.
This outlet and the waste outlet are also controlled with off-chip valves. The DNA that will be used for
these experiments is personal DNA obtained via the Chelex isolation method (see chapter D for the
protocol). This method not only lyses the cells, but also purifies the DNA [74]. The only disadvantage of
this extraction technique is the fact that it produces single stranded DNA. Therefore it is only suitable for
PCR-based testing procedures [74].

Figure 3.2: Schematic representation of the order of opening the valves. One valve is open at any given
moment. As soon as one opens, the previous opened one closes.
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3.5 Analysis method

The analysis of the extracted DNA is done with the Qubit dsDNA HS assay kit, the 500 µL thin-walled
polypropylene assay tubes, and the Qubit fluorometer of Invitrogen (Carlsbad, CA, United States), as
mentioned in the previous chapter. This kit requires a sample volume of anything in between 1 and
20 µL. This is filled to 200 µL with the working solution, which is made by combining the reagent and
buffer of the assay kit in a 1:200 ratio. The fluorometer is calibrated with the two standards of the
assay kit and after doing this, the samples can be measured. The working principle of this fluorescence
method is schematically depicted in the flowchart of figure 3.3.

Figure 3.3: Work flow of the Qubit dsDNA HS assay kit. Picture taken from references 224 and 225.
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Chapter 4

Results and discussions

In the now following paragraphs, the results of this research are discussed. The results are divided into
different sections. First of all the results of the COMSOL simulations are discussed in the paragraph
about CFD results. Then, results of the fabrication process are discussed. During the whole fabrication
process, different techniques are used in order to monitor and check the different steps. After the
fabrication process comes the functionalization of the chip. Different test methods are used in order to
determine the best approach, and the results of these tests are discussed in the third paragraph of this
chapter. The fourth paragraph discusses the results of the extraction, which are obtained with the Qubit
dsDNA HS assay kit.

4.1 Computational fluid dynamics

In order to determine the best geometry of the column, COMSOL Multiphysics 4.3b is used. With this
FEM software package, CFD analysis can be performed. The first analysis that is done was the de-
termination of a good pillar geometry and orientation. Different geometries, namely square and round
pillars, and different orientations of the squares, namely with the flat side perpendicular to the flow and
the corner directed towards the flow direction. Besides this, the placement of the pillars is also investi-
gated. Some are placed in a line grid, while others are placed in a hexagonal grid. An overview of the
simulated pillars is shown in figure 4.1. Results of these analyses are shown in appendix E. The pitch of
the square micropillar array is chosen to be 28.28 µm in both directions, the pitch of the round micropil-
lars is 30 µm in the x-direction and 20 µm in the y-direction, and the pitches of the denser packed array
with round micropillars is 20 µm in both directions. The hexagonal packed arrays have micropillars on
the half of the pitches, and elevated by 45°. The pictures in figure 4.2 show the best results for the 3
different kind of pillar arrays. A flow rate of 1.0 µL min-1 is used for these simulations.

Figure 4.1: Overview of the different simulated pillar geometries. In these figures, the flow is going from
the left to the right.

As can be seen in the results in figure 4.2, the hexagonal packing of micropillars shows the best
results in terms of constant flow velocity. However, a higher velocity is observed in the spacing near the
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(a) Round pillars that are placed in a hexagonal
grid.

(b) Denser packed round pillars that are placed
in a hexagonal grid.

(c) Square pillars, corner directed to the flow and
placed in a hexagonal grid.

Figure 4.2: Velocity profile in columns with different pillar geometries and placements. The simulations
are performed with a flow rate of 1 µL min-1. All values are in mm s-1.

sidewalls of the channels with a densely packed array of round micropillars (see figure 4.3(a)). There-
fore there are also simulations done with structures integrated in the sidewall of the channel. These
results are shown in figure 4.3.

Based on these simulation it is clearly visible that the following columns would give the best results
with respect to the requirement of constant flow velocity in the transversal direction of the column:

• The column needs to have micropillars which are placed in a hexagonal grid.

• The column needs to have round pillars or square pillars with a corner directed to the flow direction.

• The column needs to have structures integrated in the sidewalls.

In order to reduce the amount of simulations, the following simulation is only performed with a column
that has a hexagonal packing of round pillars and structures integrated into the sidewalls. The pillars
are packed in a dens manner. This simulation is done to investigate the effect of the chosen flow
distributor [180–182]. The result of the simulation with a flow rate of 0.1 µL min-1 is shown in figure 4.4.
As can be seen here, the distributor distributes the flow with a relatively high flow rate in transversal
direction.

Besides this simulation, there are also other simulations done. At first is the pressure distribution
inside the channel simulated. The result of this simulation is shown in figure 4.5. In here, it is visible that
the largest pressure build-up is near the start of the flow distributor. This is as expected, since a channel
with a cross section of 50× 25 µm2 is splitted into two channels of 2.5× 25 µm2. The next simulation is
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(a) A column without sidewall structures. (b) A column with sidewall structures.

Figure 4.3: Velocity profile in columns without and with sidewall structures. The simulations are per-
formed with a flow rate of 1 µL min-1. All values are in mm s-1.

Figure 4.4: COMSOL simulation of the velocity profile in the flow distributor, performed with a flow rate
of 0.1 µL min-1. All values are in mm s-1.

of the cell Reynold’s number in the middle of the channel (figure 4.6). This is not completely the same as
the Reynold’s number in equation (2.20). COMSOL uses equation (4.1) and as can be seen here, there
is a length scale involved. COMSOL uses the average mesh size for this, so it is the “local Reynold’s
number”. This gives values roughly an order of magnitude lower than calculated analytically in equation
(2.20) (also taking into account that a flow rate of 0.1 µL min-1 is used for the simulation). However,
the simulation shows that there is still a laminar flow because the cell Reynold’s number is lower than
unity. The final simulated value is the shear stress, which is viscosity times shear rate for Newtonian
fluids (see figure 4.7). This simulation is done in order to check whether the DNA will survive the flow
distributor. As can be seen in the scale bar, the highest shear stress is 3.22×10-23 N pm-1. Literature
gives values of 6.3 ×10-23 N pm-1 for breakage induced by hydrodynamic shear stress [226], so DNA has
a significant chance to survive this. If breakage still occurs, then this is not a big problem, since the next
step downstream is PCR amplification and PCR also works with DNA fragments [227].

Recell =
vL

ν
(4.1)
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Figure 4.5: COMSOL simulation of the pressure distribution inside the column, performed with a flow
rate of 0.1 µL min-1. All values are in bar.

Figure 4.6: COMSOL simulation of the cell Reynold’s number, performed with a flow rate of 0.1 µL min-1.

Figure 4.7: COMSOL simulation of the shear stress, performed with a flow rate of 0.1 µL min-1. All
values are in N pm-1.
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4.2 Fabrication process

The first step of the fabrication process is designing the photolithography mask. This mask is designed
with CleWin5 mask designing software (PhoeniX Software, Enschede, The Netherlands). The resulted
masks can be found in appendix B and close ups of the drawn in- and outlet can be found in figures
2.2 and 2.5 in chapter 2. After receiving the mask, an inspection by optical microscope is done. During
this inspection a small error was found in the design. The backside of the last row of diamond-shaped
pillars of the inlet flow distributor on the chip with square pillars was faulty drawn. This backside should
not be flat, but pointy like all other diamond-shaped pillars. This mistakenly drawn chip, together with a
correctly drawn chip is shown in the microscope image in figure 4.8. All other microscope images are
shown in appendix F.

(a) The correctly drawn pillars. (b) The faulty drawn pillars.

Figure 4.8: Microscope images of a correctly and faulty drawn mask.

The first step of the clean room work is the wet oxidation step. This step is analysed with a Woollam
M-2000UI ellipsometer (Lincoln, NE, United States). The aimed layer thickness was 1.2 µm and the el-
lipsometric analysis showed an average thickness of 1.213 µm. A complete scan is shown in appendix
G.

The next step in the fabrication process is etching. As can be seen in the process flow in appendix
C, this step is performed first with the Alcatel Adixen AMS100 DE (Annecy Cedex, France) etching
tool and secondly with the Alcatel Adixen AMS100 SE (Annecy Cedex, France) etching tool. The first
machine etched through the SiO2 layer and the second one etches the structure into the Si. After 3
minutes of etching with the Adixen DE the discolouring caused by the oxide layer was gone, indicating
that the etching step was successful. The etch rate of the B-HARS process of the Adixen SE is first de-
termined by etching 4 minutes and then measuring the depth with the Veeco Dektak profiler (Plainview,
NY, United States). This device measures with a 2.5 µm stylus a line on the surface of a substrate.
The result of this is an etch rate of 4.8 µm min-1, so an etching time of 5:10:88 minutes is applied. This
etch time is rounded to the closest completely finished cycle of passivation and etching. These Alcatel
etching machines are also used for etching the via-holes for the fluidic inlets and outlets, only now the
B-UNIFORM recipe is used. This recipe has an etch rate of 18∼22 µm min-1, so an etching time of
30 minutes was first applied. But this was not enough for etching all via-holes completely through a
525 µm thick wafer. An additional etch time of 5 minutes was applied and this was enough to open all
via-holes. After this step, the 1.2 µm oxide layer is removed and the etched structures are analysed.
The first analysis is to check the channel depth. For this the Veeco Dektak profiler (Plainview, NY, United
States) is used. The result of this step height measurement, which gave a depth of ∼22.5 µm is shown
in appendix G.

Subsequently, SEM images are made with Jeol JSM 5610 SEM (Tokyo, Japan). As can be seen
in these SEM images in 4.9 and especially in the birds-view image in figure 4.9(c), are the pillars and
sidewalls perfectly vertical. Another observation is that the design error of the mask is transferred to
the pillar structure, as can be seen in figures 4.9(a) and 4.9(d). The structure in figure 4.9(e) shows a
known etch effect [180] and will not give any problems during later use.

The next step in the clean room process flow is the anodic bonding step. The standard recipe, which

41



Master’s thesis

(a) SEM image of the column inlet. (b) SEM image of the column outlet.

(c) SEM image of the straight square pillars. (d) SEM image of the design error.

(e) SEM image of an etch effect.

Figure 4.9: SEM analysis of the µSPE column with square pillars.

is schematically depicted in appendix G, is performed with an EVG EV501 anodic bonder (St. Florian
am Inn, Austria). Literature described anodic bonding of structures as small as 10×10 µm [228], but
the performances are often device dependent. In order to check if the pillars were also anodically
bonded, cross-sectional analysis is done. Dicing of these cross-section is done with the Disco DAD-321
automatic dicing machine with TC-300 blade (Tokyo, Japan). The chip was covered with 80 µm thick
STW T10 dicing foil of Nitto Denko Corporation (Osaka, Japan) in order to protect the single mounted
chip against movement during dicing. The dicing depth is set at 400 µm deep into the chip, and dicing is
done on both sides of the chip. After removing the dicing foil, the chip is manually broken with a pair of
tweezers. This is done in order to protect the pillars against the brute force of the dicing machine. This
cross-section is mounted into the FEI Sirion HR-SEM (Hillsboro, OR, United States) and SEM images of
the bonded area and of the scallops of the cyclic BOSCH process at the sides of the pillars at different
heights. The SEM images of the bonded area with the scallops on the top side of the pillars (h = 0 µm)
are shown in figure 4.10. The SEM images of the scallops at other heights are given in appendix H. The
SEM images in figure 4.10 and in appendix H reveal developed scallops on the top side of the pillars.
However, deeper etching into the substrate causes that the gas composition in between the pillars to
change from the optimal gas composition into a non-optimal gas composition. This is due to diffusion of
the etched material. This material is removed from the surface and “contaminates” the etchant gasses
in between the pillars, creating a non-optimal etch gas, hereby slightly altering the scallop pattern.
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(a) SEM image of the top left side of a bonded pillar. (b) SEM image of the top right side of a bonded pillar.

Figure 4.10: SEM analysis of bonded round pillars.

4.3 Flow profile analysis

In microfluidics it is important to study the behaviour (especially the velocity profile) of the fluid inside
the chip. The final operation procedure of the chip uses aqueous buffer solutions and an oil, therefore
both are studied. The liquids are pumped into individual chips and the resulting flow profile is studied
with the Leica DMI5000M inverted microscope with LAS 3.8.0 software (Wetzlar, Germany).

4.3.1 Aqueous solutions

The flow profile of aqueous liquid inside the chip is analysed with a 10-4 M fluorescein solution (Sigma-
Aldrich/Fluka Analytical) instead of the buffer solutions because it is easier to visualize the velocity
profile with fluorescence. This solution is pumped into the chip at different flow rates (0.1, 0.5, 1.0, and
2.0 µL min-1) and subsequently the chip is flushed with DI water at a flow rate of 10 µL min-1. This
handling creates a water/fluorescein interface inside the channel, which shows the velocity profile of
the liquid inside the chip. The behaviour of the liquid is studied by using the Leica microscope. The
exposure is set at 1 s, the gain at 1x, the saturation at 1.5, the gamma at 0.61, and the histogram
ranged from 0 to 255. Results of these analysis are shown in the figure 4.11. During these analysis,
the working principle of the flow distributor was observed. The velocity profile, which was formed at the
water/fluorescein interface was not as flat as previously reported in the literature [180,181]. A reason for
this can be the relatively short channel before the column. The T-junction there disturbs the flow profile
by creating a two-phase system, even when one of the flows is turned off. This can be observed in figure
4.12. This microscope image also clearly shows that there is no fluorescence in the upper left part of
the distributor. But still there is a homogeneous fluorescent signal at the end of the distributor. Here it
is clearly visible that the interconnected channels can distribute to all sides of the column when one of
the channels is not working properly (transversal distribution of the flow), as is described before [180,181].

4.3.2 Oil

The behaviour of oil is investigated by pumping M5904 mineral oil (Sigma-Aldrich, BioReagent for
molecular biology) into the chip. A flow rate of 0.5 µL min-1 is used because of the viscosity of the
oil, which is higher than the viscosity of water (30 cp compared to a viscosity of 1 cp of water). After
pumping the oil into the chip, it became visible that the viscosity is too high. The oil is not capable
of entering the distributor part of the column, even after increasing the flow rate to 5 µL min-1. The
oil flow stopped before the distributor and formed two typical oil menisci, which can be seen in figure
4.13. These menisci are formed in this manner because of the hydrophobic interaction of the oil with
the channel wall. The pressure inside the system increased, leading to leakage at the point where the
capillary is connected to the chip. A solution can maybe be formed by heating up the chip. Viscosities
tend to decrease when the liquid is heated up. However, this is not tested experimentally because this
idea came at the end of this thesis research.
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(a) At t = 0 s.

(b) At t = 1 s.

(c) At t = 2 s.

(d) At t = 3 s.

Figure 4.11: Fluid profile analysis of a liquid. The fluorescein is flushed away with DI water at a flow
rate of 10 µL min-1.

Figure 4.12: The strong transversal distribution in the flow distributor.

4.4 Functionalization

Functionalization of silicon with either chitosan or APTES is tested on 1.5×1.5 cm <100> Si samples,
which are created by dicing a wafer. This is done in order to verify whether the functionalization process
is effective or not. These samples are analysed with two distinct and well-established surface analysis
methods. The first used method is X-ray photoelectron spectroscopy (XPS). This technique uses X-rays
in order to extract Auger electrons from the atoms on the surface. These Auger electrons have distinct
energy values for different elements. With this technique it is possible to measure the relative compo-
sition of the surface. The XPS spectra for both the chitosan functionalization as well as the APTES
functionalization are given in appendix I. A summary of the results for the chitosan functionalization can
be found in table 4.1.

These results show that a significant amount of carbon is present on the piranha cleaned SiO2 sur-
face. This contamination is extracted from the air and adsorbed on the surface. The amount of carbon
is rather high because of the time between the cleaning and analysis. The samples were cleaned at the
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(a) Microscope image of an empty channel. (b) Microscope image of an oil filled channel.

Figure 4.13: Microscope images of velocity profile test with oil.

Table 4.1: XPS results chitosan functionalization.

C [%] N [%] O [%] Si [%]
Piranha cleaned SiO2 12.38 - 46.96 40.66 (54% bare Si, 46% SiO2
GPTMS 14.16 0.86 46.97 38.01 (54% bare Si, 46% SiO2
Chitosan 26.22 2.11 42.88 28.79 (54% bare Si, 46% SiO2

same time as the samples for the GPTMS and chitosan functionalization. The time between cleaning
and analysis is therefore 27 h. The increase of carbon after the GPTMS functionalization is due to the
carbon atoms present in the carbon backbone of GPTMS (a total of six carbon atoms is present in the
chain, as can be seen in figure 4.14). This additional carbon decreases the amount of silicon in the re-
sults because the analysis depth of the XPS is limited [229]. This is also the reason why the percentage
of silicon further decreased after the chitosan functionalization. Chitosan is a mucopolysaccharide (see
figure 1.15) and therefore contains relatively a large amount of carbon. This is evidenced by the per-
centage of carbon measured. Also 2.11 % of nitrogen is measured, indicating the nitrogen of the amino
groups. The 0.86% of nitrogen in the GPTMS layer is unexplainable. A guess is that it also is adsorbed
from the air.

Figure 4.14: Structural formula of GPTMS.

The APTES functionalization is also analysed with XPS. A summary of these results can be found
in table 4.2. From these results it is visible that the piranha cleaning is indeed effective. This effect de-
creases over time once the samples are taken out of the piranha because the surface starts to adsorbs
organic compounds from the air. This is clearly visible when the XPS data of the piranha cleaning of
the chitosan functionalizatin is compared with the data of the XPS measurement of the APTES func-
tionalization. The time between cleaning and measurering was ∼27 h and ∼30 min, respectively. The
C/N ratio for the APTES functionalization in ethanol is 9. This is not 3, as would be expected by looking
at the APTES molecule (figure 1.14). This higher ratio can be addressed to incomplete crosslinking at
the ethoxy groups and carbon contamination adsorbed on the surface. A very remarkable result is the
presence of zinc. This element should not be present and is an unusual contamination. A reason for this
contamination can be an unclean fumehood, glassware, or tweezers. The APTES functionalization in
dry toluene gave a C/N ratio of 4 and it did not have the zinc contamination. However, visual inspection
showed spots (see figure 4.15), which can be islands of (polymerized) multilayers. This is supported
by the fact that the percentages of silicon and oxide are less and the carbon and nitrogen percentage
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Table 4.2: XPS results APTES functionalization.

C [%] N [%] O [%] Si [%] Zn [%]
Piranha cleaned SiO2 3.81 - 46.06 50.13 (54% bare Si, 46% SiO2 -
APTES in EtOH 25.77 2.91 34.57 36.23 (54% bare Si, 46% SiO2 0.52
APTES in dry toluene 45.25 11.90 27.16 15.68 (54% bare Si, 46% SiO2 -

are higher than for the functionalization in ethanol. The in ethanol functionalized samples did not show
those islands.

Figure 4.15: Photograph of substrates after APTES functionalization in EtOH (left) and dry toluene
(right).

The second used surface analysis technique is contact angle measurements. These measurements
are done with a DataPhysics OCA 15plus contact angle system (Filderstadt, Germany) in sessile drop
operation. This device puts a drop of 25 µL water on the surface of the substrate and measures the
contact angle of the drop with the surface. This is the so-called static contact angle. After this measure-
ment, the drop is subsequently increased and decreased with 25 µL (rate: 3 µL s-1), while continuously
measuring the advancing and reducing contact angle (ARCA). This is done five times in one measure-
ment, with after every increase or decrease of 25 µL a stabilisation period of 3 s. These measurements
give an indication of the hydrophobicity/hydrophilicity of the surface. The results of these measurements
are shown in table J.1 and appendix J. As can be seen in table J.1, there is a clear distinction between
the different surfaces. The chitosan functionalization shows a clear trend of increasing contact angle.
This is as expected by looking at the amount of carbon atoms in the monolayer. Although, the values
are not corresponding to the values found in literature. The functionalized samples analyzed in this
research all have contact angles that are lower than the ones found in literature. This can be explained
by non-optimal covering of the sample due to non-optimal reaction conditions. This is in agreement with
the XPS data, in which a C/N ratio of ∼12.5 for the chitosan functionalization can be observed, while a
ratio of ∼6.5 (depending on the degree of deacetylation) is most optimal. The sample functionalization
with APTES in ethanol shows a higher contact angle than the angles found in the literature. This can be
explained by the incomplete crosslinking of the ethoxy groups, leaving more carbon on the surface. The
carbon chains are hydrophobic, which thus increases the contact angle. This is also in agreement with
the C/N ratio of 9, which is found during the XPS analysis. The functionalization of APTES performed
in dry toluene showed contact angles which were in agreement with the literature. This is also strength-
ened by the XPS data. In these data, a C/N ratio of 4 is found, indicating almost complete crosslinking.

The functionalization inside the chip, however, gave problems. With the Bernoulli pump it was possi-
ble to get water into the chip, but the water only moved via the sidewalls of the channel. After 20 minutes
of applying the vacuum, an inspection with the Leica microscope was made. These are shown in figure
4.16. The inlet of the column is shown in figure 4.16(c) and the distance started counting after the flow
distributor. As can be seen here, the water advanced roughly 6.5 mm into the chip.

After 35 minutes, the water reached the second distributor on the other side of the column. At this
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Table 4.3: Results of contact angle measurements. All angles are in degrees.

Substrate Static contact angle
(θstat)

Advancing and reducing
contact angle (θadv / θred)

Theoretical
θstat

Native SiO2
38.6 ± 1.6
(n=2)

42.0 ± 2.8
(n=5)
17.1 ± 0.1
(n=4)

45 [230]

52 [231]

Piranha
cleaned native
SiO2, with
carbon
contamination

30.5 ± 4.9
(n=14)

34.1 ± 2.9
(n=20)
14.5 ± 1.8
(n=20)

<20 [232]

34 [233]

GPTMS
functionalization

38.7 ± 3.7
(n=10)

41.2 ± 2.6
(n=20)
16.0 ± 1.0
(n=20)

60 [234]

61 [235]

Chitosan
functionalization

53.4 ± 18.3
(n=8)

53.0 ± 1.7
(n=20)
16.1 ± 0.5
(n=20)

87.5 ± 2.5 [236]

76.4 ± 5.1 [149]

Piranha cleaned
native SiO2

10.2 ± 6.3
(n=10)

19.1 ± 0.8
(n=14)
4.7 ± 0.5
(n=14)

<20 [232]

34 [233]

APTES
functionalization
in EtOH

71.6 ± 6.3
(n=8)

76.2 ± 2.2
(n=20)
39.2 ± 0.6
(n=20)

57 [128]

67 ± 1 (θadv) [237]

32 ± 1 (θred) [237]

APTES
functionalization
in dry toluene

61.0 ± 4.9
(n=8)

65.4 ± 2.8
(n=20)
27.8 ± 0.4
(n=20)

57 [128]

67 ± 1 (θadv) [237]

32 ± 1 (θred) [237]
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(a) ∼ 6.5 mm into the channel. (b) ∼ 5.7 mm into the channel. (c) 0 mm into the channel.

Figure 4.16: Microscope images taken after 20 minutes of applying a vacuum.

point, the pressure drop became too high and the Bernoulli pump came off from the water faucet (see
figure 4.17. As can be seen in the microscope images in figure 4.18, the water continued to advance
via the sidewalls of the channel until it reached the second distributor.

Figure 4.17: Bernoulli pump faillure due to a too high pressure drop.

(a) 10 mm into the channel. (b) ∼ 6.0 mm into the channel.

Figure 4.18: Microscope images taken after 35 minutes of applying a vacuum.
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Because the vacuum technique was already problematic for water, it was expected to be the same
for a standard piranha solution, since the viscosity of H2SO4 is higher than that of water (26.7 cP com-
pared to 1 cP of water). This is a lowered by adding the H2O2 (viscosity of ∼1.2 cp), but the viscosity
stays higher than that of water, no matter which ratio is used. However, with this came the idea to
investigate the effect of different piranha compositions on the hydrophilicity of the surface. This effect
is studied with contact angle measurements. The same method as with the previous described contact
angle measurements is used and the results of this are shown in the graph in figure 4.19. All values with
standard deviations, and values for a non-cleaned substrate and a plasma cleaned substrate are given
in table J.1 in appendix J. As can be seen here, there is a clear trend in hydrophilicity of the surface
related to the different ratios of the piranha mixture, with a minimum in the hydrophilicity after cleaning
with a 1:1 ratio of H2SO4:H2O2. This can be attributed to the following reactions in which H2SO4 and
H2O2 react to Caro’s acid, hydronium ions, bisulfate ions, and atomic oxygen:

H2SO4 + H2O2 −−→ H2SO5 + H2O

H2SO4 + H2O2 −−→ H3O+ + HSO4
– + O

This mixture is an aggressive cleaning agent due to Caro’s acid. This is one of the strongest oxidizing
agents. The mixture is able to dissolve even elemental carbon (for example photoresist residues). In a
1:1 ratio there is an optimal ratio, as can be seen in the chemical equation. However, this solution can
only be used in small volumes (< 50 mL) because several university handling procedures mention that a
50% solution of H2O2 in H2SO4 can be explosive (due to Caro’s acid) [238,239]. A suggestion would be to
investigate different solutions in small volumes in H2SO4:H2O2 ratios from 7:1 to 1:2 and also compare
this with, for example, base piranha (ammonium hydroxide (NH4OH) with H2O2).

Figure 4.19: Hydrophilicity of the surface after cleaning with different ratios of piranha.

It is not tested to get the different piranha solutions in the chip. As can be seen in figures 4.16, 4.17,
and 4.18 it was not possible to get water (which has, as mentioned before, a much lower viscosity than
piranha solutions) into the chip with the use of a Bernoulli pump. Therefore, a different method is tried,
one that uses an overpressure instead of a vacuum. In this method, a 25 mL Hamilton Gastight syringe
(Bonaduz, Switzerland) and Teflon tubing with an inner diameter of 250 µm is used. A home-made
plug is pressed manually on one of the inlet holes, and the other one is covered with a Teflon reaction
tube stopper. However, it was not possible to manually make a leakage free connection on the two
inlet holes. Therefore clamps are used, as can be seen in figure 4.20. But this did not improve the
connection between the plugs and the inlet holes. The leakage that occurred (see figure 4.21) is very
dangerous when piranha solutions are used, therefore it was decided to stop the trying to get piranha
into the chip and put the focus on functionalization of the channels without piranha cleaning. Piranha
also activates the surface by creating hydroxyl groups, but these are already present at the walls of the
micropillars and the channel walls, although in a lesser amount than after piranha cleaning.
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Figure 4.20: The home-made setup to get piranha into the chip.

Figure 4.21: The occurred leakage next to the inlet plug.
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4.5 Extraction

The extraction performances of APTES and chitosan are first tested with flat samples. These samples
are made of a <100> DSP Si wafer with native oxide. This wafer is diced in the x-direction with a pitch
of 4 mm wide and in the y-direction with a pitch of 5 cm (wafer is diced into half), creating rectangular
shaped strips of various lengths, but all with the same corners and edges on one side of the rectangular
strip. These samples are functionalized according to the previously described protocols. The DNA ex-
traction is done by putting 1 strip into a PCR tube of the Qubit dsDNA HS assay kit with a pH 5.0 MES
buffer (for protonation of the amino group). After that, the strip is transferred to a PCR tube containing
the MES buffer and DNA. After 15 minutes, the strip is taken out of the DNA solution and put into the
pH 9.2 TRIS buffer for the elution of the DNA from the sample. Care is taken that an equal amount of
liquid (400 µL) is present in all the PCR tubes. The test strips are therefore for 1.1 mm in the liquid. This
makes the effective extraction surface 8.8 mm2 (the functionalization is on both sides of the test strip).
Every run is done with 3 test strips (in triplo). Samples are taken from every PCR tube and analysed
with the Qubit dsDNA HS assay kit. The results in graphical format are given in appendix K. As can be
seen, the APTES did not elute DNA with a TRIS buffer of pH 9.2. This is in accordance with the broad
range of pKa values found in the literature [116–119]. Therefore a TRIS buffer with a pH of 12.6 was made.
The same extraction test procedure is performed with this buffer. The results of these extraction tests
are summarized in table 4.4. A complete overview of the results can be found in appendix K.

Some differences can be found, when the results of the different functionalizations are compared.
First of all it is clear that the chitosan functionalization does not have a high extraction efficiency when
compared to both the APTES functionalizations. The chitosan layer was only capable of extracting
10.47% of the DNA from the solution. The APTES layer that was grown in ethanol was capable of
extraction 77.02% and the APTES layer grown in toluene even 94.99%. These differences in quality is
also evident in all the results of the functionalization analyses, i.e. the APTES layer grown in dry toluene
had the best contact angle and the highest C/N ratio in the XPS data. Chitosan alway had the lowest
performances in these analyses. The subsequent elution step on the other hand showed the opposite
results. The elution efficiency of the APTES layer grown in ethanol (elution done with TRIS pH 9.2) is
only a mere 0.12%. This was already increased by increasing the pH of the buffer to 12.6, but still only
4.23% of the DNA on the test strip was eluted. Chitosan and the TRIS buffer of pH 9.2 on the other
hand, were capable of eluting 18.81% of the DNA from the test strip. These difference between the
chitosan functionalization and the APTES functionalizatin in dry toluene balancing out, so both were
capable of transferring almost the same amount of DNA from the MES buffer to the TRIS buffer.

The chosen DNA analysis method, the Qubit dsDNA HS assay kit, is also tested with several stan-
dard solutions of DNA (from different suppliers) and with fish DNA in order to test the accuracy and
selectivity of the system. The results of these measurements are shown in table 4.5. As can be seen
here, it is still difficult to measure low concentrations of DNA. The measured values are in the case
of GenomiPhi ∼40% below the value of the supplier. However, it can be possible that the GenomiPhi
control vial was not good anymore. It was not ordered new, but taken out of the freezer in the lab. On
the other hand, th Qubit dsDNA HS assay kit shows a high specificity for human DNA. The calibration
curve of fish DNA all had values which were ∼18% of the total amount that was in the sample.

The extraction is also tested on chip. This chip was functionalized without cleaning and activating
the surface with piranha prior to the functionalization, since piranha could not be flushed into the chips.

Table 4.4: Summarized results of the extraction tests. All measurements are done in triplo (n=3).

Substrate DNA in solution
[ng µL-1]

DNA on strip
[ng]

Extraction
efficiency [%]

DNA in TRIS
buffer [ng µL-1]

Elution
efficiency [%]

Chitosan 0.50 ± 0.01 0.05 ± 0.00 10.47 ± 1.05 0.01 ± 0.00 18.81 ± 1.26

APTES, pH 9.2 1.55 ± 0.02 1.20 ± 0.12 77.02 ± 6.71 0.00 ± 0.00 0.12 ± 0.21

APTES, pH 12.6 0.41 ± 0.08 0.39 ± 0.08 94.99 ± 0.64 0.02 ± 0.00 4.23 ± 1.34
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Table 4.5: Validation of the Qubit dsDNA HS assay kit.

Supplier Type of DNA
Concentration

according supplier
[ng µL-1]

Measured
concentration

[ng µL-1]

Applied
Biosystems

Humand DNA
Male

10 8.47 ± 0.29
(n=9)

Applied
Biosystems

Humand DNA
Male

10 11.38 ± 0.66
(n=9)

GenomiPhi Control DNA 10 5.96 ± 0.51
(n=9)

Invitrogen Qubit
dsDNA HS assay
Standard #2

Control DNA 10 9.80 ± 0.16
(n=9)

B.B. Bruijns Fish DNA 1 0.08 ± 0.01
(n=3)

B.B. Bruijns Fish DNA 2 0.12 ± 0.03
(n=3)

B.B. Bruijns Fish DNA 3 0.17 ± 0.01
(n=3)

B.B. Bruijns Fish DNA 4 0.24 ± 0.01
(n=3)

B.B. Bruijns Fish DNA 5 0.29 ± 0.01
(n=3)

B.B. Bruijns Fish DNA 10 0.34 ± 0.01
(n=3)

B.B. Bruijns Fish DNA 100 5.36 ± 0.09
(n=3)
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However, it is assumed that there are some active hydroxyl groups on the channel walls and pillars.
The functionalization is performed by flushing a 4% v/v APTES solution in ethanol into the channel.
Once the channel was filled, the flow was stopped. Fresh APTES solution was flushed with a flow
rate of 1 µL min-1 into the channel after it reacted for 2.5 h. This fresh solution also stayed inside the
channel for 2.5 h. Afterwards, the channel was flushed with ethanol and the MES buffer that is used to
protonate the amino groups. Then, a DNA solution was flown through the chip. However, this was not
successful because the channels became clogged. In an attempt to solve it, all solutions were filtered
with a Nuclepore polyethylene filter with 2.0 µm pore size (Pleasanton, CA, United States). This filter
membrane was placed directly on top of the chip and the connections are made with the membrane in
between the chip and the outlet of the capillary. However, this method was not successful, as can be
seen in figure 4.22. This can be an accumulation of dirt with dimensions smaller than 2.0 µm, which
eventually blocked a channel of 2.5 µm width. A possible way of solving this is by filtrating the solution
with a 0.45 µm syringe filter disk prior to injecting it into the channel. However, this is not a desired
method because the filtrating can also capture some of the DNA, and this is not wished with forensic
samples, which are low in DNA concentration.

Figure 4.22: Accumulated contamination before the distributor.
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Conclusions

The performed Master’s thesis research was focussed on the development of a plug-based µSPE sys-
tem for the extraction and purification of DNA. The research was divided into separate steps and the
conclusions of them will therefore be discussed in separate paragraphs.

5.1 Fabrication

The designed mask is based on a series of COMSOL simulations. The velocity profile through a column
with different pillar geometries and placements were simulated. From these simulation it became evident
that a hexagonal packing with integrated structures on the sidewalls will give the most homogeneous
distributed velocity profile. The subsequent fabrication process was without any unexpected challenges.
All the used clean room steps are well-established methods and therefore they give very reproducible
results. A total of 10 wafer were processed and none of them showed any errors due to the fabrication
process. The only error found is the one in the mask that is drawn.

5.2 Characterization of the chip

The designed chip showed an almost flat profile when a fluorescein filled column was flushed with DI-
water. This indicates that the flow distributor is working. However, the formed profile was not as flat as is
proven in the literature [180,181]. This can be attributed to the two-phase system created at the T-junction
in the channel before the column. It was not possible to analyse the flow profile of the oil in the channels
because the oil has a too high viscosity. The oil entered the chip, but only until the first flow distributor.
Here it stagnated due to a too high pressure drop, as the pressure drop scales with the viscosity of the
fluid (see equation (2.17). This created two menisci.

5.3 Functionalization

The different functionalization steps are first performed on flat test samples. These substrates are sub-
sequently analysed with XPS and contact angle measurements. The results of these measurements
clearly show that the functionalization steps occurred, but that the reaction parameters were not yet
optimal. A parameter that can have a significant influence is the temperature [133,134]. A study into the ef-
fect of temperature during the functionalization can help to get better defined monolayers. The chitosan
functionalization and the APTES functionalization in ethanol both showed a higher C/N ratio and lower
contact angles than expected. For the chitosan functionalization, this can be attributed to the large
amount of reactions that can occur with a GPTMS/chitosan system (see chapter 1 for an overview).
The reason for the difference in measured values and literature values in the APTES functionalization in
ethanol can be linked to incomplete cross-linking of ethoxy groups due to non-optimal reaction param-
eters. The functionalization inside the chips were not successful. The piranha solution has a too high
viscosity, even at different H2SO4:H2O2 ratios. The effectiveness of these different piranha ratios was
also investigated with contact angle measurements. From these data it became evident that the 1:1
ratio gives the most hydrophilic surface. However, literature reports that a 50% concentration of H2O2
in H2SO4 explosive is, so care must be taken when these concentrations are used.

5.4 DNA quantitation method

The Qubit dsDNA HS assay kit and the Fluorometer 2.0 are used for the quantitation of the DNA in solu-
tion. Although the method is not completely accurate, showing values for control samples that are show
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2 and 40% difference with the standard concentration of 10 ng µL-1, the method is still used throughout
this research, since the method has proven to be more useful than conventional fluorescence measure-
ments. The supplier guarantees linearity between 0 and 100 ng µL-1 if every sample is measured with
the same standards. The straightforwardness of the analysis method simplifies the method significantly
and increases the throughput of samples.

5.5 Extraction

The extraction of DNA was only performed on flat test samples since the functionalization of the chip
was not achieved. The results of the extraction and elution tests with the different functionalizations
does not give a conclusion which functionalization is the best. For the extraction of DNA from the MES
buffer, a APTES monolayer which is grown in dry toluene extracts the most of the DNA, namely almost
95%. However, the elution of this same sample was only ∼4.2%. For this elution step a TRIS buffer of
pH 12.6 was used. The elution efficiency with this buffer was already better than the elution from APTES
with a TRIS buffer of 9.2, only a mere 0.1% was eluted. Chitosan on the other hand, had a low extraction
efficiency. This was only∼10.5%. However, the elution efficiency was rather high when compared to the
elution efficiencies of the APTES layers, namely ∼18.8%. These differences in extraction efficiencies
can be explained by the functionalization steps, which were, according to the XPS and contact angle
measurements results, done at non-optimal reaction conditions. The time did not allow it to further
investigate the different parameters of the functionalization steps. The low elution efficiency of the
APTES can possibly be explained with the pKa value of APTES. The literature describe a whole range
of different values [116–119], making it difficult to find a proper buffer solution. The only conclusion that can
be made here is that the reproducibility between test samples with the same functionalization is high,
which is proven by the low experimental error (standard deviation).

5.6 Overall conclusion

The chosen method of ion exchange µSPE is a potential interesting method for DNA extraction. How-
ever, the chosen functionalization and buffer combinations did not yield the desired combination of a
high extraction efficiency and high elution efficiency. Further research can give more clarity in which
combination needs to be chosen in order to have the optimal combination. The chip design itself was
also not optimal for the extraction of DNA. The column itself was not the problem, but the distributor
gave the problems. The chosen distributor has channels of 2.5 µm wide and the depth of the distribu-
tor was quite large, when compared to the width, making it prone for clogging. Equation (2.17) learns
us that the created pressure drop is related to the viscosity of the fluid. The fact that oil has a higher
viscosity, together with the channel dimensions, make it that the oil could not enter the distributor. All
recommendations for further research can be found in chapter 6.
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Chapter 6

Recommendations and integration

After performing this Master’s thesis research it is not surprising that some recommendations for further
research are found and that an idea about the integration of such an ion exchange µSPE into the bigger
portable DNA analyser for the forensic scientists. Both the recommendations, as well as the integration
of the chip are discussed in this chapter.

6.1 Recommendations

After doing this Master’s thesis research some recommendations can be made for further research into
this topic. First of all, some recommendations are listed for the chip design:

• With regard to the inlet channels before the column. These channels form in the current design a
T-junction. It is found in this research, as well as in the literature [203], that this kind junction does
not give desired results. It would be better to make an Y-junction with an angle ∼45°.

• The distributor in the current design gave a lot of troubles. It is therefore recommended to im-
plement another flow distributor. Although not giving a completely flat flow profile, the bifurcating
channels distributor is still a good option. These channels are much wider than the chosen radially
interconnected flow distributor, making the pressure drop much lower.

• The last recommendation regarding the chip design is the column length. The extractions which
were performed on the test strips needed an area of 8.8 mm2. This area is roughly 35% smaller
than the current column length. Therefore it can be shortened to ∼6.5 mm. This also reduces the
pressure drop of the column.

There can also be made some recommendation with regard to the functionalization process:

• Instead of using piranha solutions in the chip, the channels can be cleaned and activated using
a corona discharge single phase plasma. This method is recently used by Davies et al. in their
research to locally change the wettability inside a microfluidic chip [240]. The corona discharge
plasma gun directs the plasma through the channel to the electrode near the outlet, as can be
seen in figure 6.1. Plasma has proven to be useful in creating a hydrophilic surface, as is shown
in this research. However, it is only possible to use this method in a fully silica device since silicon
is conductive. So such a corona discharge plasma treatment would therefore be recommended
when only silica wafers are used in the process.

• It is also recommended to investigate the optimal parameters for the functionalization steps. The
C/N ratio of the APTES functionalization increased from 9:1 to 4:1 by only changing the solvent
from ethanol to dry toluene. Another interesting parameter is temperature. There are different
methods of heating described in the literature [133,134], so it can be interesting to investigate which
one is the best suitable in this application.

• Another method can be the use of a clamped system. After etching the channels and the via-
holes and dicing the individual chips, the channel can be functionalized via local functionalization
techniques. Examples of these techniques are scanning probe lithography [241,242] and the Nano
eNabler of BioForce Nanosciences (Ames, IA, United States) [243]. Once the functionalization is
done, the glass top is placed on the chip and clamped on all 4 sides of the chip. In this way, a
local functionalization can be done on only the micropillar array of the column.

• The last recommendation for the functionalization step is related to the choice of monolayer.
APTES was chosen because of its commonly used chemistry and chitosan was chosen because
of the proper pKa value. However, there are more molecules suitable to form SAMs. An example is
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aminomethylphosphonic acid (AMPA). This molecule needs less cross-linking during the SAM for-
mation. This molecule is used quite a lot as a stationary phase in the chromatography world [244],
so its chemistry on silica is well-established.

Figure 6.1: A corona discharge plasma arc travels freely from the inlet to the outlet via the unblocked
outer channel. Picture taken from reference 240.

Besides these recommendation, there are also some for the characterization of the chip:

• Until now, there is only looked at the reproducibility between different chips. It can also be useful
to look at the inter-chip reproducibility, i.e. performing multiple extractions with the same chip.
With this test, the durability of the functionalization can be tested.

• Also the elution profile of the chips need to be measured. This method is already described
before, but there was no functional chip produced during this research. Therefore it is still a
recommendation for further research.

6.2 Integration

Once this system is designed in such manner that both the extraction and the elution efficiency are as
high as possible, it can be integrated into a forensic LoC device. Such a system can have a sequence
that starts with the input. The input can be a collected sample from the crime scene. This sample can
be lysed, but the lysis can also be done on chip [245]. The sample then arrives at the µSPE part. Here, all
the DNA is extracted from the sample solution, removing all contamination and amplification inhibitors.
From here on, the sample is eluted to a flow focussing emulsifier [204,205]. This divides the DNA over a
stream of multiple droplets in an oil or air. The stream of droplets goes to the amplification part of the
chip. The method which can have a high specificity for human DNA is PCR amplification [227]. There
are several Alu sequences present in human DNA [246–248] and these can be amplified if the primers are
chosen in a proper way. This amplified DNA is mixed with a fluorescent dye and the final mixture can
be measured with on-chip fluorescence measurements with a led and a Si photodiode [249].

Figure 6.2: Design for fluorescence detection on chip. Picture taken from reference 249.
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thank you that I could use the Qubit fluorometer of the MCBP group!! Daniël, bedankt voor je hulp bij
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Appendix A

Microfabrication steps

The idea of the µSPE chip is already explained in chapter 1. In order to fabricate such a chip, some dif-
ferent fabrication steps are performed. These steps, in order of execution on a silicon<100> DSP wafer,
are standard cleaning, wet oxidation, front side photolithography, deep reactive ion etching (BOSCH pro-
cess), cleaning, backside photolithography, BOSCH process on the backside of the wafer for the holes,
and cleaning. Then, a glass borofloat wafer is cleaned and anodic bonded on the silicon wafer, followed
by dicing the wafer into separate chips. The final step is the channel functionalization with chitosan
or 3-aminopropylsilane. In the now following paragraphs, some attention is paid to the most important
fabrication steps, i.e. wet oxidation, photolithography, deep reactive ion etching (BOSCH process), an-
odic bonding, channel functionalization, and the coupling of the micro world to the macro world. The
cleaning steps are not further discussed here. The whole process flow can be found in appendix C.

A.1 Thermal oxidation

Thermal oxidation of silicon gives silicon dioxide. This material is amorphous and not the same as
crystalline quarts (SiO4) because bonds are not perfectly formed at the silicon/oxide interface, leaving
atoms unbound and charged [251]. The structure of the silicon/oxide interface is shown in figure A.1.

Figure A.1: The crystalline silicon and amorphous oxide interface. Dangling bonds are visible on atoms
that do not have their full valence and some have hydrogen atoms bonded to them. Picture taken from
reference 251.

There are two basic methods for the thermal oxidation of Si: wet and dry oxidation. The wet thermal
oxidation has water gas and dry oxidation oxygen gas present in the oxidation furnace. The represen-
tative chemical reactions are shown in reaction 1 and 2, respectively.

Si(s) + 2 H2O(g) −−→ SiO2(s) + 2 H2(g)

Si(s) + O2(g) −−→ SiO2(s)

Dry oxidation is normally performed in the temperature range of 800-950°C and is often used for the
growth of thin oxides (1-20 nm). The growth of oxide in a dry oxidation process is rather slow, when
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compared to wet oxidation. This makes it very suitable for the growth of thin oxides for flash-memory
tunnel oxides [252] and DRAM capacitors [253]. Wet oxidation on the other hand is used for the growth of
thick oxides (100-1,000 nm). These thick oxides are grown at temperatures in the range 950-1100°C
and are used as diffusion [254] and etch masks [1], and as electrical isolation layers [255].

The growth of oxide is not a linear process. A model for the growth has been developed by Deal and
Grove [256], hence the name Deal-Grove Oxidation Model. This models the growth by the classical Fick
diffusion equation and chemical rate equation. However, the model does not assume anything about
atomistic mechanisms of oxidation [251]. The derivation of this model is not given here because this goes
beyond the scope of this report, but it can be found in reference 256. The result of this model is the
following equation for oxide thickness:
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The term B
A is thus referred to as the linear rate constant and B is the parabolic rate constant, x0

is the oxide thickness, t is the oxidation time, τ is the time correction for the already present (native)
oxide. These results show that a parabolic decrease in oxidation rate is obtained when thick oxides are
grown. This sets the maximum practical oxidation thickness on one to two micrometres. The results
show also that the oxidation rate is linear for thin oxides. This is visible when the thicknesses of wet
and dry etching are plotted. Graphs for wet and dry oxidation are shown in figure A.2 [251]. The Deal-
Grove model predicts initially a linear oxidation maximum practical thickness of the oxide is one to two
micrometres because the oxidation rate decreases parabolic.

Figure A.2: A) Wet and B) dry oxidation of a <100> Si wafer at temperatures ranging from 850 to
1050°C. Picture taken from reference 251.

In figure A.2 it is clearly visible that wet thermal oxidation has a much higher oxidation rate, even
though the diffusion of oxygen molecules is quite faster than the diffusion of water molecules through
the formed silicon dioxide. The reason for this is that the water solubility of silicon dioxide is four orders
of magnitude larger than the oxygen solubility. Therefore, there is a higher concentration of water in
silicon dioxide [251].

Although that the Deal-Grove model is a nice approximation, Watanabe and Ohdomari have de-
veloped a new kinetic equation for the thermal oxidation of silicon to replace the Deal-Grove model.
Especially the linear initial part was not covered with satisfaction and is due to the very thin (native)
oxide present at zero oxidation time [251]. This makes the initial stages of oxidation poorly understood.
More information about this model can be found in their paper [257].
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One other important property of oxidation is that it consumes silicon. The oxide is not only grown on
top of the silicon, but also grown into the silicon. About 46% of the oxide layer is grown into the silicon,
as can be seen in the following equation:

TSi
TSiO2

=
VM,Si

VM,SiO2

=

MWSi

ρSi

MWSiO2

ρSiO2

=

28.9[g mol−1]
2.33[g cm−3]

60.08[g mol−1]
2.21[g cm−3]

≈ 0.46 (A.4)

This growing mechanism is shown in figure A.3.

Figure A.3: Schematics of oxide growth, showing the consumption of silicon. Xox is the final oxide
thickness. Picture taken from reference 258.

The oxidation rate is dependent on the crystal orientation of the silicon. The <100> orientation oxi-
dizes slightly lower than the <111> orientation. All the other orientations fall between these two [251,258].

A.2 Photolithography

Photolithography (also known as UV lithography or optical lithography) consists of several steps, which
are performed in order to make a mask for the etching step. With the following sections, the whole
photolithography process flow for direct contact/proximity lithography is discussed step by step as the
wafer sees it. For every step a short explanation is given and some important elements are pointed out.
Stepper lithography is not discussed, since this falls beyond the scope of this thesis.

A.2.1 Bake and prime

These two steps are the surface preparation steps of the photolithography process [259]. They initialize
the surface and make the photolithography process independent from preceding process steps. The
baking step is performed at 100-200°C in order to remove adsorbed water. In the priming step, an
adhesive promoter is applied on the surface by spin coating. Hexamethyl disilazane (HMDS, structural
formula: (H3C)3−Si−NH−Si−(CH3)3) is often used as adhesive promoter. The hydroxyl groups of the
wafer surface will form a bond with the silicon atom in HMDS, releasing ammonia. This process makes
the surface hydrophobic and is shown in figure A.4. This hydrophobicity prevents water readsorption
and ensures good wetting by the photoresist.

Figure A.4: Adhesion promotion by priming with HMDS. Figure taken from reference 259.
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A.2.2 Photoresist spinning

In this step, a layer of photoresist is applied via spin coating. This is the standard resist application
method. The resist is spread out over the wafer by accelerating the wafer to about 4,000 rpm. This
leaves a very uniform layer of photoresist. The thickness of this layer (t) scales as follow with resist
viscosity (η) and spin speed (ω):

t ∝
√
η

ω
(A.5)

This process is shown in figure A.5.

Figure A.5: Photoresist spin coating process, with (A) photoresist dispensing (a few millilitres), (B)
acceleration (resist is expelled), and (C) final spinning at 4,000 rpm (partial drying via evaporation).
Picture taken and modified from reference [259].

A.2.3 Pre-exposure bake

After spin coating the wafer with photoresist, the photoresist layer still consists solvent. This solvent is
removed via a pre-exposure bake (also known as soft-bake). The temperature must not be too high
because this will decompose the photoactive compound, leaving to lower sensitivity upon exposure.

A.2.4 Alignment and exposure

The next step in the photolithography process is inserting the wafer with photoresist and photomask into
a mask aligner (schematics of an aligner are shown in figure A.6). The photomask is a glass plate with
a pattern made of chromium on top of it. After aligning, the mask with photoresist and the photomask
on top of it are exposed to an UV light source, which is often a mercury lamp. The chromium patterns
of the photomask block the incoming light. The light that is not blocked, passes through the photomask
and forms the pattern in the photoresist. The exposure time is often in the order of a few seconds, but
can also be around 30 seconds [259]. The longer exposure times are used for thick photoresist layers.
The pattern of the photomask is 1:1 transferred to the photoresist in case of vacuum contact lithography
or proximity lithography. The difference between these two is shown in figure A.6).

A.2.5 Post-exposure bake

This baking step is performed after the exposure and leads to the diffusion of photogenerated molecules,
which are responsible for a change in resist solubility in the developer. This diffusion also makes the
artefacts made by optical interference effects smoother. Sometimes, the post-exposure bake is required
to complete the photopolymerization process. This is especially the case with chemically amplified
resists. Here, the catalyst, which is created by the UV light, reacts during this baking step and produces
the difference in solubility between exposed and unexposed areas [259].

A.2.6 Development and hard bake

In the development step, the soluble parts of the photoresist are dissolved in a developer solution.
The exposed parts in positive resist turn into carboxylic acids. This can be developed in an alkaline
developer. An often used developer for positive photoresist is 0.26 M tetramethyl ammonium hydroxide
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Figure A.6: Photolithography: (A) The lamp-mirror-shutter-filter-lens system of a traditional mask
aligner, (B) difference between vacuum contact lithography (left) and proximity lithography (right). Fig-
ures taken from reference 259.

(TMAH) [259]. In negative resist it is the other way around. Here the exposed parts are cross-linked and
rendered stable. The unexposed parts are dissolved in a solvent developer [259]. Rinsing and drying
complete the development process. After the development, a hard bake is performed. This hardens the
photoresist and is very useful in subsequent steps which are energetic, such as plasma etching or ion
implementation, or wet processes, like wet etching or electroplating, because it improves the adhesion
of the photoresist [259]. The temperature of this baking step is limited by the glass transition temperature.
Above this temperature, the resist starts flowing. This creates shallow sloped walls instead of (nearly)
straight vertical walls [259].

A.3 Deep reactive ion etching (BOSCH process)

The BOSCH process is a particular kind of deep reactive ion etching (DRIE), named after the company
which developed and patented it [260]. It is an improved version of the reactive ion etching (RIE) process.
Properties of DRIE and the BOSCH process are that it can etch with high etch rates, that it can fabricate
structures with a relatively high aspect ratio (depth-to-width ratio), and that it have good side-wall profile
control [251]. The etch rate for a DRIE process is often in the range 2-20 µm min−1, which is one or two
orders of magnitude higher than a RIE process (typically in the range 0.1-1 µm min−1) [251]. Because
of the high etch rates, DRIE has become an standard step for through-wafer etching. Like RIE, the
process starts with the application of a patterned photoresist layer. This layer protects the places on
the wafer where etching is not desired. The etching step for DRIE consists of a cyclic process in which
three processes are repeated until the desired etching depth is obtained [251,261]:

1. The first step is a plasma etching step. The etch gas is SF6 and pulsed into the vacuum chamber.
When brought into the plasma phase, this gas gives SF5

+ ions. These ions etch not completely
anisotropic, their etch effect is a little bit isotropic. The etching rate is amplified in one direction
by applying an electrical field on the SF6 plasma. The SF6 gas is chosen for Si etching because
it can achieve an etch rate that is one order of magnitude higher than for example Cl2 and HBr,
which also etch Si.

2. For the second step the gas is switched to C4F8 and pulsed into the vacuum chamber. This gas
forms a Teflon-like n[CF2] passivation layer all over the surface of the wafer and protects the side-
walls against the isotropic etching of the SF6 plasma, causing far less underetching. This causes
an increase in anisotropy, and thus it promotes the fabrication of high aspect ratio structures. But it
slows down the etching process and there is a chance of overpassivation. Overpassivation leads
to residues and in the extreme case to nanograss due to micromasking (also known as black
silicon).

After the second step, the process starts over, making it a cycle of two pulsed steps. The sidewalls of
the final structure are undulating because of the pulsed operation, as can be seen in figure A.7.

Sensitivity of the etching plasma is dependent on the RF power of the plasma generator. A higher RF
power results in an increased etch rate, but also in a lower selectivity. A lower pressure will give better
directionality in the ion bombardment because of the fewer ion collisions during the flight of the ions, but
higher gas flow rates are needed, making high pumping capacity mandatory. The temperature has to
be low, since the photoresist will degrade when the temperatures approach and exceed the 100°C [251].
This all makes that a balance needs to be found in order to make high aspect ratio structures. If a
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Figure A.7: Schematic representation of a basic two step Bosch process, which starts with (A) an
etching step and is followed by (B) an passivation step. Picture taken and modified from 251.

good balance is found, aspect ratio’s as high as 40 [261], or more recently even 97 [262] can be achieved
with the BOSCH process. The complex interdependence of some general DRIE parameters and etch
responses on the wafer is shown in figure A.8.

Figure A.8: The complex interdependence of some general DRIE parameters and etch responses on
the wafer. Picture taken from reference 251.

A.4 Anodic bonding

Anodic bonding is also known as field-assisted thermal bonding (FATB) and is a direct bonding tech-
nique to mate two complete wafers, a silicon and glass wafer, and is used to hermetically seal and
encapsulate the final structures in silicon [263–265]. The technique is the oldest bonding technique in
microfabrication [263] and is based on bonding via elevated temperatures (usually in the range 200-
500°C [263,266]) and voltages (usually in the range 100-1,000 V [263,266]). Glass will conform at tempera-
tures of 400-500°C, which will seal structures and irregularities of up to 50-60 nm hermetically [263,265].
At a temperature of 400°C, sodium oxide (NaO2) will decompose into sodium and oxygen ions, 2 Na+

and O2
–, respectively [263]. The bonding process uses a voltage between 100-1,000 V, which is applied

to the glass wafer [263,266]. The sodium ions become mobile at the elevated temperatures and start to
migrate towards the glass top surface (cathode) because of the applied voltage. This leaves the rela-
tively immobile oxygen ions behind at the glass-silicon interface [266]. This accumulation of oxygen ions
will form a depletion layer (or space charge region). Then, an equivalent charge of opposite sign will
form on the silicon side of the glass-silicon interface. This region is called the image charge [266]. Now,
an electrostatic force will pull the glass and silicon wafer together [263] and the charged regions result
in a high electric field across the glass-silicon interface [266]. This electric field has a magnitude up to
106 V cm-2 [267]. The oxygen ions are drifted away from the sodium depletion region to the glass-silicon
interface [266]. Here, they will react with the silicon, leading to irreversible chemical SiO2 bonds (oxida-
tion) [266,268]:
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Si + 2 O2– −−→ SiO2 + 4 e–

The sodium ions are neutralized at the cathode. The elevated temperatures will cause that more
ionization will take place, but also that the diffusion of ions is faster, so the depletion width is greater,
leading to stronger bonds [263]. The diffusion is mainly dependent on the applied voltage [266]. A small
voltage causes that the drift velocity and kinetic energy of the oxygen ions cannot sustain a high oxida-
tion rate at the bonding front. This leads to longer bonding times, or even non-bonded substrates. This
charge (re)distribution process is shown in figure A.9 and the applied voltage-bonding time relation is
shown in figure A.10. This makes the magnitudes of applied DC voltage and temperature, the bonding
time, and surface characteristics the most deterministic parameters for the anodic bonding process [269].

Figure A.9: Schematic representation of anodic silicon-glass bonding, illustrating the charge distribution
during bonding. Picture taken from reference 266.

Figure A.10: Plot of bonding time versus applied voltage for a p-type silicon wafer and Corning 7740
glass wafer. Both substrates were pre-cleaned using acetone. Picture taken from reference 266.

The bonding mechanism can be initiated by simply applying some pressure at the centre of the
wafer. This can be omitted when the bonding is performed in a vacuum [263]. The size of bondable area
can be small. Silicon pillars of 10 µm diameter have been bonded to glass, as described by de Malsche
et al. [228].

A.5 Channel functionalization

The functionalization of the channel and pillars is based on conventional silicon oxide surface chemistry
via self-assembled monolayers (SAM). A SAM is only a couple of nanometres thick, but it can completely
change the properties of a surface. The use of self-assembly is already known since 1946, when Zis-
man et al. used monolayers of long-chain hydrocarbons with polar head groups on polar surfaces [270].
Even though these layers were extremely thin (roughly 2 nm), they were able to change the surface
properties completely. The first real application for SAMs came a little bit more than three decades
later, when Polymeropoulos et al. used it for measuring electrical conduction between two metal sur-
faces [271]. The real revolution started when Sagiv published the results of his work on organosilane
monolayers on SiO2

[131].

There are diverse methods available for the functionalization of the surface of a silicon wafer. For
example, the passivated silicon can be derivatized via a hydrosilation reaction. Such SAM formation
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can be done via, for example, metal complex catalysed hydrosilylation [272,273], or radical-induced hydro-
silylation [274–276]. The hydrosilation method is an unsuitable method for silicon with a (native) oxide layer
because this needs an hydrogen-terminated surface in order to attach a SAM via, for example, This
hydrogen-terminated surface is created by etching away the (native) oxide in HF [277] and this makes it
a unsuitable method for coating a silicon oxide surface. In order to attach a monolayer to a silicon oxide
surface, silanization of the (native) silicon oxide layer via a liquid phase [138,278–280] or gas phase [281–283]

can be performed. The gas phase silanization reactions can be performed via heating up the silane
reagent [281], gas formation in a vacuum chamber [282], or vacuum distillation [283]. The main problems of
the gas phase method is that it results in a layer with high variations in silane amounts and quality of the
layer [284], that it takes up to several hours before the reaction is finished [284], and that it requires more
advanced equipment.

The silanization process consists of two steps, e.g. the hydrolysis of the leaving groups (for example
alkoxy groups) and the condensation of surface silanols with the silanols of the silane molecule [131,284]

in an anti-Markovnikov fashion [274]. Studies have shown that these two steps occur when the silane
molecules come in contact with the adsorbed water layer on the (native) silicon oxide surface [285,286].
A monolayer of water is promoting the coverage and quality of the SAM formation [131]. Vacuum fired
samples show a saturation coverage for octadecyltrichlorosilane which is roughly three times smaller
than the saturation coverage on a surface of hydrated silicon oxide [285]. More information about SAMs
and organometallic surface chemistry on silicon can be found in the comprehensive reviews written by
Onclin, Ravoo, and Reinhoudt et al. [? ] and Buriak [273]. This water promoted functionalization makes
a liquid phase functionalization favourable in this study. In order to increase the quality of the formed
layer even further, the silicon oxide is activated with piranha solution (1:3 v/v 30% H2O2/96% H2SO4).
This reagent removes any organic contamination and creates hydroxyl groups [287]. This is useful since
native oxide has a low surface hydroxyl (−OH) group content [285].
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Photolithography masks

(a) Mask with channels for frontside lithography.

(b) Mask with via-holes for backside lithography.

Figure B.1: Photolithography masks used for the fabrication of the µSPE device.
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Appendix C

Process flow

C.1 Frontside

Step Process Comment
1 Substrate - Silicon NL-CLR-Wafer Storage Cupboard Start with 10 wafers

Si <100> DSP Orientation: <100>
Diameter: 100 mm
Thickness: 525 ± 25µm
Polished: Double side
Resistivity: 5-10Ωcm
Type: p

2 Clean HNO3-1 NL-CLR-WB14
beaker 1: HNO3 (99%), 5min

3 Clean HNO3-2 NL-CLR-WB14
beaker 2: HNO3 (99%), 5min

4 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

5 Clean HNO3-3a/b NL-CR-WB14
beaker 3a/b: HNO3 (69%)
temp 95°C
time > 10 min

6 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

7 Etching in HF 1% NL-CLR-WB15 Native oxide strip:
(prefurnace) use beaker HF 1% > 1 min or

hydrofobic surface
8 Quick Dump Rinse (QDR) NL-CLR-Wet benches

Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

9 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start
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Step Process Comment
10 Wet Oxidation of Silicon NL-CLR- Furnace B2 1.2 µm (∼5 hours)

@ 1150°C Standby temperature: 800°C
Check water level of bubbler Time required:
Check water temp.: 85°C Process time + 2 hours
Program: WET1150B
• Temp.: 1150°C Do it overnight
• Gas: H2O + N2 (1 L min-1)
• Ramp: 10°C min-1

• Cooldown: 7.5°C min-1

11 Priming (liquid) NL-CLR-WB21/22
Primer: HexaMethylDiSilazane (HMDS)
Use spincoater recipe:
• 4000 (4000 rpm, 30 s)

12 Coating Olin OiR 906-12 NL-CLR-WB21 ± 1.2 µm thick
Coating: Primus spinner
• Olin OiR 906-12
• Program: 4000 (4000 rpm, 30 s)
Prebake: hotplate
• Time: 60 s
• Temp.: 95°C

13 Alignment & Exposure NL-CLR-EV620 Manual top side, vacuum
Olin OiR 906-12 Electronic Vision Group EV620 hard contact, 1 min delay

Mask Aligner exposure
• Hg-lamp: 12 mW cm2 MASK1 – usPE flow

channel
• Exposure time: 2.5 s

14 Development Olin OiR NL-CLR-WB21
resist Post exposure bake: hotplate

• Time: 60 s
• Temp.: 120°C
development: developer OPD4262
• Time: 30 s in beaker 1
• Time: 15-30 s in beaker 2

15 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

16 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start
17 Inspection by NL-CLR-Nikon Microscope

optical microscope dedicated microscope for
lithography inspection

18 DRIE of SiO2 NL-CLR-Adixen AMS100 DE 30 minutes of cleaning
Application: < 5 µm etch depth after every 20 minutes

Parameters Values of etching
C4F8 20 sccm
He 150 sccm Etch rate SiO2:
CH4 15 sccm 450∼520 nm min-1

He-backside
cooling

10 mbar Etch time: 3∼3.5 min

ICP 2800 watt Process time:
CCP 350 watt etch time + 5 min
Pressure 8.5×10-3 mbar Cooling down from
Electrode temp. -10°C 20°C to -10°C
Substrate
height

120 mm takes ± 30 min

88



Master’s thesis

Step Process Comment
19 Chamber clean NL-CLR-Adixen AMS100 DE After every 20

with O2 plasma Chamber clean minutes of etching
Parameters values
Gas O2 Recipe:
Flow 200 sccm cleaningSTD
APC 100 %
ICP 2000 watt
CCP 50 RF (SH gen 1)
SH 150 mm
Electrode temp. -
He-backside
cooling

10 mbar

Wafer plain Si wafer
Time 30 min
Pressure after
cleaning

< 6.5×10-3 mbar

20 Plasma etching of Si NL-CLR-Adixen AMS100 SE Desired depth:
B-HARS recipe Recipe: B-HARS Standard 25 µm

Parameters Etch Deposition
Gas SF6 C4F8 Etch speed Si:
Flow [sccm] 250 200 ± 2.5 µm min-1

Time [s] 3 1
Priority 2 1 Etch speed Olin OiR:
APC [%] 100 100 25∼50 nm min-1

CCP LF [watt] 90 90
Pulsed LF [ms] 10/90 10/90 Use dummy wafer for
ICP [watt] 1500 1500 determining real
He [mbar] 10 10 etch rate
SH [mm] 200 200
Electrode T [°C] 10 10

21 Stripping of resist in NL-CLR-Tepla300 Recipe 5
O2 plasma Barrel Etcher (2.45 GHz) Time: 30 min

Ultra clean system only:
• No metals except Al
See list with recipes in Clean room
• O2 flow: 200 sccm (50%)
• Power: up to 1000 W
• Pressure: 1 mbar

C.2 Backside

Step Process Comment
22 Priming (liquid) NL-CLR-WB21/22

Primer: HexaMethylDiSilazane (HMDS)
Use spincoater recipe:
• 4000 (4000 rpm, 30 s)

23 Coating Olin OiR 908-35 NL-CLR-WB21 ± 5 µm thick
Coating: Primus spinner
• Olin OiR 908-35
• Program: 2000dyn (2000 rpm, 30 s)
Prebake: hotplate
• Time: 180 s
• Temp.: 95°C

24 Alignment & Exposure NL-CLR-EV620 Manual back side,
Olin OiR 908-35 Electronic Vision Group EV620 soft contact

Mask Aligner
• Hg-lamp: 12 mW cm2 MASK2 – Fluidic ports
• Exposure time: 12 s
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Step Process Comment
25 Development Olin OiR NL-CLR-WB21 Post exposure bake

resist development: developer OPD4262 not required because
• Time: 45 s in beaker 1 of thick resist
• Time: 45 s in beaker 2

26 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

27 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start
28 Postbake Olin OiR resist NL-CLR-WB21 Not longer than 20

Postbake: hotplate minutes! Otherwise
• Temp.: 120°C cracks can appear
• Time: 20 min in the resist!

29 Inspection by NL-CLR-Nikon Microscope
optical microscope dedicated microscope for

lithography inspection
30 DRIE of SiO2 NL-CLR-Adixen AMS100 DE 30 minutes of cleaning

Application: < 5 µm etch depth after every 20 minutes
Parameters Values of etching
C4F8 20 sccm
He 150 sccm Etch rate SiO2:
CH4 15 sccm 450∼520 nm min-1

He-backside
cooling

10 mbar Etch time: 3∼3.5 min

ICP 2800 watt Process time:
CCP 350 watt etch time + 5 min
Pressure 8.5×10-3 mbar Cooling down from
Electrode temp. -10°C 20°C to -10°C
Substrate
height

120 mm takes ± 30 min

31 Chamber clean NL-CLR-Adixen AMS100 DE After every 20
with O2 plasma Chamber clean minutes of etching

Parameters values
Gas O2 Recipe:
Flow 200 sccm cleaningSTD
APC 100 %
ICP 2000 watt
CCP 50 RF (SH gen 1)
SH 150 mm
Electrode temp. -
He-backside
cooling

10 mbar

Wafer plain Si wafer
Time 30 min
Pressure after
cleaning

< 6.5×10-3 mbar
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Step Process Comment
32 DRIE of Si NL-CLR-Adixen AMS100 SE Use DuPont MX5020 foil

B-UNIFROM recipe Recipe: B-UNIFORM Standard for protection against
Applicatoin: Uniform/high speed Si He leakage
etching

Parameters Etch Deposition Etch rate Si:
Gas SF6 C4F8 18∼22 µm min-1

Flow [sccm] 500 135 Etch rate Olin OiR:
Time [s] 13 2 <125 nm min-1

Priority 1 2
APC [%] 15 15
CCP LF [watt] 10 10
Pulsed LF [ms] 35on/65off 35on/65off
ICP [watt] 2500 2500
He [mbar] 10 10
SH [mm] 110 110
Electrode T [°C] 10 10

33 Stripping of resist in NL-CLR-Tepla300 Recipe 5
O2 plasma Barrel Etcher (2.45 GHz) Time: 30 min

Ultra clean system only:
• No metals except Al
See list with recipes in Clean room
• O2 flow: 200 sccm (50%)
• Power: up to 1000 W
• Pressure: 1 mbar

34 Stripping resist in piranha NL-CLR-WB09 Stripping of resist
private use Application: stripping of resist and DuPont MX5020

Mixture: H2SO4:H2O2 (3:1) vol% foil
• Add H2O2 slowly! to H2SO4
exothermic process!
• Due to mixing the temperature
will increase to ±130°C
• Adjust the hotplate at 85°C
• Time: depends on application (10-30 min)

35 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

36 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start
37 Etching in HF 50% NL-CLR-WB09/10 Time: 3 min or

Use private beaker for etching: HF (xx%) untill hydrophobic
Add HF (50%) to DI water for diluted surface
etch solutions
Temp.: 20°C Etch rate: ± 1 µm min-1

38 Quick Dump Rinse (QDR) NL-CLR-Wet benches
Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

39 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start
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C.3 Top wafer

Step Process Comment
40 Substrate - Borofloat NL-CLR-Wafer Storage Cupboard Start with 10 wafers

BF33-500 µm • Supplier: Schott
• Type: Borofloat 33 For glass cover of chip
• C.T.E.: 3.25×10-6 K-1

• Tglass: 525°C
• Tanneal: 560°C
• Tsoftening: 820°C
• Diameter: 100.0 mm ± 0.3 mm
• Thickness: 0.5 mm ± 0.025 mm
• Roughness: < 1.0 nm
• TTV: < 5 µm
• Surface: DSP
• Edge: C-edge
• Flat: 32.5 mm (Semi)
• Sec. Flat: 18 mm (acc to SEMI)

Etch rates:
HF 25%: 1 µm min-1

BHF (1:7): 20∼25 nm min-1

HF 1%: 8.6 nm min-1

41 Clean HNO3 1&2 NL-CLR-WB16 Clean together with
• Beaker 1: HNO3 (99%), 5 min processed Si wafers:
• Beaker 2: HNO3 (99%), 5 min promotes oxidation

of the surface
42 Quick Dump Rinse (QDR) NL-CLR-Wet benches

Recipe 1 QDR: 2 cycles of steps 1 till 3:
1- fill bath 15 sec
2- spray dump 15 sec
3- spray-fill 40 sec
4- end fill 500 sec

43 Substrate drying NL-CLR-Wet benches Or use Semitool
Single wafer dryer (#clean121)
Speed: 2500 rpm 1 - Quick dump rinse
Time: 60 s with 30 s N2 flow 2 - Load Semitool

3 - Press start

C.4 Bonding and dicing

Step Process Comment
44 Manually aligning NL-CLR-WB16 Wafers must be

and prebonding Method: completely dry: use
• Contact wafers manually N2 gun to dry
• Apply light pressure with tweezers
• If necessary use tweezers to Place single wafer box
press out air bubbles slightly tilted and use as
• Check prebonding by using IR-setup bonding holder

92



Master’s thesis

Step Process Comment
45 EV501 Anodic bonding NL-CLR-EV501 bond tool

Settings:
• Temp.: 400°C
• Vacuum: < 10-1 mbar
• High voltage: 1000 Volt
• Pressure: 300 N
• Total process time: 2 h
• Load first Si wafer
• Load then glass wafer
• If necessary, alignment can
be done with EV620 mask aligner

46 UV dicing foil (Adwill D-210) NL-CLR- Dicing foil Apply on Si side:
Information: blocks via-holes for dirt
• Thickness: 125 µm
• Material: 100 µm PET
+ 25um acrylic (adhesive)
• Adhesion before UV: 2000 mN/25mm
• Adhesion after UV: 15 mN/25mm
UV irradiation:
• Luminance: > 120 mW cm-2

• Quality: > 70 mJ cm-2

•Wavelength: 365 nm
47 Dicing of a Si-glass NL-CLR-Disco DAD dicing saw Set blade height: 50 µm

wafer stack Parameters dicing:
•Wafer work size: 110 mm for a Pitch:
standard 100 mm Si wafer X: 10.3 mm
• Max. feed speed: 10 mm s-2 Y: 20.3 mm
• X and Y values: correspond
respectively to Ch1 and Ch2 and those
values are determined by mask layout
• Saw type: TC-300

48 UV flood exposure NL-CLR-Spectronics Corporation Choose Optimal crosslink
UV dicing foil Spectrolinker XL-1500 UV Crosslinker Press start

• UV cross linking (200-450 nm)
• Dose: 100 mJ cm-2

• Time: 1200×100 µJ cm-2
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Appendix D

Protocols

D.1 Chelex DNA isolation

1. Rinse your mouth for 10 s with 0.9% NaCl.

2. Spit the mouthwash into a plastic cup.

3. Transfer the mouthwash into a centrifuge tube and close the lid.

4. Centrifuge for 10 minutes at 500∼1,000 g.

5. Transfer the supernatant into the plastic cup, while keeping the cell pellet intact.

6. Put the tube with the cell pellet on ice.

7. Add 500 µL 10% Chelex solution to the cell pellet (mix the Chelex suspension a couple of times
in order to get a homogeneous solution before adding it to the cell pellet).

8. Resuspend the cells in the Chelex solution by pipetting it a couple of times.

9. Pipet 500 µL of the resuspended solution into a 1.5 mL Eppendorf cup and close the lid.

10. Puncture the lid of the Eppendorf cup.

11. Heat the cup for 10 minutes at 100°C.

12. Cool the cup for 1 minute on ice.

13. Centrifuge the cup for 30 s on maximal rpm in order to filtrate the Chelex grains.

14. Pipet 200 µL of the supernatant (leave the Chelex pellet behind) into a new 1.5 mL Eppendorf cup
en freeze it.

D.2 Buffer preparation

The buffers are prepared according to tables of Hampton Research. The buffers are made according
following protocols:

MES buffer of pH 5.0 [288]:

1. Add 510 µL 1.0 M NaOH solution in 100 mL glassware.

2. Add 20 mL 0.5 M MES solution to it.

3. Fill it to 100 mL with DI water.

TRIS buffer of pH 9.2 [289]:

1. Add 9.2 mL 1.0 M NaOH solution in 100 mL glassware.

2. Add 10 mL 1.0 M TRIS solution to it.

3. Fill it to 100 mL with DI water.
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The TRIS buffer of pH 12.6 [289]:

1. Add 18.54 mL 1.0 M NaOH solution in 100 mL glassware.

2. Add 10 mL 1.0 M TRIS solution to it.

3. Fill it to 100 mL with DI water.

The result of the first two buffers is tested with universal pH indicator paper and with a Mettler Toledo
SevenMulti with an InLab Expert PRO pH probe (Greifensee, Switzerland). These results are shown in
figure D.1 and table D.1.

Figure D.1: pH analysis with universal pH indicator paper.

Table D.1: Results of pH measurements with the Mettler Toledo SevenMulti with an InLab Expert PRO
pH probe.

Buffer Measured pH

MES 5.01 ± 0.02 (n=3)

TRIS buffer 1 9.23 ± 0.08 (n=3)

TRIS buffer 2 12.61 ± 0.02 (n=3)

D.3 Qubit dsDNA HS assay

1. Prepare working solution

• 200 µL is required for each sample and standard

• Dilute the reagent 1:200 in buffer, use a disposable plastic container

2. Make standards

• Add 10 µL of standard and 190 µL of working solution in a 500 µL PCR tube

• Vortex 2-3 s

• Incubate for 2 min at R.T.

3. Prepare samples

• Add 1 µL of sample and 199 µL of working solution in a 500 µL PCR tube
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• Vortex 2-3 s

• Incubate for 2 min at R.T.

4. Measurement

• Turn on the Qubit fluorometer and press any button

• Select assay to be performed

• Calibrate

Load first standard and press go
Load second standard and press go

• Read samples

Load sample tube 1 and press go
Continue
Calculate starting concentration, using “calculate sample concentration” or manually calcu-

late based on dilution in working solution

5. Discard all tubes
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Appendix E

Computational fluid dynamics results

The simulations are done with the creeping flow physics package of COMSOL Multiphysics 4.3b (Burling-
ton, MA, United States). As model liquid, water at room temperature is taken. No-slip boundary condi-
tions are assumed because of the microfluidics regime. The column is 300 µm wide and the pillars are
either 10 × 10 µm2 or 10 µm in diameter. All values of the scale bar are in mm s-1.

Figure E.1: Velocity profile in a column with square pillars with the flat directed to the flow and placed in
a line grid.

Figure E.2: Velocity profile in a column with square pillars with the flat directed to the flow and placed in
a hexagonal grid.
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Figure E.3: Velocity profile in a column with square pillars with the corner directed to the flow and placed
in a line grid.

Figure E.4: Velocity profile in a column with square pillars with the corner directed to the flow and placed
out of phase.

Figure E.5: Velocity profile in a column with round pillars that are placed in a line grid.
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Figure E.6: Velocity profile in a column with round pillars that are placed in a hexagonal grid.

Figure E.7: Velocity profile in a column with denser packed round pillars that are placed in a hexagonal
grid.
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Figure E.8: Velocity profile in a column with sidewall structures and round pillars that are placed in a
hexagonal grid.

Figure E.9: Velocity profile in a column with sidewall structures and denser packed round pillars that are
placed in a hexagonal grid.
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Appendix F

Microscope images of the
photolithography mask “µSPE flow
channel”

Images are made with normal optical microscopy.

(a) Inlet of the column.

(b) Outlet of the column.

Figure F.1: Microscope images of the mask for the chip with a column with densely packed round pillars.
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(a) Inlet of the column.

(b) Outlet of the column.

Figure F.2: Microscope images of the mask for the chip with a column with round pillars.
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(a) Inlet of the column.

(b) Design error.

(c) Outlet of the column.

Figure F.3: Microscope images of the mask for the chip with a column with square pillars.
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Appendix G

Fabrication related results

The results of several fabrication steps are combined in this appendix.

Figure G.1: Ellipsometry results of the wet oxidized Si made with a full wafer scan.

Figure G.2: Channel profile as measured with the Veeco Dektak profiler.

The small dip (making the maximal depth 24.07 µm) in figure G.2, in the middle of the etched channel
is due to the used BOSCH recipe (B-HARS) [180]. The sloped sidewalls are due to the stylus radius and
scan speed, as can be seen by the SEM images below.

107



Master’s thesis

Figure G.3: Anodic bonding recipe.
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Appendix H

Detailed SEM images of the scallops
on the pillars

All the SEM images in this appendix are made with the FEI Sirion HR-SEM (Hillsboro, OR, United
States), which is shown in figure H.1.

Figure H.1: FEI Sirion HR-SEM.

Figure H.2: SEM image of round pillar at depth is 0 µm.
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Figure H.3: SEM image of round pillar at depth is ∼ 4.5 µm.

Figure H.4: SEM image of round pillar at depth is ∼ 10.5 µm.

Figure H.5: SEM image of round pillar at depth is ∼ 16.5 µm.
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Figure H.6: SEM image of round pillar at depth is ∼ 20.5 µm.

Figure H.7: SEM image of round pillar at depth is 25 µm.
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Appendix I

Graphs of the XPS results

In the following appendix, the results of the XPS measurements can be found. All used substrates are
1.5×1.5 cm2 <100> silicon substrates with native oxide. The substrates are measured with the PHI
Quantera SXM-XPS system (Chanhassen, MN, United States).

Figure I.1: The PHI Quantera SXM-XPS. Picture taken from reference 290.

I.1 Chitosan functionalization
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I.2 APTES functionalization
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Appendix J

Contact angle measurement results

All measurements are done with a DataPhysics OCA 15plus contact angle system (Filderstadt, Ger-
many) in sessile drop operation, see figure J.1.

Figure J.1: The DataPhysics OCA 15plus contact angle system.

J.1 Functionalization

Without functionalization Photograph

Native SiO2

Chitosan functionalization

Piranha cleaned native SiO2,
with carbon contamination ac-
cording to XPS
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GPTMS functionalized native
SiO2

Chitosan functionalized GPTM-
S/native SiO2

APTES functionalization

Piranha cleaned native SiO2

APTES functionalized native
SiO2, in EtOH

APTES functionalized native
SiO2, in dry toluene
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J.2 Cleaning and activation

Cleaning and
activation step Photograph

Native SiO2

Piranha 3:1

Piranha 2:1

Piranha 1:1

Piranha 0:1

Piranha 1:2

Oxygen plasma
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Table J.1: Contact angle measurement results of cleaned substrates. All ratios are 95.0-98.0% H2SO4
(Sigma-Aldrich, ACS reagent):31% H2O2 (Q-BASF, VLSIn Selectipur). All values are in degrees.

Cleaning
mixture

Static contact angle
(θstat)

Advancing and reducing
contact angle (θadv / θred)

Native
SiO2

38.6 ± 1.6
(n=2)

42.0 ± 2.8
(n=5)
17.1 ± 0.1
(n=4)

3:1 19.4 ± 1.4
(n=6)

17.6 ± 3.2
(n=12)
5.1 ± 2.2
(n=12)

2:1 15.5 ± 0.9
(n=6)

17.6 ± 1.4
(n=15)
3.9 ± 1.7
(n=15)

1:1 12.1 ± 2.2
(n=6)

15.3 ± 1.0
(n=15)
3.6 ± 0.6
(n=15)

0:1 24.4 ± 1.4
(n=6)

24.7 ± 1.2
(n=15)
8.3 ± 0.9
(n=15)

1:2 21.5 ± 2.1
(n=6)

22.4 ± 2.7
(n=15)
36.9 ± 0.9
(n=15)

Oxygen
plasma

Too low,
can’t find
dimensions

Too low,
can’t find
dimensions
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Appendix K

Extraction results

Below are the graphs of the extraction tests with <100> DSP Si strips with a total extraction area of 88
mm2. The procedure and a table with the summary of these tests can be found in chapter 4.

Figure K.1: Extraction test with chitosan coating and TRIS pH 9.2.

Figure K.2: Extraction test with APTES coating and TRIS pH 9.2.
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Figure K.3: Extraction test with APTES coating and TRIS pH 12.6.
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Appendix L

List of activities

L.1 Clean room courses
Course Description
Nanolab Introduc-
tion to Clean room
Equipment (NICE)
workshop

Basics of clean room environment and photolithoraphy

Vacuum course Introduction into vacuum technologie (pumps and meters)
Piranha Learning to prepare and clean with piranha (3:1 96% H2SO4:31% H2O2)
Ellipsometry Learning to use the Woollam M-2000UI ellipsometer (Lincoln, NE, United

States)
Dektak Learning to use the Veeco Dektak profiler (Plainview, NY, United States)
Adixen DE Learning to use the Alcatel Adixen AMS100 DE (Annecy Cedex, France)
Adixen SE Learning to use the Alcatel Adixen AMS100 SE (Annecy Cedex, France)
Sputteren Learning to use the homebuild sputter equipment “Sputterke” (TCO, En-

schede, The Netherlands)
SPTS Learning to use the SPTS “Pegasus” DRIE etching tool
IBE/RIBE Learning to use the Oxford Instruments Ionfab 300Plus RIBE (Abingdon,

United Kingdom)
SEM1 Learning to use the Jeol JSM 5610 SEM (Tokyo, Japan)
SEM2 Learning to use the FEI Sirion HR-SEM (Hillsboro, OR, United States)
Maximus Learning to use the SSE Maximus 804 lithography robot (Radolfzell, Germany)
Plasma Tepla1 Learning to use the Tepla PS300 semi-auto plasma cleaner (Kirchheim, Ger-

many)
Plasma Tepla2 Learning to use the Tepla PS300E plasma cleaner (Kirchheim, Germany)
Dicing Learning to use the Disco DAD 321 (Tokyo, Japan)
Anodic bonding Learning to use EVG EV-501 anodic bonder (St. Florian am Inn, Austria)
Evening permis-
sion

Learning the safety rules and protocols for the evening access of the clean
room

L.2 Presentations
Date Location Title
10-Dec-2013 Saxion, Deventer (NL) Persoonlijke loopbaan
10-Dec-2013 Saxion, Deventer (NL) Nanotechnologie en lab-on-a-chips
24-Jun-2014 AkzoNobel, Deventer (NL) Microreactors and lab-on-a-chip devices
16-Jul-2014 University of Twente, En-

schede (NL)
A plug based micro solid phase extraction (µSPE) mi-
crofluidic chip for the isolation and purification of DNA
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