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Management summary 

SNS Bank N.V. considers credit risk to be the most important risk that it faces. Credit risk is mitigated by 

holding adequate amounts of loan loss provisions and equity capital. The required levels of these types of capi-

tal should be accurately determined, because an underestimation can leave the bank insufficiently protected 

against credit risk while an overestimation is costly, impairing the bank’s ability to turn a healthy profit that 

allows it to stay in business. However, there are data quality issues in the credit data that impair the accurate 

determination of these capital requirements. Data quality issues can be resolved more effectively once their 

financial impact is known. The present research describes a model that can estimate such financial impacts. In 

particular, it can help to answer a number of questions from downstream stakeholders. The questions are: 

i. What is the impact of every data quality issue? 

ii. Which data quality issues should be resolved first? 

iii. What is the progress of the resolution efforts that are underway? 

iv. Which records are affected by the data quality issue that is currently being resolved? 

v. How does the quality of the credit data evolve over time? 

The model that must help answer these question is based around a sensitivity analysis of the capital re-

quirement calculation process, which takes credit data on the residential mortgage portfolio and calculates a 

number of risk measures, capital requirement measures and income measures. These measures are jointly 

called financial measures in the present research. The model is shown in Figure 1. It estimates what the credit 

dataset would look like if there were no data quality issues, and it then determines what the output of the 

capital requirement calculation process would be if there were no data quality issues. Comparing that output 

with the actual output from the capital requirement calculation process then reveals the impact of data quality 

issues. The next page contains a brief overview of how the model is implemented. The model output is pre-

sented in an Excel dashboard that is made available on an internal SharePoint site. This dashboard offers three 

main types of insights: 

i. Prevalence and impact of data quality issues. A table for every in-scope data quality issue shows its 

number of occurrences and the impact on a selected number of financial measures. 

ii. Development through time. A graph plots the prevalence and impact of a data quality issue against 

time, which reveals the effectiveness of data cleansing efforts. 

iii. Record-level analysis. A separate tab in the Excel dashboard file holds information on every database 

record that is affected by a data quality issue, such that a data repair team can instantly find which 

records need fixing. 

Each month, a new dashboard with updated insights is created. Chapter 6 includes a brief analysis of the 

January 2016 dashboard. 
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Figure 1: Model overview. A full-page version of this image is included in Appendix 9. 

As mentioned on the previous page, the data quality impact estimation model performs a sensitivity analy-

sis on the capital requirement calculation process. The model is implemented for the greatest part in Matlab 

and for a smaller part using SQL and Excel. It is split up into four distinct components: 

1. The issue tracking component gathers the current (baseline) credit data into a single dataset and 

uses a list of issue definitions to determine which records in the credit data have incorrect values. 

2. The correct value estimation component uses missing data imputation procedures to estimate the 

correct values of all affected records in the baseline credit dataset, such that the corrected credit 

dataset can be constructed. This corrected credit dataset is an estimate of what the ‘issue-free’ da-

taset would look like. 

3. The impact assessment component uses a Monte Carlo simulation approach to calculate the cor-

rected financial measures and compares them to the baseline financial measures. This comparison 

results in an estimate of the impact of the data quality issues that are being analysed. 

4. The dashboard creation component gathers the impact information in an Excel dashboard, which 

makes it easy to analyse and share the impact information. 
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Preface 

Data is one of the most important assets of a modern bank (Veenman et al., 2015). Large amounts of data 

are created during customer interactions, generated by internal processes and procured from external parties 

such as credit rating agencies. It is used for a large variety of activities, such as customer service improvement, 

product development and credit risk assessment. In the latter, the quality of the data is of special interest 

(Moges, Dejaeger, Lemahieu, & Baesens, 2013), as credit risk assessments form the basis for regulatory capital 

calculations as mandated by compliance guidelines such as Basel II and Basel III (BCBS, 2004, 2011a). 

The quality of credit risk data is however a current issue at many banks (Roeleven, 2015). This is exemplified 

by the findings from the recent Asset Quality Review (AQR) conducted by the European Central Bank (ECB) at 

130 European banks. The ECB states that "EBITDA and cash flow data for going concern debtors was of conspic-

uously low quality" and "obtaining collateral information proved difficult for a number of banks" (ECB, 2014, p. 

103). Faulty data tends to get into the database due to a variety of causes, such as manual data entry errors, 

conversion errors after e.g. a merger and real-world changes that are not adequately captured in the database 

(Moges et al., 2013). The Financial Risk & Modelling department of SNS Bank N.V. has asked me to develop a 

model that estimates the financial benefit of resolving the bank’s most prevalent data issues. Such insights help 

to prioritise data cleansing efforts, track data quality through time and promote a shared sense of responsibility 

for correct data from the first line to the bank-office. 

The present report documents my attempt to create such a model. Designing, building and implementing it 

would not have been possible without the invaluable ideas, input and challenging attitude of my company su-

pervisor Paul van Leeuwen and my university supervisors Toon de Bakker and Berend Roorda. Special thanks go 

to Egbert Simmelink and Floris Harthoorn for maintaining the issue definitions list, for their ideas and feedback 

during our weekly meetings and for their management of the politics of data quality improvement. And thanks 

go to the Modelling department for their continued interest in the model and their constant stream of tantalis-

ing questions. Finally, thank you Willemijn Cremers for putting up with me during times when I would not be 

home before 10 PM only to flip open my laptop again and ‘finish something up’. 

In the foreword to the 2014 Annual Report, Dick Okhuijsen (Chairman of the Board of SNS Bank N.V. at that 

time) named “raising data quality and data management to a higher level” as a key to improving internal busi-

ness operations (SNS Bank N.V., 2015a, p. 10). Hopefully, this thesis helps with turning those words into prac-

tice. 

 

 

 

Rolf de Jong 

Amsterdam, 4 April 2016 
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1 Introduction 

SNS Bank N.V. considers credit risk to be the important financial risk that it faces. This risk is a consequence 

of the retail banking strategy that it pursues. Credit risk is mitigated by ensuring that the bank is adequately 

capitalised. In practice that means that the bank must hold a loan loss provision and a level of equity capital 

that are sufficiently sizeable to absorb the expected and unexpected losses that arise from the loans portfolio. 

Being undercapitalised can make the bank overexposed to credit risk and being overcapitalised is costly, so it is 

important to accurately assess the amounts of capital that must be held. These amounts are determined using 

a capital requirement calculation process that takes data on the credit portfolio as its primary input. 

The credit data contain data quality issues that may have an adverse effect on the accuracy of the capital 

requirement calculations. The bank has allocated resources to resolve these data quality issues. These data 

cleansing efforts could benefit from a model that can estimate the financial impact of the data quality issues 

that are known to the bank. Such knowledge primarily allows the bank to rank data quality issues by impact, 

which helps to determine which issues should be resolved first. In addition, this knowledge helps the bank to 

monitor the progress of data cleansing efforts, develop better credit risk models and promotes a shared re-

sponsibility for data quality throughout the bank. This thesis is a documentation of the development and im-

plementation of the aforementioned model. The outline of this thesis is as follows: 

Section 1: Introduction outlines the rationale behind the present research and introduces the research 

question. 

Section 2: Stakeholders & Requirements  describes the upstream and downstream stakeholders and their 

requirements. 

Section 3: Capital requirement calculation process describes the system under study. 

Section 4: Model design describes the model in detail. 

Section 5: Performance assesses how the model’s most critical components perform. 

Section 6: Results displays and analyses the model’s outputs. 

Section 7: Conclusion & next steps list a number of concrete action that SNS Bank N.V. may consider to 

further the usage of the model that is developed in the present research. 

Section 8: Discussion suggest points of improvement for the model and accompanying research. It also 

deals with theoretical topics that could not be touched upon in the course of the present research. 

1.1 Credit risk is SNS Bank N.V.’s most important financial risk 

SNS Bank N.V. is a retail bank with a focus on private individuals and Small and Medium-sized Enterprises 

(SME) (SNS Bank N.V., 2015a, §1.2). From a financial standpoint, this retail banking strategy involves sourcing 

capital mainly from shareholders and depositors and lending it out to borrowers, retaining some capital as a 

reserve (see Figure 2). Depositors supply capital in the form of savings, for which they are compensated with 

interest paid by the bank. With the exception of long-term deposits, these depositors have the right to with-

draw their savings instantly or on short notice. Shareholders supply capital by purchasing shares of equity is-

sued by the bank. They are entitled to dividends and may profit from share value growth, but they have no 
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guarantee that their investment turns into a profit. Borrowers lend from the bank and pay interest over that 

loan in return. In a retail bank, the majority of loans is extended in the form of residential mortgage loans. The 

property that is acquired with a mortgage loan serves as collateral and can be seized and foreclosed by the 

bank if the borrower is not able to repay his loan. The capital that is not lent out to borrowers is retained as a 

reserve. A part of this reserve is held in the form of cash and cash equivalents and another part is held on a 

mandatory reserve account at the European Central Bank (ECB, n.d.). The reserve aims to ensure that deposi-

tors are able to withdraw cash from their accounts when desired. This banking strategy is called fractional-

reserve banking because the amount held in reserve is a fraction of the amount of savings deposited in the 

bank (Abel & Bernanke, 2001, pp. 520-526). 

 

 

Figure 2: Essential elements of the fractional-reserve balance sheet. (Adapted from Abel & Bernanke, 

2001) 

To remain viable as a commercial company, a retail bank such as SNS Bank N.V. must turn a net profit in the 

long term. Apart from attractive marketing and strategic positioning, it can do so by increasing the amount of 

loans it extends. This increases the total amount of interest received from loans. This is not the only option 

available, but it is the one wherein a bank has the most flexibly (Fischer, Law, De Demandolx, Broeskamp, & 

Togashi, 2015). Alternatively, a bank can increase the interest rate it charges to borrowers and decrease the 

interest rate it offers to depositors. However, in the competitive retail banking market a single bank has only 

limited room for choosing the interest rates it charges and offers without losing too many customers. Another 

option is to reduce costs by reducing the number of employees, closing branches and automating processes. 

Alas, the gains from this option are limited as SNS Bank N.V. positions itself as a bank with a distinct human 

touch (SNS Bank N.V., 2015a, §1.1), which, apparently, requires a dense network of branches and a customer 

service with an adequate amount of staff. 
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When choosing the amount of lending that may be issued, a bank must take into account that an inade-

quate balance between loans and equity capital can result in unacceptable levels of credit risk. Credit risk is the 

potential that a borrower will fail to meet his financial obligations in accordance with agreed terms (BCBS, 

2000). If this happens and the borrower falls behind on his payments for an extended period of time (90 days at 

SNS Bank NV), he is said to ‘be in default’ or ‘default on his loan’. Such a default leads to a loss for the bank if 

the borrower does not catch up on his payments and when the foreclosure value of any property that is posted 

as collateral is not sufficient to pay off the amount due. Such loan losses are charged against the bank’s equity 

capital at the end of the year. If too many borrowers fail in a single year, the cumulative loan losses can com-

pletely diminish the bank’s equity capital, making the bank in question insolvent. Insolvency can lead to bank-

ruptcy, which is a serious event for a systemically important bank. SNS Bank N.V. notes that it considers credit 

risk to be the most important financial risk it faces (SNS Bank N.V., 2015a, §5.3.1). 

1.2 Credit risk is mitigated by holding adequate amounts of capital 

To protect itself against the losses that originate from credit risk, a bank must make sure that it is adequate-

ly capitalised. It does so by holding a loan loss provision to cover the losses that it expects to incur in the next 

12 months and an adequate amount of equity capital to be able absorb unexpectedly high loan losses. To de-

termine the required levels of the loan loss provision and equity capital, a bank first quantifies the credit risk on 

each borrower in terms of the risk measures Probability of Default (PD), Loss Given Default (LGD) and Exposure 

At Default (EAD). Those risk measures are then translated to the loss forecast measures Expected Loss (EL) and 

Unexpected Loss (UL) and a risk impact measure called Risk Weighted Assets (RWA). The bank maintain a loan 

loss provision at the full EL amount and an equity capital level of at least 15% of the RWA amount (BCBS, 

2005b). Each step in this process is discussed into further detail in Chapter 3. 

1.3 Capital requirements should be accurately determined 

Holding too little capital can make a bank overexposed to credit risk, but holding too much is also sub-

optimal. Capital is costly and the bank is impacted financially if it holds more capital than it needs, given its risk 

appetite and the supervisor’s capital requirement regulations. Firstly, investors require long-term a Return on 

Equity (RoE) of around 9.5% in return for the equity capital that they have invested in the bank (SNS Bank N.V. 

[internal], 2015). Consequently, if the amount of equity capital held by the bank increases then the bank must 

also reach a higher amount of target profit to keep investors interested. When expressed as a percentage of the 

amount of equity capital, this target profit is called the Cost of Equity (CoE).  

Secondly, there is a cost to holding provisions since these are funded by recognising costs before they are 

actually incurred. This means that the result of a ceteris paribus year-on-year increase in the loan loss provision 

requirement is a decrease of the amount of profit that is made in a year. Section 3.3 goes into further detail on 

the costs of equity and the cost of provisions, as well as the financial measures that affect those costs. Of 

course, SNS Bank N.V. does not measure its performance solely by the end-year profit, but this measure does 

allow for an unequivocal quantification of the impacts that are calculated by the model that is described in the 

present report. Chapter 8 elaborates upon how the model can benefit SNS Bank N.V. and its stakeholders in 

other ways. 
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1.4 Data quality issues impair the accurate determination of capital 

requirements 

Credit data is the collection of records in the bank’s database that describes the bank’s borrowers, including 

details on their outstanding loans and posted collateral. Credit data is usually presented in tabular form, with 

one row per month for every borrower. The credit risk models that are used to calculate the PD, LGD and EAD 

risk measures rely on good quality credit data for making reliable risk assessments. Firstly, because a bank can-

not refrain from using its historical credit data during model development since it “must incorporate all rele-

vant, material and available data, information and methods” (BCBS, 2005a, §448; Hanmanth, 2014, p. 27). Sec-

ondly, credit risk models are generally developed as statistical regression models. Such models perform better if 

the data used as input is more complete and accurate. This is colloquially known as the ‘Garbage In-Garbage 

Out’-principle. Unreliable credit risk data can lead to unreliable risk measure estimates. 

SNS Bank N.V. has identified data quality issues in the credit data. For the purpose of this research, a data 

quality issue is defined as a characteristic in the bank’s credit data that invalidates a known set of values in a 

known set of borrower records. An illustration of a data quality issue would be that the effective interest rates 

for the mortgage loans of a number of borrowers are incorrectly recorded into the credit database. IFRS 9 

§B5.5.44 and §B5.5.45 require a bank to discount expected losses on mortgage loans at their effective interest 

rate (Deloitte; EY, 2014). If the effective interest rate of a mortgage loan is incorrectly registered in the database 

then the loan’s EL and UL estimates will be less inaccurate and/or biased. In summary, the data quality issue 

impairs the bank’s ability to correctly determine its capital requirements on the mortgage loans for the respec-

tive set of borrowers. The amount by which a risk measure or capital requirement is misstated due to a data 

quality issue is hereafter called a financial impact. See Appendix 1 for a list of the data quality issues that have 

been identified. 

1.5 Issues may be resolved more effectively with knowledge on their financial 

impact 

Quantitative insights into the financial impact of data quality issues would benefit the management and 

resolution of data quality issues. In particular, these insights would enable: 

i. Better prioritisation of data cleansing efforts. 

ii. Better data quality monitoring. 

iii. More credibility when promoting the importance of data quality.  

 

This gives rise to the following research question: 

 

 

“How can the financial impact of known data quality issues 

 in SNS Bank N.V.’s credit data be estimated?” 
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1.6 A model that estimates the financial impact of data quality issues 

The solution proposed in this report is to develop, implement and put to use a model that takes descriptions 

of known data quality issues as inputs and produces estimated impacts on financial measures as output. De-

scribing this solution involves answering the sub questions shown below. 

1. What are the model requirements? (Chapter 2) 

1.1. Who are the relevant stakeholders? 

1.2. What are the stakeholders’ requirements? 

2. What is the system under study? (Chapter 3) 

3. How should the model be designed? (Chapter 4) 

3.1. What framework should be used? (Section 4.1) 

3.2. What are the components of the model and how should they work? (Section 4.2) 

3.3. How should the model be implemented? (Sections 4.3 through 4.6) 

4. What is the model performance? (Chapter 5) 

5. What is the resulting output of the model? (Chapter 6) 

For the purpose of development, the model uses the IRB-scored part of the residential mortgage portfolio 

as input data. This portfolio accounts for the majority of SNS Bank N.V.’s credit outlays. However, it should be 

possible to adapt the model to other data sources, such as the SME loans portfolio, in a later stage. 
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2 Stakeholders & Requirements 

The model that is proposed in Section 1.6 should be embedded in an environment of input data supplies 

and output data users. Without a continually expanding and improving list of data quality issue definitions, the 

model cannot be trusted to provide an up-to-date picture of the credit data’s quality. And the impact assess-

ments produced by the model will only have use if there are users that leverage this information to actually fix 

errors in the credit data. Furthermore, a model owner is needed to ensure that the model is continually moni-

tored, maintained and improved after the initial development has been completed. In brief, the present re-

search recognises the following main stakeholders in the direct model environment (also see Figure 3): 

i. Credit data experts 

ii. Model owner 

iii. Dashboard users 

 

Figure 3: Users in the direct model environment. 

These users seek to answer the following questions about the data quality of the credit data: 

i. What is the impact of every data quality issue? 

ii. Which data quality issues should be resolved first? 

iii. What is the progress of the resolution efforts that are underway? 

iv. Which records are affected by the data quality issue that is currently being resolved? 

v. How does the quality of the credit data evolve over time? 
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3 Capital requirement calculation process 

The system under study is the capital requirement calculation process. This process uses credit data to cal-

culate a number of risk measures and capital requirement measures. The latter measures can be further trans-

lated to income measures. This chapter walks through the capital requirement calculation process and shows 

how the income measures can be calculated from the capital requirement measures. Figure 4 is a schematic 

representation of this process. All terminology in the figure is elaborated upon in this chapter. Table 1 shows 

the financial measures that are in scope. 

 

 

Figure 4: Overview of the capital requirement calculation process. 
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Table 1: Financial measures that are in scope. 

Risk measures Capital requirement measures Income measures 

 Probability of Default (PD) 

 Exposure At Default (EAD) 

 Loss Given Default (LGD) 

 Expected Loss (EL) 

 Unexpected Loss (UL) 

 Risk Weighted Assets (RWA) 

 

 Regulatory capital amounts 

o Common equity tier 1 

o Total tier 1 

o Tier 2 capital 

 Economic capital amounts 

o Common equity tier 1 

o Total tier 1 

o Tier 2 capital 

 Loan loss provision amount 

 Net income 

 Required net income 

 Net income shortfall 

3.1 Determining risk measures 

SNS Bank N.V. first quantifies the credit risk on the set of loans held by every individual borrower along the 

risk measures Probability of default (PD), exposure at default (EAD) and loss given default (LGD). These 

measures are calculated used credit risk models. 

i. Probability of default is the probability that a borrower goes into default within the next 12 months. 

ii. Exposure at default is the part of the borrowed sum that is not yet repaid at the moment of a default. 

iii. Loss given default is the loss that the bank expects to sustain when a default occurs. LGD is usually ex-

pressed as a fraction of EAD. In practice, a bank must use two different versions of LGD risk measure in 

the expected loss (EL) and unexpected loss (UL) formulae that are introduced in the next paragraph. 

The EL formula requires the Point-in-Time (PiT) version (LGDPiT), which is calculated based on the cur-

rent economic environment. The UL formula requires the Downturn version (LGDDT), which is calcu-

lated by assuming a downturn economic environment. 

Basel II allows banks to either use prescribed models or internally developed credit risk models to deter-

mine their PD, EAD and LGD risk measures. A bank that uses the prescribed models is said to apply the Standard 

Approach (SA). A bank that uses internally developed models is said to apply the Internal Ratings Based (IRB) 

approach. Such bespoke credit risk models may be used if the bank can substantiate that these models play an 

“essential role in [the bank’s] credit approval, risk management, internal capital allocation and corporate gov-

ernance function” (Allen & Overy, 2014; BCBS, 2005a, §444; 2006). The premise is that using internally devel-

oped credit risk models can lead to more accurately determined provision and equity capital requirements. 

That accuracy is rewarded with the prospect of milder minimum provision and equity capital requirements than 

when a bank uses the standard models that are prescribed by Basel II. 

The PD, EAD and LGD risk measures are used to determine two types of loss forecasts: Expected Loss (EL) 

and Unexpected Loss (UL). UL is further translated to Risk Weighted Assets (RWA). 
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i. Expected loss is the average level of credit loss that a bank expects to incur on the loans extended to a 

borrower during the normal course of business. There will always be a probability of borrowers going 

into default and thereby incurring a loss to the bank. The losses that make up the total amount of ex-

pected loss tend to be of the high-frequency low-severity type (Hull, 2012). The expected loss that a 

bank expects to incur on a borrower in the next 12 months is determined as follows: 

EL = PD ⋅ LGDPiT ⋅ EAD 

(BCBS, 2005b) 

(1)  

ii. Unexpected loss is the level of loss that is incurred by a bank above the expected level of loss. Where-

as expected losses are charged against the loan loss provision, unexpected losses are charged against 

Profit & Loss, directly reducing the amount of equity capital held by a bank. Furthermore, unexpected 

losses tend to be of the low-frequency high-severity type, which makes them hard to predict but po-

tentially very disruptive (Hull, 2012, p. 436). The UL amount is determined using a more complex for-

mula based on Merton’s model. For brevity, it is deferred to Appendix 2. 

UL = 𝑓(PD, LGDDT, EAD) 

(BCBS, 2005b) 

(2)  

The EL and UL formula are designed such that when summing up the EL and UL for every loan in a portfolio, 

the result equals the Value-at-Risk (VaR) on the loan portfolio. VaR is the total amount of credit loss from the 

portfolio in a year that a bank expects not to exceed with at a certain confidence level 𝛼. In the Basel II Accords, 

𝛼 = 99.9%. An underlying assumption is that the total credit loss incurred on the portfolio within a year fol-

lows the probability distribution similar to the one illustrated in Figure 5. 

 

 

Figure 5: Assumed shape of the total credit loss probability distribution in the Basel II EL and UL formulae. 

(BCBS, 2005b, p. 3) 

iii. Risk weighted assets measures for the amount of assets on a bank’s balance sheet, weighted accord-

ing to risk instead of book value. It is determined as follows: 

RWA = UL ⋅ MoC ⋅ C ⋅ 12.5 

(BCBS, 2005b) 

(3)  

This formula comprises two calibration factors, which are used by supervisors to fine-tune the RWA figure. 

MoC is the Margin of Conservatism calibration factor. This factor is applied to account for model risks in the 
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credit risk models used by individual banks. In particular, the MoC is intended to compensate for difficult to 

quantify risk that surround the credit risk models, such as credit data quality risks, model risks, misinterpreta-

tion risks and process risks. C  is an additional calibration factor of 1.06 that all banks must apply. This factor 

was introduced when it was found that most banks would underestimate the RWA figure without the calibra-

tion factor C (BCBS, 2005a, §44). 

3.2 Determining capital requirement measures 

A bank uses the EL an RWA measures to determine the capital requirements that it must adhere to. These 

requirements are meant to make the bank resilient against both expected losses and unexpected losses. Broad-

ly speaking, a bank must hold four partly overlapping types of capital: a loan loss provision, common equity tier 

1 capital, total tier 1 capital and tier 2 capital (BCBS, 2011a; 2011b, §52-58). 

i. Loan loss provisions cover expected losses. When a loan turns out to be loss-making, this loss is first 

charged to the loan loss provision that is recognised on the balance sheet (EY, 2014). The required 

amount of this provision is regulated by the IAS 39 standard, which is developed by the International 

Accounting Standards Board (IASB) in London, UK. The more stringent IFRS 9 standard will supersede 

the IAS 39 standard on 1 January 2018. Since the SNS Bank N.V. is already working towards the imple-

mentation of IFRS 9, the model follows the IFRS 9 standard when needed. In a global survey by Deloitte 

among 59 major banks, most respondents expect loan loss provisions to increase by as much as 50% 

when IFRS 9 has been implemented compared to the situation under IAS 39 (Rhys & Mickeler, 2015). 

ii. Common Equity Tier 1 capital covers unexpected losses. When the losses on loans incurred in a finan-

cial year exceed the loan loss provision amount, the losses are charged to the profit & loss statement 

directly. This reduces the amount of equity held by the bank. A very large amount of loan losses in a 

year can completely diminish a bank’s equity, which in turn can lead to insolvency and bankruptcy. To 

prevent such an event from happening, banks are required by the Basel II and Basel III Accords to hold 

a certain minimum level of high-quality equity capital. The highest quality type of equity capital is 

called ‘common equity tier 1’ (CET1) capital. CET1 capital excludes preferred shares and non-

controlling interest because these types of equity cannot be sufficiently depended upon by the bank 

during financial turmoil. be depended on by a bank equally well in times of financial turmoil. For in-

stance, the preferred shares that many banks issue entitle the shareholder to a fixed dividend. This 

debt-like characteristic makes preferred shares more attractive to conservative investors such as pen-

sion funds, but the mandatory dividend payments can become a burden for a bank in times of large 

credit losses. 

iii. Additional tier 1 capital and tier 2 capital cover further unexpected losses. CET1 capital plus additional 

tier 1 capital is total tier 1 capital. Additional tier 1 capital and tier 2 capital impose less stringent con-

ditions on the types of equity or even debt that may be recognised as capital. This allows a bank to fur-

ther improve its resilience to unexpected losses by attracting ‘cheaper’ types of capital such as pre-

ferred shares in addition to the relatively expensive CET1 capital. 

The minimum amounts of equity capital that a bank must hold are outlined in Pillar I of the Basel II Accords, 

which are developed by the Bank for International Settlements (BIS) in Basel, Switzerland. These levels of capi-

tal are often referred to as regulatory capital levels, since they are required by regulation. The proportion be-
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tween the level of certain type of capital and the bank’s total RWA is called a capital ratio. As a basic rule, a 

bank must in any event maintain a CET1 capital ratio of at least 4.5%, a Total Tier 1 capital ratio of at least 6% 

and a Tier 2 capital ratio of at least 8%. 

However, the European Banking Authority (EBA), which supervises the capital adequacy of the European 

banking sector, requires banks to maintain more conservative, internally determined capital ratios (EBA, 2013, 

CRD IV, Title VII, Chapter 4, §128-142). Table 2 outlines the regulatory and current capital ratios for each class of 

equity capital as currently held by SNS Bank N.V.  

 

Table 2: Types of equity capital and the applicable capital requirements. (BCBS, 2011a; 2011b, §52-58; 

SNS Bank N.V., 2015a, 2015b) 

3.3 Determining income measures 

Attracting and retaining capital in the form of provisions and equity is costly since provision increases are 

changed against net income and since investors expect a return on their investment in equity. This paragraph 

unifies these costs in a single measure called the ‘net income shortfall’. 

i. Net income is impacted by changes in the loan loss provisions. A bank must recognise a loan loss pro-

vision for the amount of credit loss that is expects to incur in the next twelve months. The provision 

amount is increased or decreased by respectively debiting or crediting the profit & loss account of a 

bank. In other words, a ceteris paribus increase in provisions results in a lower net income for the year 

and a ceteris paribus decrease in provisions means a higher net income for the year.  

ii. Required net income is impacted by changes in the equity capital requirements. Shareholders provide 

a bank’s equity capital by acquiring equity shares. The return on these shareholders’ investment is 

called the ‘return on equity’ (RoE), which is the net income in a year divided by the average amount of 

equity capital held by the bank (Investopedia). Net income is partially retained by the bank for rein-

vestment and partially distributed to shareholders in the form of dividend. Shareholders are, in princi-

ple, not guaranteed to receive a return on their investment. However, investors will not provide their 

capital if the bank cannot give them the prospect of a certain level of return. Therefore, there is an im-

plicit cost to attracting and holding equity capital. This expected level of return is called the ‘cost of 

equity’ (CoE).  

                                                                 
1
 SNS Bank N.V. held no additional tier 1 capital in 2015Q4. 

2
 Includes the € 500 M Tier 2 subordinated debt issue of October 2015. 

Equity capital class Regulatory capital ratios  Current capital ratios (2015Q4) 

Common equity tier 1 capital 4.5% 

(€ 604 M) 

25.7% 

(€ 3,450 M) 

Total tier 1 capital 

(CET1 + additional tier 1 capital) 

6.0% 

(€ 805 M) 

25.7% 

(€ 3,450 M)
1
 

Tier 2 capital 

(total tier 1 capital + tier 2 capital) 

8.0% 

(€ 1,074 M) 

30.0% 

(€ 4,027 M)
2
 

Capital ratios are expressed as a percentage of RWA and in absolute amounts. Numbers are based on the total RWA 

reported the half-year financial report of 2015, which was € 13,423 M. 
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iii. Net income shortfall equals required net income less net income. The CoE is not a cost in the account-

ing sense of the word; it is rather a benchmark RoE that a company must aim to generate in order the 

attract investors. When the RoE is lower than the CoE, there is a ‘RoE shortfall’ (Daniel, Denis, & 

Naveen, 2008). RoE, CoE and RoE shortfall are expressed relative to the average amount of equity capi-

tal held by the bank during a year. The absolute versions of the RoE shortfall is the net income short-

fall. 

RoE =
Net income

Average equity capital level
 

CoE =
Required net income

Average equity capital level
 

(4)  

RoE shortfall = CoE − RoE 

Net income shortfall = (CoE − RoE) ⋅ Average equity capital leve 

= Required net income − net income 

(5)  

 

A positive net income shortfall is not necessarily detrimental to investor confidence (i.e. the investors’ will-

ingness to invest), as long as the shortfall is expected to diminish in the future through an increased RoE or 

decreased CoE. The net income shortfall can be seen as the additional amount of net income a bank should 

generate to continue attracting investors and it is thus a measure of income adequacy. 

3.4 Summary 

The ‘Capital requirement calculation process’ section has explained that credit risk models calculate the PD, 

LGD and EAD risk measures for every record in a loans portfolio. These measures are uses to calculate the EL 

and UL and RWA measures for the portfolio. These measures, together with regulatory and economic capital 

ratios, determine the loan loss provision and equity capital amounts that the bank should hold to be able to 

withstand expected and unexpected credit losses. The costs of holding these amounts can be expressed using 

the net income, required net income and net income shortfall measures. 

The main financial impacts from changes in risk measures can be summarised as visualised in Figure 6. In 

this figure, an f in a circle means that a relation is governed by a formula. A number indicates a multiplication 

factor for the effect of one measure on another. Each of these financial measures is potentially important to 

internal and external stakeholders, since a bank’s financial governance is not only based on net income adequa-

cy but also on the bank’s capital adequacy and risk appetite (Babel et al., 2012). 

 

 

Figure 6: Interdependency of the impacts on financial measures. 
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4 Model design 

The model is designed as a sensitivity analysis on the capital requirement calculation process. Such an anal-

ysis studies how changes in the input variables of a system result in changes in the output variables of that 

system, whereby the system under study is the capital requirement calculation process. That process has been 

described in Chapter 3. In this chapter, Section 4.1 first shows how a sensitivity analysis works. Section 4.2 then 

introduces the four model components that make up the implementation of the model. Section 4.3 through 4.6 

discuss every component in detail. 

4.1 Sensitivity analysis 

A sensitivity analysis model studies how changes in the input variable values of a system
3
 result in changes 

in the output variable values of that system (Oakley, 2004). For the present data quality impact estimation 

model, it is of interest how the financial measures change when the credit dataset is replaced by a corrected, 

‘issue-free’ credit dataset. Calculating that change involves running the capital requirement calculation process 

twice; once with the current, baseline credit dataset as input and once with the corrected credit dataset as 

input. Both runs result in a set of financial measures and the difference between these two sets represents the 

financial impact of the data quality issues that were removed from the baseline credit dataset. This concept is 

depicted in Figure 7. 

 

 

 

Figure 7: The sensitivity analysis approach. 

The baseline credit dataset is readily available but the corrected credit dataset is not. If it were available, 

then there would be no data quality issues in the first place. Moreover, it is unfeasible to resolve all data quality 

issues in the baseline credit dataset to obtain the corrected credit dataset. Instead, the corrected credit dataset 

is estimated using statistical procedures. 

                                                                 
3
 Literature often speaks of ‘a model’ instead of ‘a system’ when discussing sensitivity analysis. However, using the word 
‘model’ at this point would lead to confusion with the impact estimation model that is described in this report. Further-
more, ‘variables’ are also referred to as ‘parameters’ in the context of sensitivity analysis. 
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Example 

 

As application example of a sensitivity analysis, assume the following fictive formula for calculating the ex-

pected loss on a borrower’s loan. This formula is referred to as ‘the system’. 𝐗 is the set of input variables, 

namely the loan’s maturity and exposure and the borrower’s income. 𝐘 comprises only one output variable, 

namely the expected loss on the borrower’s loan. 

 

𝐗 = (Maturity, Exposure, Income) 

𝐘 = EL 

𝐘 = 𝑓(𝐗) 

EL =
Exposure

√Maturity
⋅ max (0 , 1 −

0.5 ⋅ Income ⋅ Maturity

Exposure
) 

 

Now assume that for a certain borrower, 𝐗 = (4 years, €100000, €25000). Evaluating the system with these 

input values yields an expected loss of 𝐘 = €25000. However, say that there is a known data quality issue that 

results in a misstated maturity value. The model estimates that the maturity of this borrower’s loan is actually 6 

years instead of 4 years, i.e. �̂� = (6 years, €100000, €25000). These estimates of the correct values yield 

�̂� = €10206 and thereby an estimated impact Δ𝐘 = 𝐘 − �̂� = €25000 − €10206 = €14794. In other words, 

the estimated EL impact of the data quality issue that affects the maturity variable is €14794 for this borrower. 

 

4.2 The four model components 

The model has been implemented in four components that each deal with a part of the sensitivity analysis. 

Figure 8 shows that the corrected credit dataset is obtained by taking the baseline credit dataset, determining 

which values have been affected by a data quality issue and then replacing those values by correct value esti-

mates. 

 

 

Figure 8: The four model components each cover a part of the sensitivity analysis. 
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1. The issue tracking component gathers the current credit data into a single dataset and uses a list of is-

sue definitions to determine which records in the resulting baseline credit dataset have incorrect val-

ues. 

2. The correct value estimation component uses missing data imputation procedures to estimate the 

correct values of all affected records in the baseline credit dataset, such that the corrected credit da-

taset can be constructed. 

3. The impact assessment component uses a Monte Carlo simulation approach to calculate the corrected 

financial measures and compares them to the baseline financial measures. A Monte Carlo approach is 

used because the correct value estimates from the previous component are stochastic values, whereas 

the system only accepts deterministic values. 

4. The dashboard creation component gathers the impact information in an Excel dashboard, which 

makes it easy to analyse and share the impact information. 

Figure 3 can be combined with Figure 8 to reveal an overview of the full data quality impact estimation 

model and how it is embedded in the model environment, as shown in Figure 9. The remainder of this chapter 

goes into further detail on every individual model component. 

 

 

 

 

Figure 9: The model embedded in the model environment. 
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4.3 Issue tracking component 

The issue tracking component takes the list of issue definitions and a connection to the credit database. It 

creates or updates the baseline credit dataset and uses the issue definitions to compile a list of occurrences of 

the data quality issues in the baseline credit dataset. 

 

 

Figure 10: Schematic overview of the issue tracking component. 

4.3.1 Implementation 

The issue tracking component carries out its task in the two steps shown in Figure 10. These steps are ex-

plained in more detail in the paragraphs that follow. 

1. Update baseline credit dataset. The credit data is collected in a set of tables in a dedicated credit risk 

database. For the model architecture it is however more suitable to use a single table as input. That is 

why the component first collects all credit data in a single table on a separate database. 

2. Track issue occurrences. In this step, the component uses the issue definitions list to search for occur-

rences of data quality issues in the baseline credit dataset. These occurrences are recorded in the issue 

list. 
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Example (continued) 

 

The actual baseline credit dataset contains too many variables to use it for the purpose of illustration. As an 

alternative, consider the simplified set of customer, loan and collateral data from a fictive mortgage loan portfo-

lio shown in the table below. Suppose that the bank is aware of a (also fictive) data quality issue in the credit 

data that affects the income variable for several borrowers. The data quality issue description reads as follows: 

 

Variable 'Income' for borrower N is 'Below minimum' if 'Income < 10000' 

Borrower ID Income Exposure Maturity Foreclosure value 

1 € 6,000 € 180,000 10 years € 120,000 

2 € 21,000 € 30,000 5 years € 120,000 

3 € 12,000 € 100,000 16 years € 80,000 

4 € 4,000 € 40,000 2 years € 100,000 

5 € 50,000 € 375,000 15 years € 400,000 

6 € 51,000 € 180,000 6 years € 200,000 

7 € 70,000  € 50,000 1 year € 500,000 

  

Clearly, borrowers 1 and 4 match this description, and therefore their values for the income variables are con-

sidered incorrect. This information is recorded in the issue list: 

Borrower ID Issue name Variable name Incorrect value 

1 Below minimum Income € 6,000 

4 Below minimum Income € 4,000 

  

4.3.2 Updating the baseline credit dataset 

[Omitted in the public version] 

4.3.3 Tracking issue occurrences 

The second input for this component is the data quality issue definitions list, or issue definitions for short. 

Among other fields, this list contains a field called ‘SQL filter’ (see also Appendix 1). This field contains a SQL-

formatted filter that can be used to find the records in the baseline credit dataset that have been affected by a 

data quality issue. The issue tracking component uses these filters to create the issue list. It is essentially a map 

to the incorrect values in the baseline credit dataset, containing the following information: 

i. The primary keys of the affected record. Primary keys are the set of variables whose values can be used 

to uniquely identify any record in the dataset. 

ii. The name of the affected variable in the affected record. 

iii. The name of data quality issue of which an occurrence has been found. 

iv. The incorrect value of the affected variable in the affected record. 
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Every item in this list is called an ‘occurrence’ of a data quality issue. The issue list does not contain the cor-

rect value of the affected variables because these correct values cannot be readily observed. See Figure 11 for 

an example of how a SQL query is used to build a part of the issue list. The issue tracking component runs this 

query for every in-scope permutation of measurement date (‘peil_dt’), variable name and issue name. The 

results from running these queries are combined to form one complete issue list.  

 

 

 

SELECT  MeasurementDate as MeasurementDate 

      , BorrowerId      as BorrowerId 

 

Primary keys. These variables uniquely identify a record 

in the baseline credit dataset. 

      , 'LTFV'          as VariableName 

      , 'Above maximum' as IssueName 

 

Records that are found using this SQL query have a 

value on the ‘LTFV’ variable that has been affected by 

the ‘Above maximum’ data quality issue. 

      , LTFV            as IncorrectValue 

 
Stores the value as currently registered in the credit risk 

dataset. 

FROM    CreditDataTable 
 Reference to the baseline credit risk dataset. 

WHERE   MeasurementDate = '2016-01-31' 

 

Scope settings. In this case, only records pertaining to 

active, residential borrowers on measurement date 

2016-01-31 are analysed. 

  AND   LTFV > 150 

 
SQL filter for finding the records that are affected by 

respective data quality issue. 

 

Figure 11: Example of a SQL query for building a part of the issue list. 
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4.4 Correct value estimation component 

This component takes the issue list and the baseline credit dataset as inputs. It uses correct value estimation 

procedures to estimate the correct value of the affected variable in each in occurrence that is recorded in the 

issue list. When done, the component outputs the estimates list, which is essentially the issue list augmented 

with correct value estimates. §4.4.1 shows how the component is implemented. §4.4.2 briefly introduces the 

concept of missing data imputation, which forms the basis for the correct value estimation procedures that are 

implemented in this component. §4.4.3 deals with measurement levels, which is a preparation for the explana-

tion of the correct value estimation procedures that have been implemented in the component, in §4.4.4. Final-

ly, §4.4.5 suggests a method for determining which correct value estimation procedures is best and §4.4.6 

touches upon alternative estimation approaches. 

 

 

Figure 12: Schematic overview of the correct value estimation component. 

4.4.1 Implementation 

The component is implemented using the four steps depicted in Figure 12: 

1. Retrieve training set, test set and incorrect set. The component first splits the credit dataset into a 

correct set and an incorrect set. The former set includes all records that do not occur in the issue list 

and the latter set includes all records that do occur in the issue list. The component then randomly 

samples two mutually exclusive subsets of equal size from the correct set, which are called the training 

set and the test set. The training set is used to train the correct value estimation procedures and the 

test set is used to assess each procedure’s estimation performance. 

2. Train correct value estimation procedure. Correct value estimation procedures must be trained on an 

unaffected part of the credit dataset before they can estimate what the correct values in affected rec-

ords should be. A procedure uses the training set for this purpose and the information it extracts from 

the training sample is passed on to the next step.  



 

Rolf de Jong Estimating the Financial Impact of Data Quality Issues – public version 20 

3. Assess estimation performance. There should only be one correct value estimate for every incorrect 

value in the credit data. To determine which procedure should generate these estimates, this step of 

the component first compares the estimation performance of each procedure. To do so, it first applies 

every procedure to the test set. The estimates that are generated by each procedure are compared to 

the actual values that are available in the test set. The procedure that achieves the smallest error be-

tween the estimated values and the actual values in the test set is considered the best procedure. This 

assumes that when a procedure performs well on the test set, it will also be perform well on the incor-

rect set. 

4. Apply best correct value estimation procedure. The best procedure is applied to the incorrect set, 

yielding a set of correct value estimates. Those estimates are appended to the issue list. The resulting 

list is called the estimates list. 

Example (continued) 

 

The issue list that is compiled in the previous example shows which records and variables are affected by which 

data quality issue. However, the list does not contain estimates for the correct values of the affected variables. 

Estimating these values is the task of the correct value estimation component. Assume that the correct value 

estimation component uses a simple procedure for estimating the correct values: it takes the arithmetic mean 

and sample standard deviation of all values of the affected variable in the training set and creates a normal 

distribution N(𝜇, 𝜎) with these parameters. The unaffected records that form the training set are the 2
nd

, 3
rd

, 

5
th

, 6
th

 and 7
th

 record. The mean value of the income variable in these records is €36,200 and the standard devi-

ation is € 15,418. It follows that the correct value estimate for the income variable in the 1
st

 and 4
th

 records is a 

stochastic variable with a N(36200,15418) distribution. These correct value estimates are recorded in the 

estimates list shown below. 

Borrower ID Issue name Variable name Incorrect value Estimated value 

1 Below minimum Income € 6,000 N(36200,15418) 

4 Below minimum Income € 4,000 N(36200,15418) 

   

This information can be used to create the corrected credit dataset as shown below. However, only the esti-

mates list is passed along to the next step because it contains all the necessary information while being much 

smaller in size. 

Borrower ID Income Exposure Maturity Foreclosure value 

1 N(36200,15418) € 150,000 10 years € 120,000 

2 € 21,000 € 30,000 5 years € 120,000 

3 € 19,000 € 100,000 16 years € 80,000 

4 N(36200,15418) € 40,000 2 years € 100,000 

5 € 50,000 € 375,000 15 years € 400,000 

6 € 51,000 € 180,000 6 years € 200,000 

7 € 40,000  € 50,000 1 year € 500,000 
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4.4.2 Missing data imputation 

The procedures that are used to make correct value estimates are based on so-called missing data imputa-

tion procedures. Missing data imputation is originally developed to address the problem of missing values in 

datasets when statistical tests and analysis techniques require complete datasets as input. Missing data imputa-

tion procedures impute estimates of correct values into an incomplete dataset to make it complete (see Figure 

13). The imputed values are designed to resemble the statistical characteristics of the non-missing part of a 

dataset as closely as possible to minimise the probability of drawing incorrect statistical inferences based on the 

completed dataset (Schafer & Olsen, 1998).  

 

  

Figure 13: Missing data imputation procedures impute correct value estimates to make a dataset 

complete. 

Many of these missing data imputation procedures work on a variable-by-variable basis. A procedure first 

‘learns’ how to make predictions for the correct value of a certain variable using a part of the dataset that does 

not contain missing values. The variable in question is called the ‘target variable’. The procedure then uses that 

knowledge to estimate the correct values of that variable to replace the missing values in the dataset. In fact, 

missing data imputation procedures can also be used to cleanse datasets with other types of incorrect values 

than missing values. For instance, a common problem with survey datasets is that some values in them are 

obviously incorrect, such as an age of 250 or a non-existent address. Missing data imputation procedures can 

replace such incorrect values by correct values estimates as if they were missing values. This makes missing 

data imputation procedures a good candidate for inclusion in the model. Since the procedures are used to cre-

ate estimates of the correct value of variables that have been effected by a data quality issue, these procedures 

are from now on referred to as ‘correct value estimation procedures’. A study on suitable procedures resulted 

in the following list. These procedures are described into more detail in the course of this chapter. 

i. Overall mean imputation. Takes the sample mean value of the target variable values in the training set 

and suggests this value as the correct value estimate for every record. 

ii. Overall median imputation. Takes the sample median of the values of the target variable in the train-

ing set and uses this for the correct value estimates. 

iii. Overall mode imputation. Takes the sample mode of the values of the target variable in the training 

set and uses this for the correct value estimates. 

iv. Normal distribution imputation. Fits a normal distribution on the target variable values in the training 

set and suggests a stochastic variable with this distribution for the correct value estimates. 

v. Empirical distribution imputation. Determines the empirical frequency distribution of the target vari-

able values in the training set and suggests a stochastic variable with the same distribution for the cor-

rect value estimates. 
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vi. Linear regression imputation. Fits a simple linear model on the target variable values using the other 

variables in the training set as potential covariates. Uses the linear model and the covariates in the in-

correct set to make correct value estimates. 

vii. Bounded linear regression imputation. Applies linear regression but then with a link function that 

bounds the possible values that the target value can assume. 

viii. Logistic linear regression imputation. Applies logistic regression to make correct value estimates for 

nominal and ordinal values that can assume two values. 

ix. Multinomial logistic regression imputation. Applies multinomial logistic regression to make correct 

value estimates for nominal and ordinal values that can assume a countable and reasonably small 

number of distinct values. 

x. K-nearest neighbours imputation. Matches each record in the incorrect set with K similar records in 

the training set and suggests the mode, median or mean value of the values of the target variable in 

those K records as the correct value estimate. 

4.4.3 Measurement levels 

1. Correct value estimation procedures can only estimate correct values for a variable if that variable is of 

a compatible measurement level. For instance, if a procedure works by taking the arithmetic mean of 

every unaffected target variable value in the training set then that procedure can only be used on tar-

get variables for which the concept of a ‘mean’ is actually defined. In practice, this implies that the var-

iable in question must be numeric, ordered and the difference between two values must be quantifia-

ble. Psychologist Stanley Smith Stevens (1946) has formalised this concept onto the measurement level 

scale that follows.  

Table 3 shows the levels of measurement of the target variables that are accepted by each correct value es-

timation procedures. 

2. Nominal. Variables at the nominal measurement level differentiate values only by their name. There is 

no natural ordering to these values. An example of a nominal variable is the ‘City of Residence’ of a 

borrower or a variable that can assume the values ‘Yes’ and ‘No’. The latter example is also called an 

indicator variable. Nominal values can be represented with numbers but these numbers will have their 

usual numerical properties. 

3. Ordinal. Variables at the nominal measurement level have all the properties of nominal variables and 

there is a natural way to order the values that can be assumed. However, it is not possible to quantify 

the difference between two variables. An example is a variable that captures borrower satisfaction 

from ‘Poor’ to ‘Excellent’. 

4. Interval. Variables are the interval measurement level have a natural ordering in the values that can be 

assumed and it is possible to quantify the difference between two values. For instance, the difference 

between 1 and 3 is twice the difference between 1 and 2. There is no natural zero-point, which makes 

it invalid to state that a value of 6 is three times higher than a value of 2. 

5. Ratio. Variables at the ratio measurement level have all the properties of interval variables and there is 

a natural zero-point. An example is the ‘Foreclosure Value’ variables. Clearly, a foreclose value of € 

200,000 is twice as high as a foreclose value of € 100,000. 
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Table 3: Accepted levels of measurement. 

Correct value estimation procedure name Nominal Ordinal Interval Ratio 

Overall mean   X X 

Overall median  X X X 

Overall mode X X X X 

Empirical distribution X X X X 

Normal distribution   X X 

Linear regression   X X 

Bounded linear regression   X X 

Logistic linear regression X X   

Multinomial logistic regression X X   

K-nearest neighbours X X X X 

4.4.4 Correct value estimation procedures 

This section uses the notation that follows to describe the correct value estimation procedures. Correct val-

ue estimation procedures work in two steps. The first step is to train the procedure on a sample of records from 

the part of the credit risk data that is not affected by a data quality issue. This sample is called the training set. 

The next step is then to apply the information that has been extracted from the training sample to the part of 

the dataset that is actually affected by the data quality issue. This part of the dataset is called the incorrect set. 

𝐯  is the set of all variables in the credit data. 𝑣𝑗  is the 𝑗
th

 variable. �̃� is the current target variable. 

𝐲  represents the vector of all values of the target variable in the complete credit dataset. The subset of 

these values that is affected by a data quality issue is �̃� and the set of correct value estimates for these 

affected values is �̂�. The respective values for an individual borrower with record number 𝑖 are 𝑦𝑖 , �̃�𝑖  and 

�̂�𝑖. 

𝐱  represents the matrix of all values on variables other than the target variable. 𝑥𝑖,𝑗  is the value of variable 

𝑗 in record 𝑖 and 𝐱𝑖,⋅ is vector of values of all variables except the target variable, on record 𝑖. 

𝐓  represents the training set. The expression 𝑖 ∈ 𝐓 means that the record for borrower number 𝑖 is part of 

the training set. 𝑁𝐓 is the number of records in the training set. 

𝐈  represents the incorrect set. The expression 𝑖 ∈ 𝐈 means that the record for borrower number 𝑖 is part of 

the incorrect set. 𝑁𝐈 is the number of records in the incorrect set. 

Figure 14 shows how the notation that is introduced above describes a dataset with six records and three 

variables. The third variable is the target variable, which means that the correct value estimation procedures 

are being trained and applied to create correct value estimates for all incorrect values of the third variable. Two 

records contain incorrect values of the target variable and are therefore part of the incorrect set. A random 

subset of the four remaining unaffected records has been selected to form the training set. The incorrect values 

are �̃�5 and  �̃�6. These values are replaced by correct value estimates �̂�5 and �̂�6 in the corrected credit dataset. 
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Figure 14: Graphic representation of the notation that is used in Section 0. 

Overall mean 

This procedure takes the mean value of the target variable �̃� in the training set and uses this mean as the 

correct value estimate. The aim of this procedure is simplicity and zero bias in the imputed values. The arithme-

tic mean of the values of variable �̃� in the training set is: 

𝑚T =
1

𝑁T

∑ 𝑦𝑖

∀ 𝑖 ∈ 𝐓

 
(6)  

However, this mean is dependent on the random selection of records that forms the training set. If one takes a 

different sample of records as the training set instead, then one may find a different mean. Hence, the mean of 

a sample is a stochastic variable. By the Central Limit Theorem (CLT), the sample mean follows a normal distri-

bution
4
 with the following variance: 

𝑠𝜇
2 =

𝑠T
2

𝑁T

 

(Adapted from Larsen & Marx, 2012, p. 246) 

(7)  

The CLT assumes a sufficiently large training set and independence between every value in the training set. 𝑠T
2 is 

the sample variance of the training set: 

𝑠T
2 =

1

𝑁T − 1
∑ (𝑦k − 𝑚T)

2

∀ k ∈ T

 

(Adapted from Larsen & Marx, 2012, p. 246) 

(8)  

It is now possible to fully specify the overall mean imputation procedure: 

                                                                 
4
 This should not be confused with the theoretical distribution of the difference between the sample mean and the true 
mean of a sample, which follows a Student-t distribution. See Appendix 6 for a background analysis. 
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Training step 
𝑚T =

1

𝑁T

∑ 𝑦𝑖

∀ 𝑖 ∈ 𝐓

 

𝑠T
2 =

1

𝑁T − 1
∑ (𝑦k − 𝑚T)

2

∀ k ∈ 𝐓

 

(9)  

Application step 
�̂�𝑖  ~ Normal [𝑚T ,

𝑠T

√𝑁T

]                 ∀ 𝑖 ∈ 𝐈 
(10)  

Overall median 

A variation on the overall mean procedure uses the sample median value of the training set instead of the 

sample mean value of the target variable in the training set. A major advantage is that this procedure also 

works with variables at the ordinal measurement level. It is also less sensitive to outliers in the training set 

compared to the mean. To define the median of 𝐲𝐓 formally, let 𝑦𝐓
(𝑖) be the 𝑖th lowest value in 𝐲𝐓, such that 

min[𝐲𝐓] = 𝑦𝐓
(1)

 and max[𝐲𝐓] = 𝑦𝐓
(𝑁𝐓)

. Then the median is: 

median[𝐲𝐓] = {
𝑦𝐓

((𝑁𝐓+1)/2)
                                     if 𝑁T is odd  

1

2
(𝑦𝐓

(𝑁T/2)
+ 𝑦𝐓

((𝑁T 2⁄ +1)
)           if 𝑁T is even

 

(Weisstein, n.d.) 

(11)  

The median value is also sensitive to the sample of records that forms the training set. A different random se-

lection of training records may result in a different mean. Hence, the correct value estimates that are produced 

by the overall median procedure are stochastic. The distribution of these values be approximated using boot-

strapping, which involves randomly sampling with replacement 𝑏 individual vectors of 𝑁T values from 𝐲𝐓 and 

determining the median of every one of these bootstrapped vectors. The set of 𝑏 bootstrapped medians can 

then be used to construct an empirical random distribution of the overall median. 

Overall mode 

The overall mode procedure is a third variation on the overall mean imputation procedure. It takes the sam-

ple mode value of target variable in the training set. The mode value is the value that occurs most often in a 

vector of values. It can be calculated for every measurement level, including the nominal level. 

mode[𝐲𝐓] =  𝑦𝑘  

s. t.    𝑁𝐲𝐓=𝑦𝑘
≥ 𝑁𝐲𝐓=𝑦𝑖

       ∀ 𝑖 ≠ 𝑘 

(12)  

It is conceivable that there is more than one mode value. For practical reason the procedure will then use the 

value with the lowest index 𝑘, i.e. the first mode value encountered. Like the sample mean and sample median, 

the sample mode is sensitive to the random selection of records that is included in the training set, making the 

sample mode stochastic. Its random distribution can be approximated using bootstrapping. 
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Normal distribution 

The overall mean, overall median and overall mode procedures by definition try to reproduce the central 

tendency of the correct values that are used as input. However, as Schafer and Olsen (1998) argue, it may also 

be useful to capture the variance of the correct values in the estimated values. This is what the normal distribu-

tion aims to achieve. The normal distribution procedure estimates the arithmetic mean and sample standard 

deviation of the target variable in the training set and uses a normally distributed stochastic variable with those 

parameters for every impute value. 

Training step 
𝑚T =

1

𝑁T

∑ 𝑦𝑖

∀ 𝑖 ∈ 𝐓

 

𝑠T
2 =

1

𝑁T − 1
∑ (𝑦k − 𝑚T)

2

∀ k ∈ 𝐓

 

(13)  

Application step �̂�𝑖  ~ Normal[𝑚T , 𝑠T]                 ∀ 𝑖 ∈ 𝐈 (14)  

Note that the application step in Equation (14) is not exactly the same as in Equation (10), because the nor-

mal distribution procedure uses a standard deviation of 𝑠T whereas the overall mean imputation procedure 

uses 𝑠T √𝑁T⁄ . Figure 15 shows the effect of this difference. The histogram represents the training values of a 

certain target variable. The continuous line represents the probability density function (pdf) of a correct value 

estimate that is produced by the normal distribution procedure, while the dotted line represents the pdf of a 

correct value estimate that is produced by the mean value imputation procedure. The latter pdf is clearly much 

narrower. Moreover, the histogram of the data is also a representation of the pdf of a correct value estimate 

that is produced by the empirical distribution procedure, which is described next.  

 

Figure 15: The normal distribution procedure compared to the overall mean procedure. 

Empirical distribution 

The empirical distribution imputation procedure counts the occurrences of every unique value in 𝐲T to cre-

ate an empirical distribution. This distribution is used for every impute value. Let 𝑁𝐲T=t be the number of times 

that a value in 𝐲T equals t. 
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Training step 
𝑓(𝑡)   s. t.    𝑃[𝐲T = 𝑡] =

𝑁𝐲T=t

𝑁T

 
(15)  

Application step �̂�𝑖 = 𝑓(𝑡)                        ∀ 𝑖 ∈ 𝐈 (16)  

 

The number of unique values in the training set is liable to be very large for continuous variables. In such 

cases, it may be efficient to reduce the number of unique values in 𝐲T before applying the empirical distribution 

procedure. One way to so is by bucketing the values in  𝐲T, which involves splitting up the range of 𝐲T into a 

limited set of sub ranges. These sub ranges are called buckets. All values in 𝐲T that fall in the same bucket are 

then assigned a common value. That value is usually the midpoint of the bucket in question. There are numer-

ous approaches to choosing the sub ranges. One approach is split the full range of 𝐲T into 𝑁buckets sub ranges 

of equal width and another approach is to choose the sub ranges such that the number of values that falls in 

the each bucket is the same for every bucket. 

Linear regression 

When a data quality issue affects a borrower’s records, it will usually only invalidate the values of one or at 

most several variables. However, the credit data held by SNS Bank N.V. stores values on more than 100 variables 

for each borrower record. The values on these records may contain valuable information for estimating the 

correct value of the invalided variable value in a record. A technique for using that information is linear regres-

sion. This paragraph shows the basics of fitting a linear model, generating estimates, selecting covariates, han-

dling qualitative covariates and handling missing values in the covariates. 

Fitting a model 

The linear regression procedure chooses a subset 𝐜 from the set of non-target variables in 𝐯, such that the 

variables in 𝐜 have enough explanatory power to help predict the correct value estimate �̂�𝑖. These variables are 

called covariates or predictors. The number of covariates is 𝑁𝐜 and 𝑐𝑖  is the 𝑖𝑡ℎ covariate. Linear regression 

assumes the following linear relationship between the target variable value 𝑦𝑖  and the row vector of covariate 

values 𝐱𝑖,𝐜 (Verbeek, 2004, pp. 8-10): 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥1,𝑐1
+ 𝛽2𝑥1,𝑐2

+ ⋅⋅⋅ +𝛽𝑛𝐜
𝑥1,𝑐𝑁𝐜

+ ϵi = [1  𝐱𝑖,𝐜]
′
𝛃 + ϵi 

 

(17)  

𝛃 is the 𝑁𝐜 + 1 vector of linear coefficients in this linear model, whereby 𝛽0 is the constant term or intercept 

and ϵ is a normally distributed error term with the same variance for every 𝑖 and an expected value of 0. 𝛃 is 

unknown and must therefore be estimated. The corresponding estimated vector is denoted �̂�, such that: 

𝑦𝑖 = �̂�0 + �̂�1𝑥1,𝑐1
+ �̂�2𝑥1,𝑐2

+ ⋅⋅⋅ +�̂�𝑛𝐜
𝑥1,𝑐𝑁𝐜

+ �̂�𝑖 = [1  𝐱𝑖,𝐜]
′
�̂� + �̂�𝑖  

�̂�𝑖 = [1  𝐱𝑖,𝐜]
′
�̂� 

(18)  

𝑒𝑖 = is an error term that contains the difference between the correct value 𝑦𝑖  and the actual correct value 

estimate �̂�𝑖. A smaller squared 𝑒𝑖  implicates a better prediction for observation 𝑖. 𝐞 is the vector of error terms 

for all borrowers. [1  𝐱𝑖,𝐜]
′
�̂� is the linear model that creates the correct value estimate �̂�𝑖. Assuming that the 
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covariates have already been selected, �̂� can be estimated (‘fitted’) on the training sample using the ordinary 

least squares (OLS) estimator. Let 𝐗 = 𝐱T,𝐜 be the matrix with the values for all borrowers in the training set on 

all covariates. 

�̂� = (𝐗′𝐗)−1 𝐗′𝐲𝐒 

See Appendix 4 for a derivation of the univariate version of this estimator using the likelihood 

function that optimises �̂�. 

(19)  

The OLS estimator makes several assumptions about the model and the data it is fitted on. These assumption 

are referred to as the Gauss-Markov assumptions: 

1. The expected value of the error term is zero (no bias). 

2. The covariates and error terms are independent (no multicollinearity). 

3. All errors terms have the same variance (homoscedasticity). 

4. There is zero correlation between the error terms (no autocorrelation). 

In practice, the assumptions are seldom all fulfilled. Especially assumption 2 is hard to fulfil when using credit 

data, since the variables in this data tend to be correlated. When two covariates are perfectly or strongly corre-

lated, then the OLS estimator yields unreliable results because the matrix 𝐗′𝐗 becomes (close to) singular, 

which means that the matrix inverse (𝐗′𝐗)−1 cannot be calculated. However, when covariates are only slightly 

correlated, then the main effect is that the variance of the regression coefficients �̂�𝑖  increases (O’brien, 2007, p. 

673). This does not necessarily lead to a biased linear regression model. 

Generating correct value estimates 

If the assumptions 1 to 4 are fulfilled, the error terms 𝑒𝑖  of a linear model are normally distributed with the 

same standard deviation in every error term and zero bias. Therefore, the expected value of every impute value 

is: 

E[�̂�𝑖] = [1  𝐱𝑖,𝐜]
′
�̂� 

 

(20)  

The variance of this impute value depends on the variance of the error term and the variance of the coeffi-

cients. Assuming independent covariates, these variances can be estimated as follows: 

𝑠e
2 =

1

𝑁T − 1
∑ (�̂�𝑘 − 𝑦𝑘)2

∀ 𝑘 ∈ T

 
(21)  

𝑠𝑗
2 =

se
2

𝑠𝐱T,𝑗
2

 
(22)  

Assuming that the covariates are mutually independent, the variance or the correct value estimate can be 

found by scaling and summing these variances: 
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𝑠ŷi

2 = ∑(xi,j
2 ⋅ sj

2)

N𝐜

j=1

+ se
2 

(23)  

It is now possible to specify the linear regression imputation procedure as follows: 

Training step �̂� = (𝐗′𝐗)−𝟏𝐗′𝐲T 

𝑠𝑒
2 =

1

𝑁𝑇 − 1 
∑ (�̂�𝑖 − 𝑦𝑖)

2

∀ 𝑖∈T

 

(24)  

Application step 

s�̂�𝑖

2 = ∑(𝑥𝑖,𝑗
2 ⋅ 𝑠𝑗

2)

𝑁𝐜

𝑗=1

+ 𝑠e
2 

�̂�𝑖 = Normal[[1  𝐱𝑖,𝐜]
′
�̂� ,  𝑠�̂�𝑖

 ]                   ∀ 𝑖 ∈ 𝐈 

(25)  

Selecting covariates 

The performance of a model does not necessarily get better as more covariates are added, because a model 

with too many covariates is likely to be overfitted. The consequence of over fitting is a model that gives good 

predictions when estimating the dependant variable in the training set (i.e. in-sample performance) but poor 

results when it is applied to records that are not in the training set (i.e. out-of-sample performance). A complex 

model with many covariates should only be chosen over a simple model with few covariates if it has significant-

ly better predictive power (Verbeek, 2004, pp. 56-58). To make this judgement, Akaike (1973) and Schwartz 

(1978) have developed the Akaike’s Information Criterion (AIC) and Bayes Information Criterion (BIC), respec-

tively. Both model selection criteria balance model performance with the number of included variables.  

AIC = 𝑁T ⋅ log [
1

𝑁T

∑ 𝑒𝑖
2

∀ i ∈ 𝐓

] + 2 ⋅ 𝑁𝐜 
(26)  

BIC = 𝑁T ⋅ log [
1

𝑁T

∑ 𝑒𝑖
2

∀ i ∈ 𝐓

] + 𝑁𝐜 ⋅ log𝑁T 

(Verbeek, 2004, p. 58) 

(27)  

A model with a lower information criterion value is preferred. The BIC awards a larger penalty to the number of 

included covariates and thus prefers models with a lower number of covariates compared to the AIC. The mod-

el with a low information criterion based on a set of possible covariates can be found using a stepwise linear 

regression algorithm. The following heuristic algorithm builds a linear model by adding or removing one covari-

ate and a time and determining whether the addition or removal of a covariate results in a better model. This is 

done until no more improvements can be made: 

1. Start with a model with no covariates (only an intercept term). 

2. Try out adding every covariate that is not yet in the model and determine which covariate addition re-

sulted in the best criterion improvement. Permanently add that covariate, or none if no addition re-

sults in a criterion improvement. 

3. Try out removing every covariate that is already in the model and determine which covariate removal 

resulted in the best criterion improvement. Permanently remove that covariate, or none if no removal 

results in a criterion improvement. 
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4. An optimal set of covariates has been found if none were permanently added nor removed in this iter-

ation. Otherwise proceed from step 2. 

Handling qualitative covariates 

The covariates included in a linear model need to be of the interval or ratio measurement level. However, 

nominal and ordinal variables can be easily adapted to fit this requirement by splitting the variable up into 

several sub indicator variables. A variable with 𝑘 possible options can be represented by 𝑘 − 1 indicator varia-

bles. As an example, take the qualitative variable 𝑗 containing values 𝑞 ∈ (𝐴, 𝐵, 𝐶, 𝐷). Then define the indicator 

variables 𝑥𝑖,𝐵 , 𝑥𝑖,𝐶 , 𝑥𝑖,𝐷, such that: 

𝑥𝑖,𝑗,𝑞 = {
1    if  𝑥𝑖,𝑗 = 𝑞

0    otherwise
 

 𝑥⋅,𝑗 =

[
 
 
 
 
 
𝐴
𝐶
𝐷
𝐴
𝐵
𝐷

 

]
 
 
 
 
 

      →     𝑥⋅,𝑗,𝐵 =

[
 
 
 
 
 
0
0
0
0
1
0

 

]
 
 
 
 
 

, 𝑥⋅,𝑗,𝐶 =

[
 
 
 
 
 
0
1
0
0
0
0]
 
 
 
 
 

, 𝑥⋅,𝑗,𝐷 =

[
 
 
 
 
 
0
0
1
0
0
1

 

]
 
 
 
 
 

 

(28)  

 

The set of three indicator variables now fully represents all states in the original variable despite having one 

variable less than the number of states assumed by original variable because the model also includes an inter-

cept coefficient 𝛽0: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖,𝑗,𝐵 + 𝛽2𝑥𝑖,𝑗,𝐶 + 𝛽3𝑥𝑖,𝑗,𝐷 + 𝑒𝑗  (29)  

Handling covariates with missing values 

A variable can only be used as a covariate in a linear model if it does not contain any missing values in the 

training sample nor the incorrect set since the OLS estimator does not accept missing values. As a remedy, one 

can substitute all missing values in a variable by a number, e.g. a zero. However, such a substitution may result 

in valuable information to be thrown away, because the fact that a value is missing is information in itself. To 

avoid discarding such information when substituting missing values an additional indicator variable is added to 

the dataset of explanatory variables with a 1 if a substitution is done and a 0 otherwise, as exemplified below. 

The OLS estimator estimates a separate coefficient for the ‘isNaN’ variable. If the fact that a value is missing 

does not have significant predictive value, then the stepwise covariate selection procedure will not include the 

‘isNaN’ column. 

 𝑥⋅,𝑗 =

[
 
 
 
 
 
53712,67

𝑁𝑎𝑁
0

𝑁𝑎𝑁
894,50
1044,07

 

]
 
 
 
 
 

      →     𝑥⋅,𝑗 =

[
 
 
 
 
 
53712,67

0
0
0

894,50
1044,07

 

]
 
 
 
 
 

, 𝑥⋅,𝑗,𝑖𝑠𝑁𝑎𝑁 =

[
 
 
 
 
 
0
1
0
1
0
0]
 
 
 
 
 

 

(30)  
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Bounded linear regression  

The previously described ordinary linear regression model can make estimates for target variables that are 

continuous and unbounded. However, most variables (i.e. Age, Maturity, Exposure) cannot assume values out-

side a certain range and are thus bounded. Moreover, many variables are not continuous but discrete with two 

or more possible values. All these cases can be handled quite straightforwardly using an adaptation of linear 

regression models. The key is to use a link function that transforms the values of the dependent variable to an 

unbounded, continuous range that can be used in an ordinary linear regression model. This function is denoted 

𝑧𝑖 = 𝐺(𝑦𝑖) and the inverse is 𝑦𝑖 = 𝐺−1(𝑧𝑖). The linear model and OLS estimator then become: 

𝑧𝑖 = [1  𝐱(i,cov)]′ �̂� 

𝐺(𝑦𝑖) = [1  𝐱(i,cov)]′ �̂� 

𝑦𝑖 = 𝐺−1([1  𝐱(i,cov)]′ �̂�) 

(31)  

�̂� = (𝐗′𝐗)−1 𝐗′𝐺(𝐲𝐒) = (𝐗′𝐗)−1 𝐗′𝐳𝐒 (32)  

An interesting choice for 𝐺 and 𝐺−1 is the following pair of link functions: 

𝑧𝑖 = 𝐺(𝑦𝑖) = log (
𝑦𝑖 − 𝑎

𝑏 − 𝑦𝑖

) 

𝑦𝑖 = 𝐺−1(𝑧𝑖) =
𝑎 + 𝑏 ⋅ exp(𝑧𝑖)

1 + exp(𝑧𝑖)
 

(33)  

These functions can map a continuous value 𝑦𝑖  that lies between 𝑎 and 𝑏 to a value 𝑧𝑖  that lies between −∞ 

and ∞ (see Appendix 5). That way, it is possible to fit a model that only generates values that lie between two 

bounds. This procedure does not work for variables that are bounded on just only side, because the link func-

tions do not work when 𝑎 or 𝑏 is infinite. Once the target variable is mapped, the bounded linear regression 

imputation procedure works identically to the linear regression imputation procedure. The resulting distribu-

tion of the resulting stochastic correct value estimates is then a transformation of the underlying �̂�𝑖. 

Training step �̂� = (𝐗′𝐗)−𝟏𝐗′𝐺(𝐲T) 

𝑠𝑒
2 =

1

𝑁𝑇 − 1 
∑ (�̂�𝑖 − 𝑦𝑖)

2

∀ 𝑖∈T

 

 

(34)  

Application step 

s�̂�𝑖

2 = ∑(𝑥𝑖,𝑗
2 ⋅ 𝑠𝑗

2)

𝑁𝐜

𝑗=1

+ 𝑠e
2 

�̂�𝑖 = Normal[[1  𝐱𝑖,𝐜]
′
�̂� ,  𝑠�̂�𝑖

 ]                   ∀ 𝑖 ∈ 𝐈 

�̂�𝑖 = 𝐺−1(�̂�𝑖) 

 

(35)  

Logistic regression 

Indicator variables can only assume two values, e.g. ‘true’/’false’, ‘yes’/’no’, 1/0. An example such a variable 

is whether a customer has even been in default in the last twelve months. Such variables can be estimated 

using logistic regression. The logistic link function is designed to estimate a probability 𝑝 that the value is 1 

(which usually means ‘true’ or ‘yes’). The estimated probability for the value 0 is the complement: 1 − 𝑝. 
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𝑧𝑖 = 𝐺(𝑦𝑖) = log (
𝑦𝑖

1 − 𝑦𝑖

) 

 

(Cox, 1958) 

(36)  

P[𝑦𝑖 = 1] = 𝐺−1(𝑧𝑖) = 𝑝𝑖 =
exp(𝑧𝑖)

1 + exp(𝑧𝑖)
 

P[𝑦𝑖 = 0] = 1 − 𝑝𝑖 =
1

1 + exp(𝑧𝑖)
 

 

(Cox, 1958) 

(37)  

The logistic link function resembles the bounded linear regression link function with 𝑎 = 0 and 𝑏 = 1. However, 

it is applied differently because the logistic regression model cannot be used in combination with the OLS esti-

mator. To see why, consider that the bounded linear regression procedure only accepts continuous variables. By 

definition, the probability of a continuous variable assuming any particular value is zero. This implies that: 

P[𝑦𝑖 = 𝑎] = 0      and      P[𝑦𝑖 = 𝑏] = 0 (38)  

This is an important property because the link functions yield infinite values on these bounds. For instance, 

consider 𝑦𝑖 = 𝑎: 

𝑧𝑖 = log (
𝑦𝑖 − 𝑎

𝑏 − 𝑦𝑖

) = log (
𝑎 − 𝑎

𝑏 − 𝑎
) = log(0) = −∞ (39)  

The transformed OLS estimator only works with real values for 𝐳 and as a consequence 𝑦𝑖  cannot be 𝑎 or 𝑏. In 

the logistic regression case 𝑦𝑖  is always either 0 or 1, which implies that 𝑧𝑖  is always −∞ or ∞. An alternative 

estimator for 𝛽 is therefore needed. That estimator must maximise following likelihood equation (Verbeek, 

2004, p. 193): 

max
𝛃

𝐿(𝛃) = ∑ P[𝑦𝑖 = 1|𝐱𝑖,𝐜; 𝛃)
𝑦𝑖P[𝑦𝑖 = 0|𝐱𝑖,𝐜; 𝛃)

1−𝑦𝑖

∀ i∈𝐒

 (40)  

This maximisation problem does not have a closed-form solution for �̂�. Instead the logistic regression proce-

dure iteratively approximates the following first-order condition: 

𝜕 log 𝐿( �̂�)

𝜕�̂�
= ∑ [yi −

exp (𝑥𝑖�̂�)

1 − exp (𝑥𝑖�̂�)
]

∀ i∈𝐒

𝑥𝑖 = 0 
(41)  

Moreover, logistic regression is also referred to as logit regression and the regression model that is fitted is 

called a logit model. The Bernoulli random distribution of �̂�𝑖  follows naturally from the definition of a logit 

model.  
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Training step Approximate: 

∂ log L( β̂)

∂β̂
= ∑ [yi −

exp (xiβ̂)

1 − exp (xiβ̂)
]

∀ i∈𝐒

xi = 0 

(42)  

Application step 

𝑝𝑖 =
exp(𝑥𝑖𝛽)

1 + exp(𝑥𝑖𝛽)
                    ∀ 𝑖 ∈ 𝐄 

�̂�𝑖 = Bernoulli[𝑝𝑖]                     ∀ 𝑖 ∈ 𝐄 

(43)  

Multinomial logistic regression 

The link function of the logistic regression model can be extended to support variables with more than two 

possible values, such as the ‘Housing type’ variable. This variable is relevant to the credit risk models because 

housing prices are indexed at a different rate for every type of house. Before running the regression 𝑦𝑖  has to be 

decomposed into indicator variables 𝑦𝑖,1, … 𝑦𝑖,𝑘. Then let 𝑧𝑖,𝑞 be the transformed variable representing value 𝑞 

for borrower 𝑖. Each 𝑧𝑖,𝑞 except for 𝑧𝑖,1 requires a separate linear model to be fitted. The link functions are as 

follows: 

𝑧𝑖,𝑞 = 𝐺(𝑦𝑖,𝑞) = log(
𝑦𝑖,𝑞

1 − 𝑦𝑖,𝑞

) 

where 𝑧𝑖,1 = 0 

(44)  

P[𝑦𝑖 = 1] = 𝐺−1(𝑧𝑖,2, … , 𝑧𝑖,𝑘) =
1

1 + exp(𝑧𝑖,2) + ⋯+ exp(𝑧𝑖,𝑘)
          if 𝑞 = 1 

P[𝑦𝑖 = 𝑞] = 𝐺−1(𝑞, 𝑧𝑖,2, … , 𝑧𝑖,𝑘) =
exp(𝑧𝑖,𝑞)

1 + exp(𝑧𝑖,2) + ⋯+ exp(𝑧𝑖,𝑘)
      if 𝑞 > 1 

(45)  

The multinomial regression imputation procedure then works analogously to the logistic regression imputation 

procedure. The correct value estimates follow a Multinomial stochastic distribution. This procedure works best 

for variables at the nominal and ordinal measurement level. It is theoretically possible but not practically feasi-

ble to apply multinomial logistic regression to interval and ratio variables because these variables tend to as-

sume a large number of distinct values. 

K-nearest neighbour imputation 

The previous procedures are based on the assumption that relationships between variables in the credit da-

ta can be described using a mathematically defined model. Such approaches generate good results in an effi-

cient manner as long as the credit data does indeed fit in the model imposed on it. However, it is conceivable 

that the relationships between variables in the credit data are simply too complex to be fitted in a model. As an 

alternative, this paragraph introduces a missing value imputation technique that does not try to impose a mod-

el on the credit data but instead searches for already existing values to suggest as correct value estimates. This 

procedure is K-nearest neighbour imputation, or k-NN imputation for short. 

Given a record 𝑖 with an incorrect value on a target variable and a training set of records with correct values, 

a k-NN procedure finds the 𝐾 records in the training set that are the most similar to record 𝑖. These records are 

called the ‘nearest neighbours’. It then takes the mean or mode of the valid values in the nearest neighbours 

and imputes it into record 𝑖. A rule of thumb for the number of selected neighbours 𝐾 is the square root of the 

number of records in the training sample, i.e. √𝑁T. The ‘nearness’ of a record 𝑖 to another record 𝑘 is defined 
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by how close the variable values or records 𝑖 are to the corresponding variable values in record 𝑘. That close-

ness is quantified using a distance measure such as the Euclidian distance measure. The Euclidian distance be-

tween record 𝐱𝑖,⋅ and record 𝐱𝑘,⋅ is: 

𝑑(𝐱𝑖,⋅, 𝐱𝑘,⋅) = √∑ (𝐱𝑖,𝑣 − 𝐱𝑘,𝑣)
𝟐

∀ 𝑣 ≠�̂�
 

(46)  

This distance measure makes intuitive sense because it essentially calculates the shortest geometric distance 

between two points in a space with (𝑛𝐯 − 1) dimensions. However, in its current form the variables with a high 

variance have a much larger impact on the distance measure than variables with a small variance. This is re-

solved by standardising all variables 𝐯 by their standard deviation to form the standardised Euclidean distance 

measure: 

𝑑(𝐱𝑖,⋅, 𝐱𝑘,⋅) = √∑ (𝐱𝑡,𝑣 − 𝐱𝑖,𝑣)
𝟐

∀ 𝑣 ≠�̂�
 

where 𝐱𝑡,𝑣 =
𝐱𝑡,𝑣

√var[𝐱⋅,𝑣]

 

and      𝐱𝑖,𝑣 =
𝐱𝑖,𝑣

√var[𝐱⋅,𝑣]

 

(47)  

The k-NN imputation procedure does not fit a model on the training set. Instead, it simply stores the entire 

training set for use in the application step. When creating correct value estimates, it determines the standard-

ised Euclidian distance between every incorrect record and every record in the training set. For every incorrect 

record, it takes the K closest neighbours and it takes the mean or mode value of the target variable values in 

those neighbours as the correct value estimate. 

Training step Store 𝐱T and 𝐲T (48)  

Application step For every 𝑖 ∈ 𝐈  

1. Determine  𝑑𝑖,𝑘 = 𝑑(𝐱𝑖,⋅, 𝐱𝑘,⋅)    ∀ 𝑘 ∈ 𝐓  

2. Take the K target variable values from 𝐲training sample for 

which 𝑑𝑖,𝑘 is the smallest. 

3. If the target variable is of the interval or ratio measurement 

level, let �̂�𝑖 = �̅�nearest neighbours. 

Otherwise, �̂�𝑖 = mode[𝐲nearest neighbours]. 

(49)  

Selecting covariates 

A problem that is commonly encountered when applying k-NN imputation is the ‘curse of dimensionality’. 

The problem entails that in a dataset with a large number of variables there may be only a limited number of 

variables that are actually useful for determining the distance between two records. Using more variables as 

covariates than needed may at best make the distance measurement more complex and less efficient and at 

worse yield unexpected results. This problem is similar to the problem of overfitting a linear model and a com-

mon solution to the problem is analogous to stepwise linear regression: 
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1. Divide the training set into a training subset and a test subset. 

2. Start with a distance measure that has only one randomly selected covariate. Use this distance meas-

ure to make predictions for every value of the target variable in the test subset. Use the BIC to deter-

mine the quality of these predictions. 

3. Try out adding every covariate that is not in the distance measure, make new predictions and deter-

mine which covariate addition results in the best BIC improvement. Permanently add that covariate, or 

none if no addition resulted in a criterion improvement. 

4. If there are currently two or more covariates in the distance measure, then try out removing every co-

variate that is in the distance measure, make new predictions and determine which covariate removal 

results in the best BIC improvement. Permanently remove that covariate, or none if no removal result-

ed in a criterion improvement. 

5. An optimal set of covariates has been found if none were added or removed in this iteration. Other-

wise return to step 3. 

4.4.5 Selecting the best correct value estimation procedure 

Every procedure produces a model for every individual target variable if that variable’s measurement level is 

compatible with the procedure. However, there can be only one correct value estimate for every record in the 

estimates list. That means there needs to be a method to determine which procedure has made the ‘best’ cor-

rect value estimates. The mean squared error (MSE) goodness-of-fit measure can accomplish that. 

To perform the assessment, every procedure is applied on a sample of records from a part of the unaffected 

set of records that was not used to train the procedure. This is called the test sample and testing the procedure 

on this data is also referred to as an out-of-sample test. Such a test measures how well a procedure’s perfor-

mance generalises to other datasets than the one that is used for training. The application of the procedure on 

the test set results in a vector of estimates �̂�test set. That vector is used in two ways: 

1. To determine how well the estimates �̂�test set approach the correct values 𝐲test set in the test set.  

2. To determine how well the corrected financial measures for the records in the test set �̂�test set ap-

proach the correct
5
 financial measures 𝐘test set. The correct financial measures 𝐘test set are obtained 

by evaluating the system with the test set as input. Then the expected values of the estimates 

E[�̂�test set] are imputed into the test set and the system is evaluated again to obtain �̂�test set. 

Out-of-sample goodness-of-fit of the correct value estimates 

One way to measure the closeness of �̂�test set to 𝐲test set is to determine the biasedness of the estimated 

vector compared to the correct vector and the difference between the individual values �̂�𝑖 − 𝑦𝑖. Based on work 

by Neyman and Pearson (1933) and Neyman (1937), these two properties can be united in a single measure 

called the ‘mean squared error’ (MSE): 

MSE =
1

𝑁
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

 
(50)  

Where 𝑁 is the number of records in the test set. The ‘best’ procedure is the one that attains the lowest MSE 

when making estimates on the same test set for every procedure. The measure is primarily suited to testing the 

                                                                 
5
 ‘Correct’ in this sense means ‘not affected by a known data quality issue’. 
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performance on variables at the interval and ratio levels. It can be easily adapted to work on variables at the 

nominal and ordinal measurement levels as well. Let 𝑞 be one of the 𝑁𝐐 values that variable �̂� can assume and 

define: 

𝑦𝑖,𝑞 = {
1      if 𝑦i = 𝑞    
0      otherwise

        ,        �̂�𝑖,𝑞 = {
1      if �̂�i = 𝑞    
0      otherwise

 (51)  

Then a version of the MSE that is adapted to such discrete values is: 

MSEdiscrete =
1

𝑁
∑𝑦𝑖,1(𝑦𝑖,1 − �̂�𝑖,1)

2
+ ⋯+ 𝑦𝑖,1 (𝑦𝑖,𝑛𝐐

− �̂�𝑖,𝑛𝐐
)

2
𝑁

𝑖=1

 

MSEdiscrete =
1

𝑁
∑ ∑ 𝑦𝑖,𝑞(1 − �̂�𝑖,𝑞)

2

𝑁𝐐

𝑞=1

𝑁

𝑖=1

  

(52)  

In the current form this measure essentially counts the number of incorrectly predicted values, where a smaller 

value is preferred. The measure may be refined using the fact that the correct value estimation procedures 

estimate a multinomial stochastic variable. Such a correct value estimate defines for every possible value 𝑞 a 

certain probability �̂�𝑖,𝑞 that it is the correct value of the target variable in record 𝑖. Redefining the MSE: 

�̂�𝑖,𝑞 = P̂[𝑦𝑖,𝑞 = 1] 

MSEmultinomial =
1

𝑛
∑ ∑ 𝑦𝑖,𝑞(1 − �̂�𝑖,𝑞)

2

𝑛𝐐

𝑞=1

𝑛

𝑖=1

 

(53)  

This gives a more accurate assessment of the performance of a procedure on a nominal or ordinal variable. 

Firstly, a correct value estimation procedure can now ‘spread it bets’ for the correct value estimate over several 

possible values, assigning a higher probability to the values that it deems more likely to be the correct value. 

Out-of-sample goodness-of-fit of the financial measures 

The correct value estimation procedures work by replicating the statistical characteristics of the training da-

ta and thus making correct value estimates that are close to the training values. However, the ultimate goal of 

the correct value estimation component is to suggest correct value estimates that lead to correctly estimated 

financial measures. These are two different goals, because the system under study is not linear and therefore a 

good estimate of the correct value of the target variable does not necessarily imply a good estimate of the 

correct financial measure. Hence, it makes sense to test how closely the estimated financial measures for the 

records in the test set �̂�test set approach the correct financial measures 𝐘test set. Every financial measure that is 

in the scope of this research is either at the interval or ratio measurement level. The MSE can be applied with-

out adaption once the financial measures for the original and the imputed test set are calculated: 

MSE =
1

𝑁
∑(𝑌𝑖 − �̂�𝑖)

2
𝑁

𝑖=1

 
(54)  

Once again, a refinement is order to more accurately determine the performance of procedures that output 

multinomial correct value estimates. Let �̂�𝑖,𝑞 be a financial measure that is calculated based on record 𝑖 with 

value 𝑞 imputed for the target variable
6
: 

                                                                 
6
 Note that the credit risk models used by SNS Bank N.V. calculate risk measures at record-level rather than portfolio level.                 
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MSEmultinomial = ∑ ∑ �̂�𝑖,𝑞(𝑌𝑖 − �̂�𝑖,𝑞)
2

𝑁𝐐

𝑞=1

𝑁

𝑖=1

 

(55)  

To use this measure, the model evaluates the system several times such that every value 𝑞 that has �̂�𝑖,𝑞 > 0 is 

imputed once for every record in the test set. The resulting MSE is the probability-weighted sum of the squared 

errors that result from imputing each individual value 𝑞. 

4.4.6 Alternative estimation approaches 

Figure 12 reveals that the component trains and applies the correct value estimation procedures on a 

variable-by-variable basis. This is, however, just one possible approach for estimating the correct value of 

incorrect variables in a dataset.  

Figure 16 compares this approach and several other approaches. 

 

Variable-by-variable 

 

Record-by-record 
 

 

 

 

Issue-by-issue 

  

 

Figure 16: Correct value estimation approaches. 

i. Estimating correct values variable-by-variable. This approach first determines which variables in the 

dataset have at least one incorrect value. Hereby, it is useful to look at a variable as a column in the da-

taset. The variable has one value for every record and some of these values are incorrect due to a data 

quality issue. Not every record that is affected by a data quality issue needs to have an incorrect value 

in this column. The approach takes one variable at a time and estimates the correct value for all affect-

ed values of that variable simultaneously, even if the incorrectness those values is caused by more 

than one data quality issue. A major advantage of this approach is that is allows one to use many 

commonplace statistical estimation techniques such as linear regression for the correct value estima-

tion. Another advantage is that this approach can easily capture the characteristics of a variable, such 

as its measurement level and probability distribution. A disadvantage is that is it hard to capture exact 

relationships between the variables in an individual record. For instance, if the value of variable A must 

always be the sum of variables B and C, then the variable-by-variable approach is liable to give invalid 

predictions because it cannot easily take such relationships into account. 
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ii. Estimating correct values records-by-record. The disadvantage of the former method can resolved by 

simultaneously producing estimates for all incorrect values in each individual record. Hereby, each rec-

ord is essentially a row in the dataset. A correct value estimation procedure would be programmed or 

trained to recognise the relations between the variables in a record. It can then use that information to 

make accurate predictions of the correct values in each record. However, such relations are seldom 

straightforward to learn precisely. Programming them by hand is time-consuming and makes it harder 

to reuse the model for a different system and dataset. Furthermore, techniques like linear regression 

can also do a good job of capturing the approximate relationships between variables. 

iii. Estimating correct values issue-by-issue. A third approach is to estimate the correct values for all af-

fected records of a single data quality issue at a time. This approach assumes that the correct value es-

timation procedure has a way of learning about the characteristics of every individual data quality is-

sue. That would mean that the data quality issue has already been analysed in-depth or that it has al-

ready been partially resolved. However, the present model is meant make fair estimations of data 

quality issue impacts before the bank has decided where to allocate the human resources that are 

needed to analyse and resolve an issue. As a consequence, the issue-by-issue approach lacks the re-

quired information to be effective. 
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4.5 Impact assessment component 

The impact assessment component takes the estimates list and the baseline credit dataset. It then uses 

Monte Carlo simulation to assess the impact of the in-scope data quality issues on financial measures. This 

chapter first explains how the component is implemented. It then presents three approaches to handling the 

stochastic variables in the estimates list and the choice for a simulation approach, which is introduced after-

wards. 

 
 

 

Figure 17: Schematic overview of the impact assessment component. 

4.5.1 Implementation 

The component carries out its task in the following steps: 

1. Calculate baseline financial measures. The baseline financial measures can be readily determined by 

evaluating the system with the baseline credit dataset as input. The system is described in more detail 

in Chapter 3. It results in a set of values of all financial measures for each record in the baseline credit 

dataset. 

2. Draw random realisations. The estimates in the estimates list are stochastic, but the system requires 

deterministic values as input. Using a Monte Carlo simulation simulation approach, the component 

draws a sample of realisations from each stochastic correct value estimate in the estimates list. A Mon-

te Carlo simulation involves evaluating a system a large number of times, each time with different real-

isations of the input variables. Each evaluation is called a ‘replication’. The number of replications in a 

simulation run is called the ‘run length’. Since a new set of realisations is needed for every replication, 

the number of realisations that needs to be sampled from every stochastic value in the estimates list is 

equal to the run length. 
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3. Impute sample realisations in baseline credit data set. This step and the following two steps are re-

peated for every issue definition and for every replication. Here, the component takes the random re-

alisations from the previous step and imputes them into the baseline credit risk dataset at the posi-

tions of the values that have been identified to be incorrect. This essentially creates a version of the 

corrected credit dataset that is discussed in Section 4.1. It only contains the borrower records that 

have been affected by the data quality issue in question. 

4. Obtain observation of corrected financial measures. This steps evaluates the system once, using as 

input the version of the corrected credit dataset that is created in the prior step. The evaluation pro-

duces a set of values on the financial measures. Every value is called an ‘observation’ of a corrected fi-

nancial measure for an affected record. 

5. Determine which records have enough precision. With each replication that is performed, each af-

fected record in the estimates list gets an additional observation of every financial measure. At some 

point, enough of these observations have been collected to make an accurate estimation of the actual 

corrected value of the most important financial measures. This step assesses for every individual rec-

ord in the estimates list whether enough observations have been collected. The next replication then 

excludes the records for which that is the case, which saves performance. The run is done when all 

records have enough precision or when the maximum number of replications per run is reached. 

6. Determine means of the observations. The corrected value of a financial measure on a certain record 

is estimated by taking the mean of the Monte Carlo observations of that measure. This is done for all 

financial measures on all records. 

7. Determine impacts on financial measures. The impact on a financial measure is defined in the present 

research as its corrected value less its baseline value. 

Example (continued) 

 

The issue tracking components has determined which records and variables are affected by a data quality is-

sues. The correct value estimate component has estimates what the correct values of the affected variables 

should be. In this running example, the records of borrowers 1 and 4 are affected by a data quality issue that 

invalidates the income variable. To reiterate, these are the baseline credit dataset and the correct credit dataset 

for borrowers 1 and 4:  

Baseline credit dataset 

Borrower ID Income Exposure Maturity Foreclosure value 

1 € 6,000 € 180,000 10 years € 120,000 

4 € 4,000 € 40,000 2 years € 100,000 

 

Correct credit dataset with correct value estimates for the income variable 

Borrower ID Income Exposure Maturity Foreclosure value 

1 N(36200,15418) € 150,000 10 years € 120,000 

4 N(36200,15418) € 40,000 2 years € 100,000 

 

The next step is to calculate the financial measures for borrower 1 and 4 using both the baseline and the cor-

rect credit dataset. It is then possible to see the impact of the data quality issue. Since the real capital require-

ment calculation process is too complex to use as an example, an earlier example introduced the following 
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fictive system as an alternative: 

 

EL =
Exposure

√Maturity
⋅ max (0 , 1 −

0.5 ⋅ Income ⋅ Maturity

Exposure
) 

 

This system is not a linear function of the income variable due to the max (⋅) function. It is therefore not valid to 

take the expected values of the correct value estimates and use those as input to calculate the corrected finan-

cial measures. If one would do so anyways, then that would yield the following result: 

Borrower ID 

Baseline values Corrected values Impact on EL 

(baseline – corrected) Income EL E[Income] EL 

1 € 6,000 € 47,434 € 32,600 € 5,376 € 42,058 

4 € 4,000 € 25,456   € 32,600 € 5,233  € 20,223 

 

And now for the simulation approach. As this section defends, that approach yields theoretically valid results 

even if the the system under study is not linear. The simulation approach draws 200 random realisations from 

N(32600,15418) and imputes each realisation for the income value of borrower 1. The system is re-evaluated 

after each imputation. That results in 200 observations of the corrected EL measure for borrower 1, as shown 

below. The corrected EL measure is then obtained by taking the mean of all these observations. 

Replication Income 

(realisation from N(36200,15418)) 

Observation of 

corrected EL 

1  € 34,048   € 3,086 

2  € 2,303  € 53,280 

: : : 

200  € 35,921  € 125 

Mean corrected EL measure € 11,562 

 

The same is done for borrower number 4, yielding the results shown below. The interpretation of these fictive 

numbers is that the model estimates that the bank can save € 35,872 worth of EL on borrower 1 and € 12,765 

worth of EL on borrower 4 by fixing the data quality issue that leads to incorrect values of the income variable. 

 

Borrower ID 

Baseline values Corrected values Impact on EL 

(baseline – corrected) Income EL Income EL 

1 € 6,000 € 47,434 N(32600,15418) € 11,562 € 35,872 

4 € 4,000 € 25,456   N(32600,15418) € 12,691  € 12,765 

   

4.5.2 Three approaches to handling stochastic input variables 

As demonstrated in the example previous example, the correct value estimates that are produced by the 

correct value estimation component must be imputed in the baseline credit dataset to form the corrected cred-

it dataset. Both datasets are then used as input for the system, resulting in the baseline financial measures and 

the corrected financial measures. The difference between the two is the impact in the financial measures. 

However, this is less straightforward than it seems at first, because the correct value estimates are stochastic 
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whereas the system only accepts deterministic values. This research considers three approaches that can be 

used to evaluate the system anyway; the expected value approach, the analytical approach and the simulation 

approach. 

i. The expected value approach. In this approach, one first takes the expected value of every correct val-

ue estimate, such that the entire correct credit dataset consists of deterministic values. That dataset is 

then used as input for the system. This assumes that the following is true: 

E[�̂�] = E[𝑓(�̂�)] = 𝑓(E[�̂�]) (56)  

Where �̂� is the corrected credit dataset, 𝑓 is the system and �̂� is the estimated set of corrected finan-

cial measures. The difficulty is that this is only true if the system 𝑓 is a linear function of its inputs, 

whereby the inputs must also be independent. More formally, the following transformations of ex-

pected values are valid for independent X1 and X2: 

E[𝑎 + 𝑏X] = 𝑎 + 𝑏E[X]              for deterministic 𝑎, 𝑏 (linearity) 

E[X1 + X2] = E[X1] + E[X2]     for independent X1, X2 (additivity) 

(57)  

However, the system is not linear for most of its inputs, as Appendix 9 shows. Furthermore, several in-

put variables of the system are correlated to some degree. Hence, this approach does not yield theo-

retically valid correct financial measure estimates. 

ii. The analytical approach. As second way of evaluating a deterministic system is to find an analytical so-

lution to the expected value formula with �̂� as the input and 𝑓 and the integrand: 

E[�̂�] = ∫ 𝑝𝐱𝑓(𝐱)𝑑𝐱

∀ 𝐱 ∈ �̂�

 

(58)  

This formula integrates 𝑓over every possible combination of values in �̂�, whereby 𝑝𝐱 is the probability 

mass of a certain combination 𝐱. Unfortunately, this integral proves to be impractical to solve for �̂� as 

the input and 𝑓 as the integrand because �̂� comprises a multitude of both deterministic and stochastic 

values with both continuous and discrete distributions. Also, 𝑓 comprises many discontinuous features 

such as bucketing which hinder the calculation of the integral. In short, this approach is unfeasible. 

iii. The simulation approach. Also called the Monte Carlo approach, this approach is a type of numeric 

analysis. It involves evaluating the system a sufficiently large number of times, each time with different 

random realisations from the stochastic variables in the corrected credit dataset. Each evaluation is 

called a ‘replication’ and each replication results in one set of observations of the corrected financial 

measures. The collection of observations from all replications can then be analysed using statistical 

tools such as the sample mean and sample variance estimators. This approach does not assume that 

the system is linear, nor does it require any algebraic transformations of the system. 
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4.5.3 The simulation approach 

Let 𝑁𝐑 be the number of replications used in the simulation and let �̂�𝑟  be the 𝑟
th

 realisation of the corrected 

credit dataset �̂�. Such a realisation is obtained by replacing every stochastic value in the corrected credit da-

taset by a random realisation of itself. As a result, �̂�𝑟 solely contains deterministic values that can be used as 

input for the system. Let 𝑓 be the system and �̂�𝑟 the 𝑟
th

 observation of the corrected financial measures, calcu-

lated as �̂�𝑟 = 𝑓(�̂�𝑟). The simulation approach assumes that by taking the average of a sufficiently large num-

ber of observations of the output variables of a system with stochastic inputs, it is possible to approach the 

actual expected values of those output variables: 

E[�̂�] = E[𝑓(�̂�)] ≈
1

𝑁𝐑

⋅ (𝑓(�̂�1) + ⋯+ 𝑓(�̂�𝑁𝐑)) 

≈
1

𝑁𝐑

⋅ (�̂�1 + ⋯+ �̂�𝑁𝐑) 

(59)  

In the case of SNS Bank N.V., it is possible to evaluate the system for each borrower individually. Letting 𝑁𝑖  be 

the number of replications used to calculate the financial measures for borrower 𝑖: 

E[𝑌𝑖] = E[𝑓(𝐱𝑖,⋅)] ≈
1

𝑁𝑖

⋅ (𝑓(𝐱𝑖,⋅
1 ) + ⋯+ 𝑓(𝐱𝑖,⋅

𝑁𝑖)) 

≈
1

𝑁𝑖

⋅ (𝑌𝑖
1 + ⋯+ 𝑌𝑖

𝑁𝑖) 

(60)  

The simulation approach is computationally intensive since the system has to be evaluated a sufficient number 

of times to obtain accurate results. A ‘sufficient number of times’ is defined by Law (2007) as the number of 

replications at which the variance in the target output variable is sufficiently small. This poses two new prob-

lems: What is the target output variable and what is ‘sufficiently small’? 

The system outputs a large number of financial measures, which are listed in Table 1. Each of these 

measures serves its own informational purpose to the downstream stakeholders outlined in Chapter 2, but in 

the context of simulation it is useful to select a limited number of output variable as target output variables and 

optimise the simulation for those variables. The EL and RWA output variables have been selected to fulfil the 

role of target output variables because the majority of the financial measures is linearly dependent on either 

the EL measure or the RWA measure. 

The threshold of ‘sufficiently small’ may be expressed using the relative error measure (Law, 2007, pp. 500-

503). This is the standard deviation of the sample mean of the observations on the target output variable divid-

ed by the absolute sample mean of the observations on that variable. The relative error measure assumes that 

this sample mean follows a Student t distribution, based on the work of Gossett (1908). As more replications 

are added, this relative error should decrease until it falls below a threshold value. Law (2007) recommends a 

threshold value 𝑐 ≤ 0.15 and 𝑁𝑖 ≥ 10. The number of replications 𝑁𝑖  should be the smallest number that satis-

fies the following equation for every target variable: 
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𝑡(𝑁𝑖−1),1−α/2√
𝑠2

𝑁𝑖

|𝑚|
< 𝑐          where  𝑚 =

1

𝑁𝑖

⋅ ∑ 𝑌𝑖
𝑟

𝑁𝑖

𝑟=1

 

                                                     and  𝑠2 =
1

𝑁𝑖 − 1
⋅ ∑(𝑌𝑖

𝑟 − 𝑚)2

𝑁𝑖

𝑟=1

 

(Law, 2007, p. 504) 

(61)  

4.6 Dashboard creation component 

This component takes the baseline credit dataset, the impact estimates list and an Excel template file. It 

then processes and combines the information into a single Excel file with a number of graphs and tables to 

visualise, analyse and share the information that is generated by the model. 

 

  

Figure 18: Schematic overview of the dashboard creation component. 

4.6.1 Implementation 

The component executes the following steps: 

1. Calculate and summarise financial measures. The dashboard uses these summary statistics on the en-

tire portfolio to put the impact numbers in the dashboard into perspective. 

2. Store data in copy of dashboard template. Most dashboard functionality has been implemented in an 

‘empty’ Excel file that contains only the graphs, tables and formula’s that are needed for a proper 

presentation. Once the model has generated all data, a Matlab function makes a copy of that template 

and loads the data into the template, resulting in a complete dashboard. 

3. Recalculate tables and graphs in dashboard. After the data has been loaded into a fresh copy of the 

dashboard template, Matlab uses an Excel ActiveX call to update the dashboard file. This recalculates 

all the graphs and tables in the Excel file, such that is immediately presentable to the downstream 

stakeholders. 
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When the new dashboard is ready it is stored on a shared file location. The model then uploads a status re-

port of the model run to a SharePoint site. The model owner automatically gets an email to signal that a new 

model run has been completed and that a new dashboard is ready for approval and distribution. 

4.6.2 The dashboard 

The model creates a large amount of data, that is hard to quickly comprehend by a user. The information 

needs to be summarised and visualised to become insightful. This is mainly the job of the dashboard, which has 

the form of an Excel workbook. The main tab of this workbook is designed using the requirements that have 

been collected through meetings with the upstream and downstream stakeholders. See Section 2 for a list of 

the requirements that have been collected. During these meetings, the researcher showed the most recent 

results from the model in a tentative version of the overview tab in the Excel dashboard. This always resulted in 

a useful list of possible improvements. After several iterations, the dashboard got the appearance in Figure 19. 

A larger version of this image is included in Appendix 11. The dashboard comprises five main elements. 

 

 

Figure 19:  The dashboard. A larger version of this image is included in Appendix 11. The numbers are 

fictive. 

 

i. Impact per issue (graph). These rings give a quick impression of the prevalence and impact of data 

quality issues. The inner ring represents the number of occurrences of a the data quality issues that 

are in scope and the outer ring represents the RWA impact of these issues. The stakeholders indicated 

that this allowed them to quickly see which data quality issues have a relatively low number of occur-

rences and simultaneously a relatively high impact on RWA. At first sight, these are this issues that are 

the most attractive to resolve first. 

ii. Impact per issue (table). This table shows several key financial impacts for all the data quality issues 

that are in scope. Not all financial measures from Chapter 3 are shown. Only the measures that have 

been judged by the downstream stakeholders as being the most insightful have been added 
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iii. Key figures. This area is designed give an overview of the credit data’s quality in the most recent 

month and the prior month using three figures: ‘RWA impact of issues’, ‘EL impact of issues’ and ’Issue 

occurrences found’. These absolute number are put in perspective by comparing them with the portfo-

lio’s total RWA, EL and number of records, respectively. 

iv. Development through time is a graph that plots the number of data quality issue occurrences and 

their total RWA impact against a time axis. This graph is especially useful with the filtering options that 

are introduced next. 

v. Portfolio selection allows a user to filter the data in the dashboard to a certain set of issues, dates, la-

bels, sources and/or issue owners. The stakeholders have found these filtering options to be a useful 

tool for ‘zooming in’ on specific data quality issues. 

4.7 Summary 

The ‘Model design’ section has introduced the sensitivity analysis approach that is used by the model. It has 

then shown how the model implementation comprises four consecutive components whereby each component 

fulfils a distinct task. These components are: 

1. The issue tracking component, which uses a list of issue definitions to determine which values in the 

baseline credit dataset are incorrect due to a data quality issue. 

2. The correct value estimation component, which estimates the correct value of the credit data values 

that have been invalidated by a data quality issue. 

3. The impact assessment component, which uses a simulation approach to determine the financial im-

pacts of data quality issues. 

4. The dashboard creation component, which organises and visualises all the information that is generat-

ed by the model in an Excel dashboard for sharing with downstream stakeholders. 
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5 Performance 

The previous chapter has outlined the model and its components. It is straightforward to assert that the is-

sue tracking component and the dashboard creation component work as intended. That is because they do not 

make use of any randomness and therefore their output is always the same for every run. In contrast, the cor-

rect value estimation component and the impact assessment component make extensive use of random sam-

pling. The output from these components might vary from run to run. Moreover, these two components are 

much more complex than the first and fourth component, which makes them more prone design or implemen-

tation errors. It is therefore sensible to look into the performance of these components. This chapter does so in 

three sections: 

i. Comparison of the correct value estimation procedures. 

ii. Assessment of the best correct value estimation procedures. 

iii. Significance of the simulation approach for impact assessment. 

5.1 Comparison of the correct value estimation component 

Section 4.4.4 revealed that the model uses ten distinct correct value estimation procedures to make predic-

tion for every target variable that contains incorrect values. However, only one procedure can be selected as 

the best procedure for each target variable. That selection is made by letting every procedure make estimates 

for the target variable in a test set (see Section 4.4.5). A test set contains records that have not been used to 

train the model, but do contain correct values of the target variable. This makes it possible to see how well the 

predicted values of a correct value estimation procedure approach the correct values that are available in the 

test set. That is done using a goodness-of-fit measure. Section 4.4.5 proposed the MSE measure for determin-

ing the goodness-of-fit between the observed and predicted values of the target variable and the resulting 

financial measures. The variable-level goodness-of-fit results are available in the confidential version of this 

report. 

The linear regression, bounded linear regression and overall mean procedures are the most successful at es-

timating the correct value of the target variable and financial measures. In some cases the MSE is zero and the 

R
2
 is one. These instances suggest that the target variable values in the original test set could be replicated with 

perfect precision, which raises suspicion. There are several explanations of how that can happen: 

i. The target variable does not affect the financial measure in question. Some variables are not used as 

a risk driver and therefore do not have a direct effect on the financial measures that are calculated us-

ing the capital requirement calculation process. 

ii. The PD risk measure, which underlies the RWA financial measure, makes use of bucketing. As a con-

sequence, a correct value estimation procedure does not need to get the target variable value exactly 

right. Instead, it only needs to estimate the target variable value with enough precision such that the 

PD value remains in the same bucket. 

iii. The target variable can be expressed as a linear combination of two other variables.  
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5.2 Assessment of the best correct value estimation procedures 

The previous section revealed which correct value estimation procedures shows the best estimation per-

formance. This section analyses how good ‘the best performance’ actually is. This performance analysis can be 

done for every combination of estimation procedure and target variable. For the sake of brevity, the section is 

limited to two procedures, the bounded linear regression and normal distribution procedures, and one target 

variable, the LTFV variable. This variable is chosen because it is an important risk driver in the capital require-

ment calculation process and because it is affected by a relatively large number of data quality issues. 

The MSE and the R
2
 goodness-of-fit measures are mere summary statistics; they are too coarse for a de-

tailed analysis of the relationship between the observed values in the test set and the predicted values from the 

correct value estimation procedure. Gelman and Hill (2007, p. 558) outlines two plots that are commonly used 

to a more detailed analysis: 

i. A scatter plot with the estimated values on the x-axis and the observed values on the y-axis. A pro-

cedure that performs well generates a graph with markings that follow the diagonal line in the centre. 

Poor performance results in a ‘cloud’ of markings. Furthermore, this plot allows an analyst to see how 

well a procedure performs in the tails of a variable. 

ii. A histogram of the residuals. The residuals are the differences between the estimated and the ob-

served value of the target variable for every record in the test set. This graphs shows how the residuals 

are distributed and it gives an indication of whether the mean residual is zero (implying zero bias), 

whether there are extraordinarily large residuals and whether the residuals are normally distributed. 

Ideally, the residuals have a mean of zero, a limited dispersion and a normal distribution. 

Figure 20 shows the aforementioned plots for the out-of-sample performance of the bounded linear regres-

sion procedure and normal distribution procedure on the LTFV variable. The red line in the left plot signifies a 

perfect fit and the red lines in the right plot signify the mean value
7
 and the pdf of a fitted normal distribution. 

As the graphs show, the bounded linear regression procedure provides a much better performance with gener-

ally much smaller residuals. In contrast, the normal distribution procedure provides estimates that are close to 

random, such that this procedure can serve as a baseline for the estimation performance of other procedures. 

 

                                                                 
7
 The OLS estimator that is used to fit a linear regression model by definition results in a mean residual value of zero. How-
ever, this is only so for the training set, i.e. the in-sample set, that was used to fit the model. This chapter solely makes use 
of the test set, i.e. the out-of-sample set, for the purpose of performance measurement. 
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Figure 20: Out-of-sample performance of the bounded linear regression procedure (top) and normal 

distribution procedure (bottom) on the LTFV variable. 

The real test of estimation performance is, however, the goodness-of-fit on the financial measures. The 

plots for the fits on the RWA financial measure are represented in Figure 21. The fits on the EL financial meas-

ure are very similar to the those on the RWA financial measure and have been omitted for brevity. In general, 

linear regression shows a fair performance since most points in the left plot are on the ideal (red) line. However, 

there are a few extreme outliers that might signify that the linear regression procedure does not give good 

results for certain subgroups in the dataset. The normal distribution procedure shows a more dispersed scat-

terplot and generally larger residuals, which intuitively confirms that the more sophisticated linear regression 

procedure provides better estimation performance. 
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Figure 21: Out-of-sample performance of the bounded linear regression procedure (top) and normal 

distribution procedure (bottom) on the RWA financial measure. 

In summary, the linear regression procedure shows the best estimation performance for almost all target 

variables, both on the target variable and on the outputted RWA and EL financial measures. However, the plots 

that show the relationship between the observed values in the test set and the estimated values from the cor-

rect value estimation procedure do warrant a further analysis of the cases when linear regression does not 

provide good estimates. 

5.3 Significance of the simulation approach for impact assessment 

As section 4.4.5 discussed, the present research considers two feasible approaches for assessing the impact 

of data quality issues on the financial measures. In short, these approaches are the expected value approach 

and the simulation approach. The latter approach is theoretically more sound that the former approach, but it 

is also more complex and computationally intensive. However, when one of the two following conditions is 

true, it is conceivable that the expected value approach gives the same results as the simulation approach: 

i. When the system is linear or close to linear for a certain input variable, then the expected values ap-

proach will give the same results as the simulation approach. Given enough replications, the mean ob-

served output values from the simulation approach will tend to the output values from the expected 

value approach. 



 

Rolf de Jong Estimating the Financial Impact of Data Quality Issues – public version 51 

ii. When the correct value estimates that are contained in the corrected credit dataset have very narrow 

confidence intervals, then there will be no practical difference between the correct value estimates as 

a stochastic value and their respective expected values. In that case, applying the simulation approach 

would essentially be the same applying the expected value approach an unnecessary large number of 

consecutive times, leading to the same output for both approaches. 

If either or both of the above conditions is true for a certain target variable, then one would expect that 

there are at most a few differences, or  ‘mismatches’, between the financial measures calculated with the ex-

pected value approach and the same measures calculated with the simulation approach. If other words, one 

would hypothesise that the number of mismatches is below a certain critical value. Appendix 7 treats this anal-

ysis with more formal rigour, concluding that it makes sense to keep using the simulation approach over the 

expected value approach in the model. 

5.4 Summary 

In short, the ‘Performance’ chapter has covered the following: 

i. Out of the ten correct value estimation procedures that are implemented, the linear regression proce-

dure and bounded linear regression procedure show the best estimation performance for nearly all 

target variables. 

ii. The linear regression procedure shows satisfactory estimation performance on both the target variable 

and the RWA and EL financial measures, but the performance analysis does warrant a further analysis 

of the cases when linear regression provides estimates that are off by an extreme amount. 

iii. The simulation approach is preferred over the expected value approach for impact assessment. 
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6 Results 

[This chapter is omitted in the public version of this report] 
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7 Conclusion & next steps 

Chapter 1 has introduced the need for a model that can estimate the financial impact of data quality issues 

in the credit data of SNS Bank N.V. Chapter 2 has identified the users of this model. Chapter 3 introduced the 

system that is studied by the model, namely the capital requirement calculation process. Chapter 4 showed 

how the model works and Chapter 5 showed the performance of the model design that is used in the present 

research. Finally, Chapter 6 showed how the model’s output can be used to gain insight into how data quality 

issues have an impact on financial measures. That insight becomes useful if it reaches those that can actually 

improve the bank’s credit data quality. This is more of a political effort than an academic one and it is beyond 

the scope of this research. Nonetheless, it is possible to suggest the following steps that can help turn the data 

quality impact estimation model into a widely accepted source of insights: 

i. Make sure that the data quality issue definition list remains up to date. 

ii. Present the model’s results to higher management. 

iii. Make the dashboard more lightweight. 

The results from the present research may also find their use outside SNS Bank N.V., perhaps even at other 

institutions than banks. That is because an organisation’s data quality is nowadays often assessed using expert 

opinion or using elaborate questionnaires (Carlo, Cinzia, Chiara, & Andrea, 2009). These types of assessments 

can be time-consuming and hard to automate. There are efforts to build models that can quantitatively assess 

data quality. For instance, Borek, Parlikad, Woodall, and Tomasella (2014) have developed a risk-based model 

that quantifies the business impact of data quality issues at a manufacturing company. They have received 

encouraging feedback from the six companies at which they have applied their model. However, there is no 

one-size fits all model for quantifying data quality (Woodall, Borek, & Parlikad, 2013). The model that has been 

developed in the present research can serve as an expansion of the choice of the models for those who seek a 

way to measure the impact of data quality issues on their system. It can be used for cases wherein the input 

data, the system and output variables are well specified, wherein it is clear how costly a change in the output 

variables is, and wherein a mock-up version of the system can be run automatically for a large number of times 

at no significant cost. The capital requirement calculation process in this research is just one case that fits that 

description. As an example, some other cases that also fit this description are a delivery service’s vehicle rout-

ing system, an airline’s revenue management system and a hospital staff planning system. 
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8 Discussion & further research 

The model that has been developed in this research has been assessed theoretically by employees of the 

Modelling department. The model outputs have been verified empirically by employees of the Credit Risk Retail 

department. The code of the Matlab implementation of the model has been reviewed by one of this research’s 

supervisors. However, there are few checks and balances that could not be done due to the constraints of time. 

Three desirable checks are to assess the model performance with cleansed data, to estimate the correct finan-

cial measures directly and to use cross-validation to determine the training set size. These checks are elobarate-

ly discussed below. 

i. Estimating the correct financial measures directly. The current model implementation first estimates 

the correct value of every affected value in the baseline credit dataset. The correct value estimates are 

imputed in the credit dataset to form the corrected credit dataset. That set is used in turn to deter-

mine the corrected financial measures. It may be possible to bypass a few steps if the correct value es-

timation component is trained to estimate the correct value of the financial measures directly. In par-

ticular, this would bypass the computationally intensive simulation approach in the impact assessment 

step. It is currently unknown whether this approach yields a satisfactory estimation performance. 

ii. Using cross-validation to determine the training set size. The correct value estimation component us-

es a training set size of 5,000 rows by default. This set size is an educated guess that keeps the required 

computation time within reasonable bounds. One way to measure the appropriateness of this training 

set size is to apply cross-validation. This analysis trains the same model a large number of times, each 

time with a newly sampled training set of the same set size. The analysis determines whether the coef-

ficients that are estimated by the correct value estimation procedure remain sufficiently stable from 

training instance to training instance. If that is the case, then the training set size is sufficiently large. 

Moreover, the present report is based on a choice to only include those risk measures, capital measures and 

financial measures that could be directly calculated from the credit risk data. There may be other benefits to 

monitoring and improving the quality of credit data, both monetary and non-monetary. Five possible benefits 

are as follows: 

i. Better regulatory compliance. The ECB requires banks to maintain a certain data quality standard for 

their credit data quality. That quality is examined by the ECB at irregular intervals and failure to comply 

to the quality standards can result in costly fines. Furthermore, banks will soon be required to adhere 

to the Principles for Effective Risk Data Aggregation and Risk Reporting (PERDARR) (BCBS, 2013). This is 

a set of principles that among other things stipulates that a bank must be able to quickly compile re-

ports on the data quality of its credit data. The present model can be used as a tool for compiling such 

reports. 

ii. Reduced margin of conservatism. Conversely, if the ECB finds that the credit data quality at the bank is 

of good quality or if the bank can show that it is in control of the flaws in data quality, then the ECB 

may choose to allow a lower Margin of Conservatism. This directly reduces capital requirements. See 

Section 3.1 for an explanation of this margin and how it increases the amount of capital that must be 

held. 
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iii. Improved odds of refuting legal claims. Like most large organisations, SNS Bank N.V. often faces legal 

claims, e.g. from dissatisfied customers. The Legal Affairs department has indicated that some cases 

are lost because the department is not able to collect the required data, e.g. on the behaviour or a cus-

tomer, to serve as proof in court. 

iv. More targeted product development. As a company, the bank is interested in knowing which custom-

er groups earn the best profit and which customer groups only incur expenses. Such knowledge can be 

used for targeted marketing and product development. Within the confines of the privacy law, of 

course. 

v. Easier model development. During the development of models such as credit risk models, much time 

is spent on investigating the data quality issues in the model’s source data and devising ways to cope 

with those issues. Conversely, many of these costly man hours can be saved when the data that is used 

as input for the bank’s models is of better quality. 

The benefits that are stated above are much less trivial to quantify than the financial measures that are 

used in the present report. However, they do show that the financial impacts that have been considered in this 

research are actually just the tip of the iceberg. 
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Appendix 1 Data quality issue definition list 

[This appendix is omitted in the public version of this report] 
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Appendix 2 Unexpected loss formula 

Basel II prescribes formulae for the calculation of Unexpected Loss (UL) on residential mortgage loans and SME 

loans for the purpose of capital requirement calculation. The formula for the UL on residential mortgage loans 

that are not in default is (BCBS, 2005a, §328): 

 

UL = LGDDT ⋅ (√
1

1 − ρ
⋅ Φ−1(PD) + √

ρ

1 − ρ
⋅  Φ−1(99.9%) − PD) ⋅ EAD 

where ρ = 0.15 

 

In this formula, Φ is the cumulative normal distribution function and Φ−1 is the inverse cumulative normal 

distribution function. 
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Appendix 3 Description of the baseline credit dataset 

[This appendix is omitted in the public version of this report] 
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Appendix 4 Derivation of the OLS estimator 

Under the model assumptions of a linear regression model one must find the �̂� that maximises the following 

likelihood (Verbeek, 2004, p. 164): 

 

max
�̂�

𝐿(�̂�|𝑦𝑖 , 𝑥, 𝜎2) = ∏
1

√2𝜋𝜎2
exp {−

1

2

(𝑦𝑖 − 𝑥𝑖�̂�)
2

𝜎2
}

𝑁

𝑖=1

 

max
�̂�

log 𝐿(�̂�|𝑦𝑖 , 𝑥, 𝜎2) = −
𝑁

2
log(2𝜋𝜎2) −

1

2
∑

(𝑦𝑖 − 𝑥𝑖�̂�)
2

𝜎2

𝑁

𝑖=1

 

min
�̂�

log 𝐿(�̂�|𝑦𝑖 , 𝑥) = ∑(𝑦𝑖 − 𝑥𝑖�̂�)
2

𝑁

𝑖=1

= ∑𝑦𝑖
2 − 2𝑦𝑖𝑥𝑖�̂� + �̂�2

𝑁

𝑖=1

 

min
�̂�

log 𝐿(�̂�|𝑦𝑖 , 𝑥) = ∑𝑥𝑖
2�̂�2

𝑁

𝑖=1

− ∑2𝑦𝑖𝑥𝑖�̂�

𝑁

𝑖=1

 

 

Which involves solving the first order equation: 

 

𝜕 log 𝐿(�̂�|𝑦𝑖 , 𝑥)

𝜕�̂�
= 2 ∑𝑥𝑖

2�̂�

𝑁

𝑖=1

− ∑ 2𝑦𝑖𝑥𝑖

𝑁

𝑖=1

= 0 

2∑ 𝑥𝑖
2�̂�

𝑁

𝑖=1

= 2 ∑𝑦𝑖𝑥𝑖

𝑁

𝑖=1

 

�̂� = (∑ 𝑥𝑖
2

𝑁

𝑖=1

)

−1

∑𝑦𝑖𝑥𝑖

𝑁

𝑖=1

 

 

The derivation above assumes a univariate model without an intercept. The derivation works analogously for 

the case multivariate case whereby one covariate is 1 for all 𝑖 to form the intercept. 
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Appendix 5 Bounded linear regression link functions and distribution 

The pair of link functions 

 

𝑧𝑖 = 𝐺(𝑦𝑖) = log (
𝑦𝑖 − 𝑎

𝑏 − 𝑦𝑖

)        ,        𝑦𝑖 = 𝐺−1(𝑧𝑖) =
𝑎 + 𝑏 ⋅ exp (𝑧𝑖)

1 + exp(𝑧𝑖)
 

 

maps a value (𝑦𝑖 ∈ ℝ | 𝑎 ≤ 𝑦𝑖 ≤ 𝑏) to a value (𝑧𝑖  

∈ ℝ | − ∞ < zi < ∞) and vice versa, since the functions are strictly increasing and: 

 

  log (
𝑦𝑖 − 𝑎

𝑏 − 𝑦𝑖

)|
𝑦𝑖=𝑎

= log(0) = −∞ 

  log (
𝑦𝑖 − 𝑎

𝑏 − 𝑦𝑖

)|
𝑦𝑖=𝑏

= log(∞ ) = ∞ 

and vice versa: 

 

lim
𝑧𝑖→−∞

   
𝑎 + 𝑏 ⋅ exp (𝑧𝑖)

exp(𝑧𝑖) + 1
=

𝑎 + 𝑏 ⋅ 0

0 + 1
=

𝑎

1
= 𝑎 

lim
𝑧𝑖→∞

   
𝑎 + 𝑏 ⋅ exp (𝑧𝑖)

exp(𝑧𝑖) + 1
=

𝑎 + 𝑏 ⋅ ∞

∞ + 1
=

𝑏 ⋅ ∞

∞
= 𝑏 

 

The following figure displays how the link functions map 𝑥 to 𝑧 and vice versa when 𝑎 = −4 and 𝑏 = 4. 

 

 

When the underlying unbounded linear regression model predicts a value �̂�𝑖 with mean 𝜇�̂�𝑖
 and standard devia-

tion 𝜎�̂�𝑖
, then the probability distribution of �̂�𝑖  is a transformation of �̂�𝑖: 

 

�̂�𝑖~
𝑎 + 𝑏 ⋅ exp (�̂�𝑖)

1 + exp(�̂�𝑖)
    where    �̂�𝑖~𝑁(𝜇�̂�𝑖

, 𝜎�̂�𝑖
) 
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A program can sample from this distribution by sampling from �̂�𝑖  and converting the sampled value using 𝐺−1. 

The figure below shows this principle. The dotted line shown the pdf’s of five normally distributed �̂�𝑖  with𝜎�̂�𝑖
=

1 and 𝜇�̂�𝑖
= −5,−2.5, 0, 2.5 and 5 respectively. The continuous line in the same colour shows the transfor-

mation of �̂�𝑖   to �̂�𝑖. 

 

 

 

Furthermore, the derivative of 𝐺(𝑦𝑖) with respect to 𝑦𝑖  is: 

𝑑

𝑑𝑦𝑖

𝐺(𝑦𝑖) =
𝑏 − 𝑎

(𝑦 − 𝑎) ⋅ (𝑏 − 𝑦)
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Appendix 6 Distribution of the sample mean 

Introduction  Gossett (1908), working under his pseudonym ‘Student’, has shown that the difference between 

the true mean of a stochastic variable and the sample mean of sample of 𝑛 observations from that stochastic 

variable follows a Student-t distribution with 𝑛 − 1 degrees of freedom. This should not be confused with the 

distribution of the sample mean itself, which is asymptotically Normal by the CLT, as this empirical analysis 

shows. 

Method  Let 𝑋~Normal(𝜇𝑋 , 𝜎𝑋)  be a standard Normal distributed stochastic variable with mean 0 and stand-

ard deviation 2. Then let 𝑋1, … , 𝑋5 be a sample of five independent realisations from 𝑋. The sample mean, its 

theoretical expected value and its theoretical variance are: 

 

𝑚 =
1

5
⋅ ∑ 𝑋𝑖

5

𝑖=1
   ,   E[m] = E[𝑋1 + ⋯+ 𝑋5] = 0   ,   Var[𝑚] =

1

52
⋅ Var[𝑋1 + ⋯+ 𝑋5] =

5

52
⋅ Var[𝑋] 

 

Under the null hypothesis, 𝑚 has a Normal distribution and under the alternative hypothesis, 𝑚 has a different 

distribution, e.g. the Student-t distribution. This is tested by drawing the sample 𝑋1, … , 𝑋5 and determining the 

sample mean 𝑚 a very large number of times. This makes it possible to create a histogram of the realisations of 

𝑚. The pdf of the Student-t distribution and of the Normal distribution are then plotted over the histogram 

using the theoretical expected value and theoretical variance of the sample mean. The null hypothesis is reject-

ed if the histogram does not follow the Normal distribution plot. 

Analysis  Using 100,000 realisation of 𝑚: 

 

Conclusion  The histogram clearly shows a better fit with the Normal distribution than with the Student-t 

distribution. This may be verified using a 𝜒2 goodness-of-fit test, but it is safe to visually infer from this graph 

that the null hypothesis is not rejected. 
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Appendix 7 The significance of the simulation approach 

Introduction The system under study, which is the capital requirement calculation process, is not linear for all 

of its input variables. Also, the correct values estimates that are used as input are stochastic instead of deter-

ministic. This poses the problem of how to system should evaluated, since the system only accepts determinis-

tic values. Two of the approaches that are described into detail in Section 0 are as follows: 

i. The expected value approach. Take the expected value of every input value and use that as input for 

the system. This will not yield theoretically valid output values if the system is not linear. 

ii. The simulation approach. Sample a large number of realisations from every stochastic input value and 

evaluate the system with every realisation, yielding one observation of the output value per system 

evaluation. Every system evaluation is called a ‘replication’. The estimated output value is then the 

mean of all observations of the output value. This approach is theoretically valid if sufficient replica-

tions are used. 

The simulation approach is preferred to over the expected value approach because it is theoretically more 

sound. However, the simulation approach is more complex to implement and more computationally intensive 

than the expected value approach, since the system is evaluated many times. It should therefore only be used if 

it yields significantly different outputs compared to the expected value approach. This analysis aims to deter-

mine whether the outputs are indeed different at a significant level. 

Method  The most important target variable that is calculated by the model is the RWA impact variable, which 

measures the increase in Risk Weighted Assets on a borrower’s loans as an effect of a data quality issue. The 

expected value approach yields points estimates of the RWA impact and the simulation approach yields sto-

chastic estimates with a Student t-distribution, which makes it possible to construct a 95% confidence interval 

for every estimate of the RWA impact. The system is evaluated for every borrower record individually and the 

system yields one RWA impact figure for every records. If the expected value approach and the simulation ap-

proach yield similar values, then one would expect that around 95% of all estimates from the expected value 

approach falls in within the 95% confidence interval bounds of the estimates that are produced by the simula-

tion approach. Conversely one would expected that around 5% of the estimates from the expected value ap-

proach does not fall within the confidence interval bounds of the simulation approach. 

Formalising that expectation, the number of ‘mismatches’ 𝑘 between the expected value approach’s out-

puts and the simulation approach’s output follows a Binomial distribution where 𝑛 is the number of records for 

with the RWA impact is calculated and 𝑝 = 0.05. This distribution can be approached by a Poisson distribution 

with 𝜆 = 𝑛𝑝 = 0.05𝑛: 

 

    𝑘~Binomial(𝑛, 0.05) ≈ 𝑘~Poisson(0.05𝑛) 

 

Formalising the null hypothesis 𝐻0, the alternative hypothesis 𝐻𝑎  and the test statistic T: 

 

𝐻0: 𝑘 ≤ 0.05𝑝 

𝐻𝑎: 𝑘 > 0.05𝑝 
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𝛼 = 0.05 

T = 𝑒−0.05𝑝 ∑
(0.05𝑝)𝑖

𝑖!

∞

𝑖=𝑘

= 1 − 𝑒−0.05𝑝 ∑
(0.05𝑝)𝑖

𝑖!

𝑘−1

𝑖=0

 

 

In words, the null hypothesis is that the RWA impact estimates from the expected value approach are similar to 

the RWA impact estimates from the simulation approach. The alternative hypothesis is that estimates are not 

similar. If the null hypothesis is rejected, then it make sense to use the simulation approach instead of the ex-

pected value approach. The test statistic is the likelihood that 𝑘 mismatches or more are observed under the 

null hypothesis. Reject the null hypothesis if 𝑇 < 𝛼. 

Analysis  [Omitted in the public version of this report] 

 

Conclusion  It makes sense to keep using the simulation approach over the expected value approach in the 

model. 
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Appendix 8 Out-of-sample estimation performance on LTFV 

[This appendix is omitted in the public version of this report] 
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Appendix 9 Model overview 
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Appendix 10 Univariate analysis of system linearity 

Introduction  This analysis takes a random sample of 10000 records from the credit risk 

data and scales the values on every individual input variable of the credit risk models (the 

risk drivers) by a certain factor, holding the remaining input variables constant. The credit 

risk models are evaluated for every combination of input variable and scaling factor. The 

mean of the resulting output variables are then plotted in a line chart. If the system of 

credit risk models were linear for every individual input variable, then this analysis would 

show a straight line or ‘no effect’ (i.e. a flat line) for every input variable/output variable 

combination. 

Only variables at the interval and ratio measurement level have been included. Discrete 

variables are rounded to the next nearest integer after scaling. 

 

[The remainder of this appendix is omitted in the public version of this report] 
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Appendix 11 Example of the dashboard Excel file 

[Contains fictive numbers] 

 

 

 


