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A B S T R A C T

Cyberspace holds the promise of increasing the well-being of billions,
improving their lives through such affordances as access to infor-
mation, contact with like-minded people, and providing commercial
opportunities. This thesis contents that trust is key to cyberspace’s
success and of paramount importance to well-being in cyberspace.
Trust in cyberspace is not trivially present though. Our increasing
dependence on cyberspace and the raising stakes in cyber-conflicts
have governments ramp up their cyber-capabilities. If not thought
out well, such efforts threaten to be counter-productive and under-
mine the principles that promote well-being in cyberspace.

This thesis forms an inquiry into trust in cyberspace. A charac-
terization of cyberspace is developed, extending technical network
design principles to include the virtual and cognitive aspects of cy-
berspace, whilst acknowledging its evolutionary nature. Cyberspace
is characterized as a grand decentralized network, conjoining myri-
ads of circuits that represent different meanings that cyberspace has
for different users at different times; circuits are made up of nodes of
a content, logical or physical nature. Next is an analysis of the con-
ception of trust as security, which turns out to be problematic with
regard to well-being in cyberspace. Although security is an important
condition for many affordances, it is not a suitable alternative to the
fundamental role of trust to well-being in cyberspace. Security inter-
ests of different actors clash, while well-being in cyberspace requires
an agnostic core. A key element of trust is the leap of faith that pro-
vides room for individual interpretation and decision making about
the trustworthiness of, in casu, the agnostic core of cyberspace.

Combining these insights, a novel conception of trust in cyberspace
is presented. Trust in cyberspace is conceived as a succession of leaps
of faith from node to node, each time assessing the trustworthiness of
the next node. If all nodes in a circuit are deemed trustworthy, trust in
that particular meaning at that instance of cyberspace exists. Security
proper enhances the trustworthiness of nodes and hence is a means
to achieving trust and thus well-being in cyberspace. Consequently,
what those who are committed to well-being in cyberspace should
do, is finding ways to promote the trustworthiness, as perceived by
as many people as possible, of the nodes that they can influence. If
adopted by governments, this would align the responsibilities they
feel with the promises of cyberspace.
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“Cyberspace. A consensual hallucination experienced daily by billions of
legitimate operators, in every nation, by children being taught

mathematical concepts... A graphic representation of data abstracted from
the banks of every computer in the human system. Unthinkable complexity.

Lines of light ranged in the nonspace of the mind, clusters and
constellations of data. Like city lights, receding.”

— William Gibson in Neuromancer
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1
I N T R O D U C T I O N

The title I have given to my thesis is: Trust trumps security. This might
seem a bit bold, but it really is the essence of the argument I present.
In this thesis I am concerned with the fate of cyberspace and all the
people who (want to) use it to enrich their lives. In the last decades
cyberspace has pervaded our lives and changed the way our society
works. I would contend that most of these developments are for the
better, although at the same it seems that some of the magic that
surrounded cyberspace in the early days with its promises to vastly
change and improve the future evaporated. Perhaps such events as
the dotcom-crash around the turn of the century or the barrage of
articles about people, companies and governments being hacked that
flood the news these days have served as a cyber reality check for
many. Or maybe expectations were set too high all along and cy-
berspace is not as disruptive as people thought it. It is difficult to
say and provide a conclusive explanation, and in addition to that we
should not forget that we are still in the midst of the digital revolution.
Many more innovations are predicted, such as 3D printing, wearables
and the internet of things as major developments expected to impact
our lives in the near future.

Even though future developments are notoriously difficult to pre-
dict, we can still try to steer them a bit and discuss what we do and
what we do not consider to be good developments for our society.
The argument I present in this thesis does just that. I will argue that
trust is a condition sine qua non for cyberspace to improve people’s
lives. After having provided a conceptual analysis of both cyberspace
and the phenomenon of trust I will introduce a conception of how
trust works in cyberspace, how it enables users to benefit from what
cyberspace has to offer to improve their lives. I will pay special at-
tention to the relation between trust and security. As I will argue,
they are not the same thing. Although cyber security receives much
attention, it is trust that is key to improve peoples lives in cyberspace.
Security is still important, but in a facilitating role to trust. This is
why I make that claim in the title of my thesis: trust trumps security.

I will use the rest of this chapter to set the stages for my thesis.
First I will elaborate the problem I am addressing in this thesis. In
this problem statement I will set the scene in a more informal sense.
In the second section I will be more formal and formulate the re-
search question that I will try to answer with this thesis. In the last
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2 introduction

section will I will explain how I structured this thesis in order to get
the buildings blocks that I need to answer my research question.

1.1 problem statement

Taken to the extreme, the problem that is central to this thesis seems
to take the form of a classic motif: Collapsing under the weight of
your own success. The idea behind this motif is that something (and
that something in this thesis would be cyberspace) is so successful,
that it causes powers to be set in motion that have unexpected and un-
desired effects that ultimately undermine that something and causes
it to collapse. Before being cast an alarmist: I do not think that the
collapse of cyberspace is nigh. Far from it actually, I think, or at a
minimum hope, that cyberspace is still in its infancy.

But I do believe that if we want to be able to enjoy the benefits of
cyberspace for long times to come, we have to take precious care of it.
Therefore, in this thesis, I want to raise attention to the possibility that
because of its success and the ever-increasing role cyberspace plays
in our lives, developments may occur that have the potential to un-
dermine the bases of what made cyberspace so successful. However,
if we identify such developments in time and address them properly,
which means both from the perspective of causes of such develop-
ments as from the perspective of the long-term development of cy-
berspace, undermining can be prevented. On the contrary, it could
even lead to reinforcement of cyberspace.

Obviously, I am not just talking talking about theoretical possibil-
ities or hypothetical dangers. There are real developments going on
in cyberspace that I consider to be problematic. Addressing those in
the way I just described (so with respect to both sides) is what this
thesis is about. The problem that I see is that because cyberspace
is so successful, the stakes are getting higher in clashes of interests
and other cyber conflicts, which could be the cause of effects that
undermine the original success factors of cyberspace. The success fac-
tors of cyberspace are its open nature that has no bias towards any
activity and the low barrier of entry. This has and still is enabling
billions of people from around the globe to have access to informa-
tion, be in touch with other cultures and like-minded people and be
entrepreneurial in an unprecedented way. The cyber conflicts I refer
to are a range of activities that take place in the world of organized
cybercrime, state-sponsored hackers, hacktivists et cetera. Their activ-
ities and subsequent security countermeasures exploit or (potentially)
undermine the success factors of cyberspace.
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The problem is that such developments can not simply be undone.
It is not an option to go back to the cyberspace of say twenty years ago.
That would also nullify the large beneficial majority of cyberspace
developments of the past twenty years, which does not seem desir-
able to me either. In addition to this, security concerns are real and
valid concerns that must be addressed. For example, without secure
environments people will be hesitant to trade online or maybe even
exchange ideas online, and these are definitely desired activities in
cyberspace. Also, the fact that the stakes are getting higher in cy-
berspace is unsurprisingly: the challenge lays in how to handle the
ensuing clashes and conflicts.

As will be clear by now, my claim is that trust is a key concept
in addressing the described problem. I will now turn to explaining
how I aim to that, by formulating a research question and after that
explaining the structure of this thesis.

1.2 research question

Up until now I have informally described what the problem is that I
am concerned with in this thesis. But that is not sufficient to start my
analysis. In order to be able to do that I have formulated a research
question. An answer to that question should automatically address
the problem raised in the previous section. The research question that
I will try to answer in this thesis is as follows:

research question : Why, where, and how should trust be estab-
lished in cyberspace?

It is clear that my research question in essence is an inquiry into the
establishment of trust in cyberspace from three different perspectives,
as represented by the three different interrogative words. In order to
answer the research question, I will split it in the three subquestions
that are entailed in it. Besides contributing to clarification, these sub-
questions (or rather the answers to them) correspond with three main
contributions that I will present in my thesis. The subquestions are
the following:

subquestion 1 : Where should trust be established in cyberspace?

subquestion 2 : Why should trust be established in cyberspace?

subquestion 3 : How should trust be established in cyberspace?

The observing reader might have noticed that I changed the order of
the subquestions in comparison with the order of the interrogative
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words in the research question, by switching why and where. Not
too much should be sought behind that. Aesthetically, the order in
the research question is most appealing to me and seems like a logi-
cal order for answering the question as well, but for the flow of the
thesis it made sense to answer the where-subquestion before the why-
subquestion.

One concern that might be raised at this point is that I might over-
look an elephant in the room, namely the question of what cyberspace
is. This concern is not warranted though, for I actually dedicate a
whole chapter to it. I made the decision however to not include it as
a separate subquestion, because I believe that would divert attention
from what this thesis is really about, namely trust in cyberspace. The
question of what cyberspace is is indeed relevant for this, but more as
a precondition. That is why I do address it, but not as a subquestion.

1.3 structure of thesis

Before I will describe how I structured the contents of my thesis in
chapters, I first want to create some structure by clarifying some of
the terminology I will use throughout the thesis.

I use trust question as a term denoting the point when trust becomes
an issue. In other words, the trust question is asked (implicitly) when
a user has to judge whether or not he trusts (some part of) cyberspace.
I will also speak of affordances of (trust in) cyberspace. An affordance
is the opportunity that an object creates for an actor to achieve some-
thing. A doorknob affords a person to open a door, trust affords a
person to for example empower their autonomy. Furthermore I will
use the terms prudential value and well-being, that are closely related,
but not exactly the same (Taylor, 2013, p.10). Both are about what is
good for a person and therefore serve as explanans to why something
should be strived after. Well-being is what someone has if his life is
going well for him, so it expresses something absolute. Something
has prudential value (which is a different kind of value than moral
or aesthetic value) if it contributes to making someone’s life go well,
but it says nothing about the overall evaluation of someone’s life. To
illustrate this, giving a condemned person his favourite last meal can
have prudential value for him, even though his level of well-being is
low. Prudential value can be positive or negative, actual or potential
and intrinsic or instrumental. Most of the time I will not explicate
these modalities, but in such situations I will mean positive pruden-
tial value of some sort. Prudential value and well-being are connected,
because they can be translated into each other. If something has pos-
itive prudential value for someone, than that something adds to (or
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increases) the well-being of that someone. This also works the other
way around and in a negative sense.

In this thesis I will often argue that something has prudential value
or promotes well-being in cyberspace. This is used as an ultimate rea-
son of why something is good and should be interpreted as being
good for an (undefined) user of cyberspace. What already begs to be
addressed now is the connection between on the one hand trust and
on the other hand prudential value and well-being. The short answer
is that the existence of trust has prudential value and thus promotes
well-being. How this works will be explained in Chapter 4.

In total there are six chapters in this thesis, the first of which is this
introduction. This will be followed by four chapters in which I will
present my contributions and finally a concluding chapter where I
will answer my research question. In Chapter 2 I will meet the afore-
mentioned precondition of answering what I mean with cyberspace.
I will begin with discussing the societal promises of cyberspace, fol-
lowed by a characterization of cyberspace that I will base on three
principles of technical network design, but that I will adapt to include
more than only the technological side of cyberspace. This characteri-
zation conceives cyberspace as a decentralized network of many cir-
cuits that in turn are composed of different nodes. The next concept
that I will discuss in Chapter 3 is security. This chapter will serve as a
foundation for answering the where-subquestion. Here I will explain
why security is not the same as trust and why confusing security for
trust can have negative effects on cyberspace. This subquestion will
actually be answered in a negative sense, by arguing where it should
not be established. What this implies will become clear further along,
when addressing the how-subquestion. But first, in Chapter 4, I will
answer the why-subquestion through an extensive review of litera-
ture which also deals with definition questions regarding trust. Here
the connection between trust and prudential value and well-being is
made. At the end of this chapter I will introduce a notion of trust
that revolves around a leap of faith, that will serve as a framework
for the subsequent chapter. There, in Chapter 5, I will use the knowl-
edge gained in the previous chapters to answer the how-subquestion.
Once we know where the trust question arises in cyberspace and have
a working conception of trust, I will fuse the two together in what I
will call my conception of trust in cyberspace. The core idea of this
conception is that trust questions are connected to the leaping from
node to node. Finally, in the concluding Chapter 6 I will articulate an
answer to the research question, describe the normative implications
and suggest future work.





2
C H A R A C T E R I Z I N G C Y B E R S PA C E

Before addressing any of the questions about the establishment of
trust in cyberspace, I will dedicate this chapter to outlining what I
mean with cyberspace. This is needed to prevent that question from
turning attention away from answering the research question.

I will first turn to the promises of cyberspace. Especially techno-
utopians, but also mainstream society conceived cyberspace as a liber-
ating technology that would be of huge prudential value to mankind.
The last decade however has shown that cyberspace has its dystopian
sides as well. Fear of cybercrime and cyber warfare and power plays
for control over cyberspace negatively affect trust in cyberspace, which
has negative prudential value to users as well.

If we want to abide to well-being in cyberspace, I will argue, we
will need to recognize the importance of trust. In Chapter 5 I will
present my conception of how trust in cyberspace works. That too
requires having a conception of what cyberspace is, next to earlier
mentioned reason. Rather than providing a definition of cyberspace
I will develop a characterization of it, that better caters to its evolv-
ing nature. This characterization will cover both the cognitive and
technical aspects of cyberspace, although I will remain loyal to such
fundamental notions of cyberspace as a network of networks, layers,
and the end-to-end principle.

2.1 promises of cyberspace

The advent of cyberspace is closely connected with techno-utopianism.
When in the 1990s access to personal computers and connections to
the Internet for households started to gain traction, this gave rise to a
narrative that combined 1960s counterculture with techno-libertarianism.
As Turner (2008) explains, the promises of cyberspace were that of an
ideal society based on decentralization, egalitarianism, harmony and
freedom. Such ideals are reflected in declarations and manifestos pub-
lished and spread around that time. Barlow (1996) laments against
governments and borders, emphasises the equality and freedom of
expression that cyberspaces promotes, May (1992) praises that gov-
ernments will have less power to regulate, impose taxes and control
economic interactions, and Hughes (1993) stresses the importance of
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cryptography to the open society in the electronic age.

A key ideological concept is that computers are seen as personal
tools of liberation (Barnes, 2008, p.825). This is striking, for in the view
of the 1960s counterculture, computers loomed as technologies of de-
humanization, tools of the military-industrial complex. So there is not
something that inherently connects computers to techno-libertarianism
(Turner, 2008, p.3). That connection is part of what is called the Cali-
fornian Ideology, for it was in there were this ideology “emerged from
a bizarre fusion of the cultural bohemianism of San Francisco with the
high-tech industries of Silicon Valley” (Barbrook and Cameron, 1996).

Despite the appeal that the Californian Ideology had (and contin-
ues to have) to many, it has also received a lot of criticism. Jacobs
(2001) argues that in this ideology, the concept of utopia has been
thoroughly degraded and commercialized. Already around the year
2000 scholars got the idea that cyberspace as an anarchic environ-
ment was living on borrowed time, due to the growing commercial-
ization and concerns of anxious governments (Spinello, 2001, p.137).
Although one of the premisses of the Californian Ideology was the
absence of governments in cyberspace, Lessig (2006) began arguing
that government regulation might become necessary to protect the
affordances of cyberspace that have prudential value. Lessig identi-
fies four modalities of regulation whose implication all need to be
considered: code, law, markets and norms. All four can contribute to
well-being in cyberspace, but can just as well undermine it.

The notion that governments have interests in cyberspace and de-
velop cyber policies by now has become commonplace. However, ac-
tivities by governments in cyberspace have not solely had the purpose
of providing prudential value to the well-being of as many citizens as
possible. Morozov (2012) has exposed the naiveté of cyber-utopians
who thought cyberspace is inherently liberating. As became clear in
the aftermath of the Arab Spring, authoritarian regimes used digi-
tal technologies for repression just as much as protesters used them
for their agenda. Subsequently we learned from the classified doc-
uments leaked by Edward Snowden that its not only authoritarian
governments that monitor their civilians in cyberspace through mass
surveillance, but Western democratic governments as well (Green-
wald, 2014).

It has become clear by now that cyberspace has not developed as
envisaged by the cyber-utopians of the 1990s. If you support the ar-
guments of Lawrence Lessig and others who feared for the privati-
zation of cyberspace, there may even be upside to the fact that the
ideas of the Californian Ideology have not come to full effect. But
only as long as the promises of cyberspace to promote well-being
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are not disregarded at the same time. The role that governments will
play in subsequent developments of cyberspace seems crucial here.
In Chapter 3 I will explain how even benign intended governmen-
tal activities in cyberspace can become counter-productive. However,
that does not mean that I think governments should stay away from
cyberspace. I believe governments do have a role, even a responsi-
bility, in promoting human well-being in cyberspace. I think it is a
modest role though, were governmental policies should be aimed at
the promotion of trust in those parts of cyberspace that are under
their influence. It should still be the individuals that use cyberspace
that should decide how and for what they want to use it and govern-
ments should abstain from prescribing or nudging towards desired
behaviour outside of the confines of what is conceived as criminal
offline as well. In order to elaborate on this later, I will turn towards
providing my characterization of cyberspace now.

2.2 the problem of defining cyberspace

Providing a satisfying definition of cyberspace is no sinecure1. Mili-
tary strategists and lawmakers who have been tasked with develop-
ing cyber policies have been struggling with it for years. Singer and
Friedman (2014) provide the example of the Pentagon, that has issued
at least twelve different definitions of what it thinks of as cyberspace
over the years. Every time reasons came up to reject the prevailing
definition. Sometimes because the definition was too narrow and did
not include aspects that it should, other times because it was too
wide and encompassed everything from computers and missiles to
the light from the sun. At its essence, they proceed, cyberspace is the
realm of computer networks (and the users behind them) in which
information is stored, shared, and communicated online.

But rather than making the next attempt at finding perfectly worded
definition of cyberspace, it is more useful to look at what exactly peo-
ple try to capture in definitions of cyberspace. According to Singer
and Friedman, cyberspace is an information environment handling
digitized data in different ways (copying, moving, storing et cetera),
but at the same time it is the computers and networking technologies
on which this happens. So on the one hand, cyberspace is something
virtual, but not exclusively, for on the other hand it has physical as-
pects. Furthermore, cyberspace is a man-made domain (in opposition
to the other four domains of warfare: land, sea, air & space) and
people behind their computers and in charge of managing the in-

1 Previously I have written an essay covering the main idea of this section (that cy-
berspace can better be characterized or described than defined) for a university
course. This section is a digested version of that essay.
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frastructure are also an important part of cyberspace. As they put it:
“cyberspace is defined as much by the cognitive realm as by the phys-
ical or digital” (Singer and Friedman, 2014, p.14).

Another important observation is that cyberspace is constantly evolv-
ing, more precisely in three different ways. Firstly in size and scale,
secondly qua the technologies that form it (think about the billions
of smartphones that currently are part of cyberspace, but did not ex-
ists ten years ago) and thirdly the politics surrounding cyberspace. It
is this evolving on multiple axes that in my view clashes with the
desire to define it. Cyberspace is far from definite and something def-
inite is what a definition tries to capture. Alternatively, I suggest to
use the word characterize instead. I oppose defining, on the basis that
its connotation contains a certain element of permanence. By using
‘characterizing’ I want to make room for more dynamic approach in
capturing the notion of cyberspace, which I think is more suitable to
the phenomenon.

Singer and Friedman distinguished between the cognitive, physical
and virtual realm, and each of these has its own ontology. Consider
what a certain byte (as a unit of information) is in these ontologies.
Cognitively, it might represent a letter I typed. Physically, it might
be stored on a hard disk inside a computer somewhere, where it is
stored by configuring a magnetic field in a certain way. And virtually,
‘inside the computer’, it is a set of 8 bits that are stored at a certain
data address. None of these alone fully addresses what that byte con-
stitutes in cyberspace. Cyberspace is, in the terminology of Pickering
(2001), at the zone of intersection of these realms.

Instead of sticking to the ontology of one fixed realm, I think An-
drew Pickering’s notion of an ontology of becoming (Pickering, 2008)
is more suitable for characterizing cyberspace and its evolving consti-
tution. Whatever cyberspace’s form or shape is at this moment, it is
not permanent so. New technologies will change what we do in cy-
berspace, our changing behaviour in turn may spur the development
or change the usage of other technologies. This is the way cyberspace
has evolved so far and most likely will continue to evolve. This is
what Pickering calls a dance of agency between humans and nonhu-
mans (Pickering, 2001, p.6).

Having said this it is time to turn towards my characterization of
cyberspace. I want to base this on three main principles that are nor-
mally used to describe the technological design of the Internet. In the
next section I will explain how I want to expand these principles to
cover the whole of cyberspace.
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2.3 characterizing cyberspace using design principles

For my characterization of cyberspace, I will stick to three principles
that are used in the technological design of the Internet, but broaden
their scope to include the cognitive aspects of cyberspace as well. The
first principle is to describe cyberspace as a network of networks, the
second is the concept of layers and the third principle is the end-to-
end principle that prescribes to keep complexity at the edges of the
network. I will now turn to introducing each principle and right away
explain how I adapt it to my characterization of cyberspace.

2.3.1 A network of networks

The characterization of the Internet as a network of networks stems
from its technological architecture. It can be found formulated like
this in RFC 1122

2 by Braden (1989). What it aims to capture is that
the Internet is not one big network, but an interconnection between
many publicly or privately operated networks mediated by TCP/IP
protocols. Such networks can be governmental networks, regional net-
works, institutional networks and so forth, that are connected at in-
ternet exchanges such as AMS-IX in Amsterdam. This exchanging of
data between different providers is called peering and explains the
inter-part in Internet. This is a very rudimentary description of the in-
ternet, Krol and Hoffman (1993) already mentioned over two decades
ago that the Internet quickly became much more complex, for exam-
ple through the interfacing with non-IP networks (that are based on
other protocols), but the principle of the Internet as a network of net-
works remains.

For my characterization of cyberspace, I want to take this notion
and extend it to include users, or the cognitive realm in the termi-
nology of Singer and Friedman, too. So cyberspace is much more
than the technical infrastructure and the devices it connects. It also
includes the uses to which it is put (DiMaggio et al., 2001, p.308) and
the users who are connected to it. Therefore, viewing cyberspace as a
network of networks is not limited to a technological interpretation of
networks. People and their interpersonal relations can be viewed as
networks as well. Hannerz (1992) applies the concept of a network of
networks to the global ecumene in an article about the development
of meaning in the context of globalization. According to him, “it [are]
dispersed institutions and communities, groupings of people regu-
larly coming together and moving apart, short-term relationships or
patterns of fleeting encounter, which offer the contexts in which glob-

2 RFC stands for Request For Comments. They are publications that describe the tech-
nical developments and standards for protocols used to run the Internet. They are
maintained by the Internet Engineering Task Force.
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alization occurs as the personal experience of a great many people
in networks where extremely varied meanings flow” (Hannerz, 1992,
p.46).

This is very relevant for a characterization of cyberspace, because
the world-spanning reach of cyberspace makes it ecumenic. I think
the description above is very applicable to what happens in cyberspace,
where users from around the world with different backgrounds con-
nect. Hannerz argues that a network of networks is a good metaphor
to describe in a “reasonably orderly way (without necessarily aiming
at rigour of measurement) about some of the heterogeneous sets of
often long-distance relationships which organize culture in the world
now–in terms of cumulative change or enduring diversity.” (Hannerz,
1992, p.51). Multiple times in the article he pays attention to viewing
the global ecumene not just a singular network, but a network of
networks. This is to allow his theory to take a less totalistic, more plu-
ralistic direction, open to decentralized, mutable ideas of structure
than that a metaphor of a singular network would allow.

Figure 1: Three different network topologies.

There are different ways that networks can be structured. Follow-
ing Galloway (2004) I will distinguish between three topologies: cen-
tralized, decentralized and distributed networks. Their structures are
respectively illustrated in Figure 1. Centralized networks are hierar-
chical in structure. Each hierarchical level has one central node that
serves as a hub that connects all others. Those other nodes in turn
can be the central node of a lower hierarchical level, but power is
always wielded from top over bottom. An example of a centralized
network is the judicial system. Decentralized networks have hubs too,
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but those interconnected without a central point that exercises control
over all others. The airline system is an example of this, with minor
airports with limited destinations and major airports that serve as a
hub, but without one central airport that must necessarily be passed
on a trip. Distributed networks finally move away from central coor-
dination and vertical hierarchies towards autonomous nodes that can
be connected to any other node, without any necessary intermediary
hubs. This topology is the ideal topology of the Internet. However, as
network of networks already suggests, some hierarchy remains in its
design with internet exchanges such as AMS-IX as hubs. Since these
hubs are interconnected but without one central point between them,
the structure that best describes the topology is that of a decentral-
ized network.

To summarize, Hannerz describes the global ecumene as a grand
network connecting many sub networks of people with extremely var-
ied meanings. It is such a metaphor of a network of networks that I
want to use to characterize cyberspace. It has a decentralized struc-
ture, for the grand network connects many sub networks. For clarifi-
cation, I will refer to those sub networks as circuits from now on, for
reasons that will become clear soon. First now I want pay attention to
a crucial component of every network: the nodes it is composed of.

2.3.2 Layers as nodes

Nodes are the connection points, redistribution points and endpoints
that are connected to each other through a network. A connection be-
tween two endpoints in a network usually goes via (or ‘hops over’)
a range of nodes that are interconnected. Primarily I see these nodes
as parts of the circuits, but indirectly that makes them nodes of the
grand network (e.g. the whole cyberspace) too.

For my definition of the nodes of cyberspace I again want to revert
back to a technical concept from the Internet. This time to the concept
of layers, a fundamental architectural feature of the Internet. In this
architecture the design of computer networks and the way they com-
municate is modelled using different protocol layers that are stacked
on top of each other. Data flows through the layers, each of which has
its own role in the communication process. For more information see
for example Kurose and Ross (2008) who describe the five-layer Inter-
net protocol stack consisting of the application, transport, network,
link & physical layers.

Just like with a network of networks, I am not the first to expand
the notion of layers to outside the technical domain. Multiple au-
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thors have used a conception of layeredness in articles on internet
governance. Benkler (2000) makes a distinction between “three levels
of the information environment”, firstly the physical infrastructure
layer that includes wires, cables and the radio spectrum, secondly
the logical infrastructure layer that covers software programs and ap-
plications, and finally the content layer that represents the data and
activities of users. This distinction in three layers is the point of de-
parture for Lessig (2001), who discusses the commons (publicly held
goods) in cyberspace. He argues that in communication systems each
of these three layers (although he uses the term code laye’ instead
of logical layer) are either privately controlled or free (in which case
the layer is a common). The Speakers’ Corner in Hyde Park in Lon-
don is an example of a communication system where all layers are
free, cable television is an example of the opposite where all layers
are controlled. With regards to cyberspace, Lessig warns for develop-
ments that aim to exercise control over all layers in cyberspace, whilst
the innovative powers of cyberspace result from layers being free —
especially the code and content layer.

Solum and Chung (2003) take this notion further and develop the
layers principle that in short amounts to the maxim that Internet regu-
lators should respect the integrity of the layers. By this they mean that
if they want to regulate something that affects a certain layer, then that
regulation should also be a measure that takes place in that layer. For
example, if a country wants to block certain content in cyberspace,
they should not seek to achieve that by severing the physical connec-
tions, because content and physical are different layers. Subsequently,
Solum and Chung argue that layer-violating regulations are ineffec-
tive and are hurtful for innovation in cyberspace. A similar case is
made by Whitt (2004) who argues that instead of imposing outdated
policy frameworks on cyberspace, regulators and legislators should
adapt their policies to the constitution of cyberspace. That means
adapting a layers-based framework. Whitt proposes a model frame-
work of four layers that is very similar to (and inspired by) the three
layers of Benkler. He maintains the physical layer and content layer
as described by Benkler, but splits an applications layer off of the log-
ical layers. The logical layer then covers the software that runs in the
back to make networking possible, the application layer covers the
software the user interacts with.

For the adaptation of layers as nodes of the networks I want to
stick to the tripartite made by Benkler. I do think a distinction be-
tween a logical layer and an application layer has practical use, but
it is not fundamental. This actually holds for other models of layers
too. Where they distinguish more layers it is basically a subdivision
of the logical layer. This can be illustrated using the model proposed
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by Solum and Chung that consists of six layers, effectively those of
Kurose and Ross’s Internet protocol stack with Benkler’s content layer
stacked on top (Solum and Chung, 2003, p.3). Translated to Benkler’s
model, this top content layer is of course its own layer. Similarly, the
bottom layer of the Internet protocol stack is the physical layer, which
for obvious reasons identifies with Benkler’s physical layer. The four
layers that are left – application, transport, network & link – all still
have their own distinct roles, but they are all logical — software-based
that is. When translating layers to nodes it is not necessary any more
to call them separate layers. They are just different nodes with differ-
ent roles, albeit of the same category.

The three layers of Benkler are transformed into three categories of
nodes. This means that a node can either be a content node, a logical
node or a physical node. These three categories identify with the three
realms of cyberspace mentioned before by Singer and Friedman. Con-
tent nodes represent the cognitive realm, so the users of cyberspace
and all their digital representations inside it, identities and manifes-
tations such as all sorts of user accounts, e-mail addresses and video
game avatars. Logical nodes represent the virtual realm and as I have
already explained there is a wide ranges of instantiations of such
nodes. This includes social media sites and office tools, but also the
firmware of the GSM chip inside a smartphone or the user interface
of an industrial control system. Lastly, physical nodes represent the
physical realm, covering such nodes as glass fibre cables and mobile
4G networks.

In models of layers a layer receives data, transforms it in some way
and then passes it on to the next layer. Similarly, nodes are the points
in a network that exchange data with adjacent nodes and (in a very
broad sense) perform an operation on the data. Whilst layers only
interact with other layers directly on top or under them, nodes can
be connected to a theoretically infinite amount of other nodes, which
allows them to distribute data amongst them. Moreover, connections
between nodes are flexible. New connections can be made and older
ones can be detached. Such connections can be diverse in nature and
both inter and intra node-categories. Entering text in a command-line
interpreter is an example of a connection between a user (a content
node) and some computer program (a logical node), A java-program
that makes use of the java virtual machine is an example of a con-
nection between two logical nodes and the Ethernet standard is an
example how a logical node connects to a physical node. That nodes
perform an operation on data should be interpreted in a broad sense,
example operations are translation between protocols, the guarantee-
ing of properties such as authentication, but also the merely passing
on of data. So the transferring of data by a coaxial cable counts as
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an operation as well. In this sense it can be said that nodes have an
inside and an outside. The inside is where the performing of on or
more operation takes place, the outside is composed of the fringes at
which it is connected to other nodes.

I started this subsection by saying that nodes are the connection
points, redistribution points and endpoints of a network. The core of
the network is where many nodes connect and data is distributed,
fulfilling the hub function in decentralized networks. Most of this is
done to move data from one endpoint to another. Usually endpoints
are users, such as a group of people who are teleconferencing, but
certain computer systems (especially when artificial intelligence tech-
nologies become more advanced in the future) could be considered
endpoints as well. Whereas the hub function is part of the core of
cyberspace, these endpoints form the edges of cyberspace. The last
technical design principle I want include in my characterization of
cyberspace as well is concerned with these endpoints or edges of the
network and will be introduced now.

2.3.3 The end-to-end principle

The last principle I want to introduce is called the end-to-end principle.
It states that in a network complex operation should be performed
at the edge of the network. In other words, it is the endpoints where
(through policy or technology) complex though desired properties
or functionalities of that network or specific connections should be
implemented. The core of the network should remain stupid in that
sense and mostly concerned with merely connecting nodes and dis-
tributing data. In other words, it should remain agnostic to who uses
the network for what. In short, the end-to-end principle can be sum-
marized as follows: smart applications, stupid network.

As we have gotten used to now, this principle has a technical ori-
gin. Saltzer et al. (1984) argue that implementing functions such as
bit-error recovery, security using encryption, duplicate message sup-
pression, recovery from system crashes and delivery acknowledge-
ment yield little value compared to their cost. Such costs can be in
performance, but also ease of use or interoperability. The canonical
example is TCP/IP, where IP is a dumb protocol for moving data-
grams between networks and TCP is protocol on top of it that is
responsible for setting up and maintaining dependable connections
between hosts.

This principle has been taken by Lawrence Lessig who considers it
“one of the most important reasons that the Internet produced the in-
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novation and growth that it has enjoyed” (Lessig, 2006, p.44). In terms
of this thesis that means that it is of great prudential value. Lessig
proceeds to list three important consequences the principle has for
innovation, thereby showing why this principle is important beyond
its technical rationale and consequences. Firstly, new innovators can
easily connect their innovation to the existing network, which itself
does not need to be altered. Secondly, because the network is not op-
timized for any particular existing application, the network is open
to innovation not originally imagined. Thirdly, since the network is
a neutral platform, it does not discriminate against certain data in
favour of other, which works against domination by incumbent appli-
cations (this is what discussion about netneutrality are about) (Lessig,
2001, p.37).

In their article on the layers principle, Solum and Chung praise the
end-to-end principle, but contend that it actually is an articulation
and abstraction of implicit ideas inherent in the layers model. It is
their claim that “the normative content of the layers principle is a su-
perset of the normative content of the end-to-end principle” (Solum
and Chung, 2003, p.7), for it provides “guidance for regulators where
the end-to-end principle is silent or indeterminate”. However, since I
moved from layers to nodes, the layers principle and it interdiction on
the violation of the separation between layers is not applicable. There-
fore I will remain with the end-to-end principle, for it is more suitable
to my characterization of cyberspace as a network of networks with
nodes of which some are endpoints. As I will explain in more detail
later, the end-to-end principle is not as much about the constitution
of cyberspace as it is about how that constitution promotes well-being
in cyberspace.

Now to bring these three design principles together, I suggest to
characterize cyberspace as a decentralized network of networks consisting
of nodes that are either of a content, logical or physical nature, where com-
plex particular functions should be implemented near the endpoints.

With a network of networks I mean that cyberspace is the union of
myriads of sub networks that I call circuits. The term circuit incorpo-
rates the idea of a closed network with a starting point that is also the
finish. These circuits are how individual users experience cyberspace,
this individual experiencing makes a circuits closed from others. For
each user cyberspace has a different meaning, an amalgamate of the
different ways a user experiences it, or in other words, the use cases it
offers, such as mobile banking, contacting friends or gaining knowl-
edge. Cyberspace does not necessarily have one meaning at a time
and with the evolution of cyberspace the meanings can evolve too.
This is because it has many parallel use cases and those change. Each
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circuit represents a use case and since many use cases (such as follow-
ing the news) are shared by users these circuits overlap. This brings
us back to cyberspace as a whole, the grand network that spans all
circuits. This characterization of cyberspace has several benefits. For
once, through showing that in spite of it being problematic to define
cyberspace, it is still possible to talk about cyberspace in general, be-
cause of all the overlap in the meaning it has for users. Secondly, be-
cause it leaves room for future developments of cyberspace, thereby
accounting for its evolutionary nature. And thirdly because this in-
tentional non-committing allows users to let cyberspace be what they
want it to be, which is best for their well-being.

Figure 2: Circuits and the distinction between core and edges.

If users execute a certain use case, a connection is made through
the corresponding circuit between the user and his destination. This
connection goes through a set of nodes, that as I have explained are
of a content, logical of physical nature. Nodes are not inherently con-
nected to one specific circuit. They can be a part of many circuits con-
nected to different users. Big ocean spanning fibre glass cables are a
clear example of this, for they form nodes in millions if not billions
connections every day. Previously I have mentioned that circuits over-
lap, the sharing of one or multiple nodes is how this happens and it
is visualized in part A in Figure 2. In the figure dots represent nodes
and lines between nodes mean that those nodes are connected. Three
example circuits are highlighted and it can be seen how circuits over-
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lap through the sharing of nodes.

The end-to-end principle in cyberspace, at last, prescribes that mea-
sures that are taken to stimulate certain behaviour or ensure certain
properties ought to be implemented at the edges of networks close
to endpoints. This is desirable, because it allows user to implement
the functions they wish for in their usages of cyberspace, which con-
tributes to their well-being, but does not force those upon other users,
thereby not affecting their well-being. When the core of the network —
those nodes that are part of many circuits, are left unaffected by par-
ticular needs, so stays agnostic, they remain useful to as many users
as possible which maximizes its utility towards general well-being in
cyberspace. The difference between the core and edges of cyberspace
are illustrated in part B of Figure 2 where I highlighted the core.

— ∞ —

In this chapter I provided my characterization of cyberspace that is
maximally attuned to promote well-being. But this conception alone
will not make people use it. They must still trust cyberspace before its
potential positive prudential value can be realised. In the next chapter
I will turn to analysing the role of security in cyberspace, which is of-
ten confounded with trust, but as I will show actually is not the same.





3
T R U S T A S S E C U R I T Y

Now that my characterization of cyberspace is established, it is time
to turn to addressing the research question. In this chapter I will do
that by addressing the where-subquestion:

Where should trust be established in cyberspace?

The challenge is to determine where in the constitution of cyberspace
trust can be made possible. A common response to this challenge is
to come up with ways to ensure that trust is present. The rationale
behind this is that (with well-being as ultimate goal in the back of
our mind) trust in cyberspace must be secured. Actors then try to
achieve this through a mixture of security technologies and policies.
The idea is that if these technologies and policies are implemented
and executed correctly, a certain set of properties (such as authenti-
cation and identification) can be ensured. This rules out undesired
behaviour, making cyberspace trustworthy to people and hence pro-
motes well-being. Since this conception of trust heavily depends on
the security technologies and policies that are put in place to ensure
trust, Nissenbaum (2001) has called it a vision of trust as security.

At first sight this line of reasoning appears logical and it contains
many good points, but it contains many pitfalls too and ultimately
proves counter-productive to well-being in cyberspace. Still, because
it is such a dominant conception of trust and contains some useful
parts, I will spent this chapter to the analysis of trust as security.
Firstly, because it helps understanding what is partially the status
quo and partially an undesired (to those in favour of promoting well-
being) realistic future scenario of the development of cyberspace. Sec-
ondly, because it provides something to juxtapose the alternative con-
ception of trust I will present later to. In that conception there is still
a big role for security technologies and policies, but in a more modest
way.

This chapter is made up of four sections through which I will pro-
vide my full analysis of trust as security. The first section is about
why there is a need for security in cyberspace and what the role of
governments is in that. In the next section I will introduce the securi-
tization of cyberspace, which is at the core of why trust as security is
bad for well-being in cyberspace. The third section is about conflict-
ing security interests in cyberspace that ultimately make that trust as
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security is an insufficient conception of trust in cyberspace. Finally, in
the fourth section I will combine the insights from the previous sec-
tions and argue why trust as security is counter-productive to well-
being in cyberspace. In addition, I will point out what lessons we can
learn from this for my alternative conception of trust.

3.1 the need for security

This section is split in two parts. In the first part I will describe how
security is commonly conceived in cyberspace and how this relates
to trust. This is from a perspective of information system design. The
second part is concerned with the role that governments play with
regards to security in cyberspace.

3.1.1 Attributes of information security

The type of security we talk about in the context of cyberspace is
called information security. Usually it is defined as the composite of
a set of attributes that provide certain properties to a system. Classic
is the CIA-triad, which distinguishes three attributes important in in-
formation security: Confidentiality, integrity & availability. For an in-
formation system to be secure its properties must meet “the combina-
tion of confidentiality, the prevention of the unauthorized disclosure
of information, integrity, the prevention of the unauthorized amend-
ment or deletion of information, and availability, the prevention of
the unauthorized withholding of information” (Pfleeger, 2000). On-
line banking is a good example to illustrate this. Confidentiality is
required because banking involves sensitive personal data, integrity
is needed because both the bank and the user must be certain that
they are in fact talking to the other (so only the right users can trans-
fer money from the right accounts) and of course the online banking
system must be available for usage. If these three properties are met,
online banking offers more prudential value to users than traditional
banking, which imposes limitations in both time and location through
openings hours and limited fixed physical presences respectively.

Information security is not limited to these three attributes though.
Multiple extensions to the CIA-triad have been proposed. For exam-
ple, Cherdantseva and Hilton (2013) developed an information as-
surance and security octave which next to confidentiality, integrity
and availability includes accountability, auditability, authenticity, non-
repudiation and privacy. My point is not here to debate what proper-
ties combine to a proper definition of information security or if some
should be removed or added. It is merely to show that it is through
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such attributes that information systems can have that security is con-
ceived in cyberspace. The attributes provide certain assurances that
make all sorts of interactions in cyberspace possible and of added
value. This way, security can promote well-being. How security is
linked to trust through breaking it down in attributes is illustrated by
Avižienis et al. (2004). They link security to dependability, through
their sharing of attributes, and trust in their conception is defined
(without further arguing why) as accepted dependence. This shows how
from a technical perspective it makes sense to conceive trust as secu-
rity: they both depend on a set of attributes whose properties must
be met in order for the information system to be used for its purpose.

3.1.2 Governing security in cyberspace

At least in western society, but actually in most places of the world,
governments are responsible for the security of their citizens. Provid-
ing security, against both fellow citizens and foreign threats, can be
considered the core duty of a state. This relation between state and
citizen is known as the social contract in political theory. Historically,
in the writings of Thomas Hobbes and John Locke, the social contract
describes the giving up of some of one’s natural rights to a sovereign
government in exchange for security offered by that sovereign gov-
ernment. John Rawls revived the concept in the 1970s and made the
principles of justice and the design of basic social institutions part of
the social contract (Cudd, 2013).

There is much more political philosophy to the social contract, for
example whether it is a justification or explanation of the role of gov-
ernments in the security of their citizens, but I will leave that dis-
cussion for what it is. The reason I invoked the concept is because it
relates to the question of with whom in the trust as security discourse
the responsibilities for security in cyberspace lay. As I explained al-
ready in Chapter 2, the Californian Ideology is very libertarian and
seeked to diminish if not abolish the influence of governments in
cyberspace. I also mentioned Lessig (2006) who later argued that gov-
ernment regulation might be needed to protect the affordances of cy-
berspace. A further argument is made by Taddeo (2014) who argues
that authorities actually have a duty to positively promote security
in cyberspace. She claims that citizens have a claim-right towards a
secure cyber-sphere (the environment in which their online persona
interacts, this seems to be close to what I would call the union of
the circuits of a user or that individual’s experience of cyberspace).
A claim-right is a right that exists as the duty of another than the
claim owner to perform a given action. In casu the claim-right exists
in the duty of a government towards providing a secure cyber-sphere
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to its citizens. Taddeo grounds this claim-right in three functionings
(access to information, shaping of personal narrative and enjoying a
high level of connectivity) that the online persona has according to
her. The capability to achieve such functionings amounts to individ-
ual well-being in this theory. However, Taddeo continues to argue, in
response to the claim-right of citizens, governments have the right
to interfere (within regulated boundaries) in cyberspace. This is a cy-
berspace version of the social contract.

Whether one follows and agrees with Taddeo’s argument, endorses
Lessig’s point or from a realist perspective accepts the status quo: gov-
ernments are involved with security in cyberspace and are active and
powerful presences. In his National Cyber Security Framework Manual
Klimburg (2012) distinguished five different mandates of national cy-
ber security. These are five different issues that could be addressed by
different government departments. The mandates are the following:

1. Military Cyber

2. Counter Cyber Crime

3. Intelligence and Counter-Intelligence

4. Critical Infrastructure Protection & National Crisis Management

5. ‘Cyber Diplomacy’ & Internet Governance.

I am mostly concerned the third mandate, but will first shortly clar-
ify the other four. The first, military cyber, is commonly referred to
as cyber warfare and has received much attention in recent years in
both media and academia. Although it is a very actual subject where
new developments follow in rapid succession, consensus seems to
be forming among experts that a real cyber war has not taken place
yet. Famous incidents such as the Stuxnet worm or the denial of ser-
vice attacks on Estonia in 2007 that are sometimes called acts of cy-
ber warfare are better grouped under the third mandate. The second
mandate, counter cyber crime, is concerned with criminal activities
in cyberspace that impact both citizens and businesses. A distinction
can be made between two types of cyber crime. Firstly, cyber crime in
a wide sense, which includes traditional criminal activities with a dig-
ital component, such as swindling on online market places. Secondly,
cyber crime in a narrow sense, where the criminal schemes depend
on properties or activities specific to cyberspace. The fourth mandate
is concerned with the physical protection of infrastructure that is crit-
ical to the functioning of society, such as public utilities, finance or
telecommunications. Lastly, the fifth mandate of ‘Cyber Diplomacy’
& Internet Governance is about interstate efforts such as the develop-
ment of norms and standards for cyber behaviour and confidence
building measures between nations in cyberspace. An example of
how this takes shape is the Global Conference on Cyberspace 2015
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that was held in The Hague on the 16th and 17th of April 2015
1.

As I said, I want to focus on the third mandate, which is about intel-
ligence and counter-intelligence. This is because it is within this man-
date where most state activities related to cyber security that have
been in the news the past years can be positioned. Intelligence and
counter-intelligence covers a level of cyber-conflict below warfare and
above crime, although on both sides the borders can be blurry. The
main motives of actors within this mandate are (geo)political power
and influence, and the interest of different actors can clash. This also
includes such activities as theft of intellectual property, especially
when it concerns advanced or trade regulated technologies. From the
side of states it are intelligence agencies and secret services that are
mandated to operate in this area. Other typical actors are hacktivists,
(sometimes state-sponsored) hacker collectives and other non-state ac-
tors with certain agendas. Because many operations are of a secretive
nature and in general attribution is difficult in cyberspace, it is of-
ten difficult to irrefutably determine who is behind certain activities.
However, through publicly published reports and leaked information
such as the Snowden files, it has become clear that many governments
invest heavily in offensive cyber capabilities for their intelligence and
secret services in order to strengthen their grip on cyberspace.

This observation will serve as a point of departure for the next
section on the securitization of cyberspace. An arms race in the de-
velopment of cyber capabilities between states endangers the positive
affordances to well-being in cyberspace, even if those states’ initial
motivation is the protection of its citizens.

3.2 securitization of cyberspace

In the previous section I have established that in cyberspace the in-
terest of different actors from around the globe clash. The academic
discipline pre-eminently concerned with such clashes is the field of
international relations. Traditionally, there have been three competing
paradigms in the study of international relations: realism, liberalism
and constructivism. The main theoretical proposition of realism is
that self-interested states constantly compete for power or security.
Liberalism in contrast upholds the idea that the concern for power
is overridden by economical and political considerations. In their de-
sire for prosperity, the interdependence of states prevents conflicts
between them. Realism and liberalism have in common that the main
units of their analyses are states. This is different with constructivism,
that focuses on individuals and especially elites. The main theoreti-

1 For more information see: https://www.gccs2015.com/
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cal proposition of constructivism is that state behaviour is shaped by
elite beliefs, collective norms and social identities (Walt, 1998, p.38).

Barry Buzan in his book People, States, and Fear argued that security
as a concept equals in rank with power (as the focus point of realism)
and peace (as the focus point of liberalism). His point was that up
until then security, if addressed at all, had a heavy military emphasis
(Buzan, 1983, p.3). This is what is called a traditionalist conceptual-
ization of security. Buzan objects to such a narrowly focused notion
of security, amongst other reasons because it can be abused “as a
justification for actions and policies which would otherwise have to
be explained”, which makes it “a political tool of immense conve-
nience for a large variety of sectional interests” to political and mili-
tary elites (Buzan, 1983, p.9). He argues for a more holistic approach
of security analysis in a wider sense. Since, as I have shown in the pre-
vious section, cyber-conflicts and accompanying security concerns in
cyberspace also manifest in a wider sense than (in Klimburg’s words)
military cyber, I will follow Buzan’s way of analysing security.

The school of thought that Buzan co-developed and belongs to is
called the Copenhagen School. Because the Copenhagen School treats
security as the outcome of a specific social process it can be consid-
ered a constructivist theory, although it has realist roots too (Williams,
2003). The key concept in the analysis of the Copenhagen School is
called securitization — this is the specific social process I just men-
tioned. The seminal work in this field, Security: A New Framework For
Analysis (Buzan et al., 1998), describes the process of securitization.
The central idea is that security is not a subjective or objective con-
dition, but an intersubjective activity. They invoke speech act theory,
arguing that when an actor talks about security in the context of a
certain referent object, it does something to that object, it securitizes
that object. At least, the actor tries to securitize that object to a certain
audience. Only if the audience is persuaded to accept the issue as
a security threat we can talk about successful securitization. The re-
sult of securitization is the effect Buzan objected to, that the allotting
of disproportional attention and resources to solving the securitized
problem is justified. Additionally, addressing the problem is put in
the hand of experts only. Buzan et al. (1998) define a spectrum of how
public issues are addressed, from non-politicized to politicized to se-
curitized. In the first case an issue is not considered a state issue and
is addressed through technical or consensual means. In the second
case the issue is considered part of public policy and through politi-
cal debate about resource allocation the issue is addressed. As I said,
in the third case due to a perceived threat-urgency the issue is left
to experts and scrutiny by media and politicians is considered taboo.
This is what enables the disproportionate allocation of resources and
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legitimises the application of extraordinary means.

The Copenhagen School treats security in a wider sense and in
Security: A New Framework For Analysis five sectors in which securiti-
zation took place were identified: military, political, economic, society
& environment. For each of these sectors they explained how the se-
curitization discourse works. At the time of writing, cyberspace and
cyber-conflicts were not as prominent as these days, but by now cy-
berspace has been securitized too. This has been clearly explained in
an article by Lene Hansen and Helen Nissenbaum. They argue that
through this discourse, security in cyberspace has changed from a
technical issue (which they call computer security) to a societal is-
sue (which they call cyber security) (Hansen and Nissenbaum, 2009,
p.1160). In their terminology cyber security equals to computer se-
curity plus securitization. Subsequently, they identify three modal-
ities in which cyber security manifests (Hansen and Nissenbaum,
2009, p.1163-p.1168). The first modality they call hypersecuritization,
which hinges on multidimensional cyber disaster scenario’s that pre-
dict massive catastrophes (“electronic Pearl Harbor’s”) even though
there is no precedent whatsoever that justifies this. Secondly, they
identify cyber securitizations of everyday life that mobilize individ-
uals by emphasizing cyber threats to their daily lives. This modality
makes extensive use of medical metaphors, such as viruses. The third
modality they call technification. This discourse is focused on the
privileged role of technical experts in cyberspace, by stressing how
difficult security in cyberspace is and arguing that it surely should
not be dealt with by non-experts. This clogs what the actual level
of threats is and facilitates the coupling of such threats with techno-
utopian solutions, as if they are neutral technical solutions.

The securitization of cyberspace is what thrives the contemporary
cyber security arms race and has, as Harris (2014) calls it, led to the
rise of a military-internet complex, the cyber equivalent of the cold
war military-industrial complex. However, as is part of the Copen-
hagen School argument, securitization and (potential) accompanying
arms races have negative effects and might not even lead to proper
security. Therefore, in the long run desecuritization, the moving back
in the realm of the politicized (e.g. the ordinary public sphere) of se-
curity issues is prefered (Buzan et al., 1998, p.29). In the case of the
securitization of cyberspace, the core problem is what in international
relation is called the security dilemma, which I will elaborate upon in
the next section.
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3.3 whose security?

If somebody would ask if it is important to secure cyberspace it
sounds like a no-brainer: of course this is important. Securitization
thrives on this reflex, if only because the opposite (no security) sounds
like an even worse alternative. But what such a question leaves in
the middle is whose security we are talking about. Increasing security
is not some neutral operation that would instantly benefit all actors
involved to the same extent. Even more so, it could even have neg-
ative impact on the security of some actors. For example, if I were
to acquire a gun, this could be good for my security, but bad for
the security of people around me. This is what is called the security
dilemma, which one of its main promoters Robert Jervis summarizes
as follows: “many of the means by which a state tries to increase its
security decrease the security of others” (Jervis, 1978, p.169). The se-
curity dilemma has its origins in the realist school of international
relations, but Buzan (1983) invokes the concept too and as I have said
the Copenhagen School has realist roots as well.

Figure 3: Four scenario’s in offense-defense theory by Jervis (1978).

Crucial to the security dilemma is the balance between offensive
and defensive measures. Jervis developed the so called offense-defense
theory, which looks at the relation between offensive and defensive
measures from two perspectives: Firstly, if the two are distinguishable
from each other, and secondly if one has an advantage over the other
(Glaser and Kaufmann, 1998, p.47). These two perspectives combined
leave for four scenario’s to which the security dilemma can unfold as
illustrated by Figure 3.

The worst combination is if offense has the advantage and offensive
posture is not distinguishable from defensive, a scenario that Jervis
called doubly dangerous. In this scenario arms races are likely and in-
centives to strike first are high. In the second scenario defense has
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the advantage but offensive and defensive posture are still indistin-
guishable. The security dilemma is still present and intense, though
less explosive, because pre-emptive action is less attractive. If offense
has the advantage, but offensive and defensive measures are distin-
guishable, which is the third scenario, the dilemma is less intense, al-
though there are still security threats. This is because the dominance
of offense might seem seductive to some actors who feel like there
is something to gain for them. The last scenario, where defense has
the advantage and offensive posture is distinguishable from defen-
sive posture, is the opposite of the first and therefore called doubly
safe (Jervis, 1978, p.211-214). This final scenario permits a way out of
the security dilemma. There would be no incentives for a first strike
and the intentions (offensive or defensive) of an actor who takes secu-
rity measures would be clearly signalled. Hence, this scenario would
be worthwhile to strive for.

The security dilemma as a concept stems from the Cold War, but
it is very much applicable to cyberspace and helps understand cur-
rent developments in cyber security. We can speak of a cyber secu-
rity dilemma “when efforts by one state to enhance the security of
its digital infrastructure, either through the development of offensive
or defensive cyberwarfare capabilities, decrease the cybersecurity of
others” (Rueter, 2011, p.35). Unfortunately, it seems that at present of-
fensive activities trump defensive ones. Nicholas Rueter names three
main reasons for this: Cyber attacks can be carried out almost in-
stantaneously; cyber warfare has extremely low costs of entry with
potentially high returns on investment; and it provides a means of
enhancing security and coercing others without causing loss of life
to either side (Rueter, 2011, p.38). Furthermore, distinction between
offensive and defensive measures is a hard challenge in cyberspace.
Not per se because viruses are difficult to distinguish from firewalls,
but because it is difficult to determine what are cyber security ac-
tivities in the first place. In addition, the actors involved (from the
side of states) often have both offensive and defensive responsibil-
ities, and as we have seen operate on the level of intelligence and
counter-intelligence, which adds to the opaqueness and makes dis-
tinction even harder.

The combination of dominance of offense over defense in cyberspace
and it being hard to distinguish between offensive and defensive mea-
sures, suggests that the securitization of cyberspace leads the cyber se-
curity dilemma to unfold into the doubly dangerous scenario. There
are no winners in such a scenario, at most actors that have an upper
hand over others for a short while, before being caught up with in a
cyber arms race. No nett security is being gained in such a situation,
despite all the money and effort put in it (Dunn Cavelty, 2014, p.710).
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This on its own is already a reason why trust cannot be secured in
cyberspace and why trust as security is a flawed conception of trust.

But there is more to it. So far I have only reasoned from the perspec-
tive of state security and its desire to secure its digital infrastructure.
However, as I argued in Chapter 2, cyberspace also has a cognitive
side (e.g. its users), next to its technological and virtual constitutions.
The security of users is at stake too and if not acknowledged will suf-
fer under the securitization of cyberspace by nation states. Security of
users means that they can use cyberspace the way they wish to use it
in a secure way. This amounts to the protection of their civil liberties
and rights in cyberspace. Users need not only be protected against
cyber-criminals or foreign powers (which was the primary task of a
state according to social contract theory), but also against their own
state.

“The state always seeks to limit liberty” argues Waldron (2003),
who scrutinizes the metaphor of balancing between security and lib-
erty that is often invoked in securitizing discourses. The idea behind
the metaphor is that in exceptional times, when there allegedly is a
major threat to security, it is justified to violate some civil liberties. In
cyberspace this materializes for example in discussions about data en-
cryption. Encryption allows people to communicate with each other
without being snooped upon. This is a great technology for political
dissidents in countries under authoritarian rule to share their ideas
with others inside and outside the country. But the same technology
is available to criminals or terrorists who plot their misdeeds. Accord-
ing to some, in order to provide security against such criminals or ter-
rorists, encryption should be forbidden or technologically weakened,
so their plots can be detected by security agencies, even though this
infringes everybody’s privacy. Waldron provides several reasons why
scrutiny is at place with this metaphor, the most important for us is
the one about unintended effects of security measures: “We need to
consider the possibility that diminishing liberty might also diminish
security against the state, even as it enhances security against terror-
ism” (Waldron, 2003, p.195). Security of citizens against their state is
a legit security concern in cyberspace as well and sometimes it even
competes with national security (Saco, 1999, p.270).

In this section I have tried to show that there is not one universal
conception of security in cyberspace that is beneficial to everybody.
There are security clashes between states through securitization, and
the security dilemma can lead to doubly dangerous situations where
nobody’s security is improved. Citizens also need protection against
their own states when those try to infringe civil liberties in the name
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of national security. Security clashes are omnipresent in cyberspace.

3.4 the counter-productivity of trust as security

The question now at hand is what we can learn from the insights
we have gained so far and what their ramifications are for trust in
cyberspace. The first insight is that it is not sufficient to consider se-
curity in cyberspace a non-politicized issue that can be addressed
through technological means such as the CIA-triad. Because of the
importance of cyberspace to the functioning of society and the accom-
panying rise of stakes in cyber-conflicts, governments feel the urge to
have presence in cyberspace and the cyber capabilities to promote
their interests. Even if that would be undesirable from a (techno-
utopian) ideological point of view, this is not going to change any
time soon. Besides, governmental presence in cyberspace is very de-
fendable from a social contract point of view. The challenge however,
is to find ways in which cyber security efforts made by governments
do not defeat their purpose. Their activities should have positive pru-
dential value to their citizens and preferably other users too. They
should definitely not have negative impact on non-citizens, for that
would invoke counter measures from other governments. If due care
is not taken, governments risk setting developments in motion that
spiral to the wrong scenario of the cyber security dilemma, the dou-
bly dangerous scenario.

The desired scenario, doubly safe, which is in line with well-being
in cyberspace, is where defensive measures can readily be distin-
guished from and have advantage over offensive measures. Achiev-
ing this requires substantive effort and dedication from involved ac-
tors. Before anything else this requires that cyber security issues are
addressed as politicized rather than securitized issues. Moving away
from considering security a holy grail that justifies extraordinary means
allows us to see the incongruence between security and cyberspace
on a fundamental level. The fundamental problem here is that where
security is always about some actor’s security against some threat
(such as states versus other states or civilians against their state) and
thus inherently incorporates biases, it is crucial to the success of cy-
berspace that the core of the decentralized network remains agnostic,
and thus unbiased, about who uses it and for what. If people would
not trust the core to be agnostic, this would discourage them to use
cyberspace to the extent that they would have otherwise, which has
negative prudential value for them. This is why the conception of
trust as security is flawed and why even benign attempts to achieve
this will be counter-productive to well-being in cyberspace. In other
words, when the core of cyberspace becomes part of clashing security
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discourses, trust and well-being in cyberspace are the first victims.

This is also recognized by The Netherlands Scientific Council for
Government Policy (WRR) who in a policy report argue that the pub-
lic core of the Internet should be considered a global public good that
should be safeguarded against unwarranted intervention by govern-
ments and other parties that erode trust in cyberspace (WRR, 2015).
However, it is important too to note that the conclusion that it is
counter-productive to replace trust with security is something markedly
different than a full dismissal of security. What I will henceforth call
security proper, which includes information security and its sets of
attributes that provide certain properties to a system such as the CIA-
triad, retains its importance. Security proper is security in a more
modest sense that promotes well-being in cyberspace by enabling ser-
vices that are otherwise not possible, and by serving as a measure
to enhance trust in cyberspace. I will elaborate on this vindication
of security in a dedicated section in Chapter 5, where I will show
that at the edges of cyberspace (satisfying the aforementioned end-
to-end principle) security proper is still important and of prudential
value. The crux here is that because security proper is a quality that
is implemented at the edges of cyberspace, it has no impact on the
neutrality of the core of the network. When for example the property
of confidentiality is implemented through encryption, the data is en-
crypted near one end-point, the source of the data, and decrypted
near the other, the data’s destination. It has no interest in what goes
on in the core of the network, except for the encrypted data to be
conveyed. That is how it differs from the trust as security discourse
that was rejected because it was incompatible with an agnostic core
of cyberspace.

— ∞ —

In this chapter I have explained why the conception of trust as
security is counter-productive to well-being in cyberspace. This has
its ramifications for answering the where-subquestion. Trust in cy-
berspace requires a core of cyberspace that is agnostic to clashing
interests of different actors. Because security inherently favours some
actor over another, it is not a suitable mechanism to promote trust in
cyberspace, therefore security proper should be implemented in the
edges of cyberspace. Regarding the core of cyberspace, this leaves the
question for a working conception of trust open. In the next chapter I
will address that question, by reviewing and discussing literature on
trust.
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T R U S T A N D W E L L - B E I N G

The next part of my research question that I want to address is the
why-subquestion. In essence it questions what the values of trust are
that make it worthwhile striving for (in the context of cyberspace):

Why should trust be established in cyberspace?

For reasons that will become clear in the final section of this chap-
ter I will refer to these values as the functions of trust. Answering
the subquestion is only part of this chapter though. This chapter pro-
vides a literature-based analysis of trust in cyberspace that covers
much more than its functions.

Researchers who study the role of trust in our society often con-
sider Luhmann et al. (1979) to be the seminal work that established
trust research as a field1. According to Luhmann trust is a very ef-
fective mechanism to reduce social complexity (Luhmann et al., 1979,
p.8). Trust turns uncertainty into risk, something that people are much
better at dealing with. This reduction of complexity is applicable both
to trust in cyberspace and trust in society (which is a dubitable dis-
tinction to begin with, cyberspace can better be considered part of
society). In this section I will describe the state of art in research on
trust in cyberspace. Through literature review I will establish what
the main issues are in this area and what answers to them have been
suggested by philosophers and sociologists alike. In the final part of I
will introduce the Simmelian notion of trust developed by Möllering
(2001) as a framework that is useful firstly for ordering the existing
discussions on trust in cyberspace and secondly for serving as a basis
for the notion of trust in cyberspace that I will develop in Chapter 5.

Academic interest in trust in cyberspace developed alongside the
increase of the importance of cyberspace in society. So roughly speak-
ing it can be said that it started gaining momentum from the turn of
the millennium, even though some earlier work dates from the 1990’s
and before. So far I have used the term trust in cyberspace, but dif-
ferent authors have used different term to describe this, such as ‘on-
line trust’ (Turilli et al., 2010; Ess, 2010) and ‘e-trust’ (Taddeo, 2009).
Since the philosophical discussions argued for in those papers are not
about what precise terminology to use, I consider those terms to be
interchangeable. I will therefore stick to using ‘trust in cyberspace’ or

1 See for example Möllering (2001); Nissenbaum (2001); Taddeo (2009)
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sometimes even shorter to merely ‘trust’ in this chapter. Furthermore,
it is important to distinguish between the trustor and the trustee. If
in a trust relation it is said that person a trusts person b, then person
a is the trustor, the one who trusts, and person b is the trustee, the
one who is being trusted.

In order to answer the question what trust is, I will break the ques-
tion down in several parts. I will discuss each of these parts in a
separate section. Firstly, I will argue why we need trust in the first
place, thus addressing the why-subquestion. This will be dealt with
in a section about the functions of trust, where I will make a dis-
tinction between intrinsic and instrumental values of trust, and how
they relate to prudential values of trust. Next will be a section on the
bases of trust. Here I will begin with discussing the issue if trust in
cyberspace can exist at all. After arguing that trust in cyberspace is
possible, I will discuss on what grounds trust can be based. In the
final section of this chapter I will summarize the discussion on trust
in cyberspace. Here I will argue that an important aspect of trust has
received too little attention: The leap of faith. This is where I will in-
troduce the Simmelian notion of trust, which does properly pay its
dues to the leap of faith, making it a suitable framework for my no-
tion of trust in cyberspace.

4.1 functions of trust

Trust, what is it good for? In Chapter 1 I have already provided a
short answer to the question of why trust is important. As I have ar-
gued, trust is an important condition to well-being in cyberspace. At
that point I have not gone into further detail of the workings of trust.
In staying away from providing a conceptual analysis of trust, a dan-
ger exists in confounding the concept of trust with its functional prop-
erties. Much research in trust is focused mostly on these functional
properties only (Möllering, 2001, p.404). Even though this is only part
of the full picture of trust, it is worthwhile to perform further analy-
sis. This section is focused on the functions of trust, by which I mean
the different ways trust can be valuable, and I will split this in three
parts. The first part is on the intrinsic value of trust, why it would be
worthwhile to pursue trust as an end in itself. The second part is on
the instrumental value of trust, or the goods of trust for individuals
and society. Both are forms of prudential value (Taylor, 2013, p.11). In
the third part I will discuss virtuous and vicious circles, of whom it
can be argued that they are functions of trust that can conceptually be
placed as hybrids between being intrinsic and instrumental valuable.
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4.1.1 The intrinsic value of trust

Theories of trust that emphasize the intrinsic value of trust see trust
not merely as a means to achieve something else, but stress that it is
end in itself. To be more precise, such theories talk about the virtu-
ousness of trust. Either of trustworthiness as a virtue itself (McLeod,
2014) or rooted in virtues such as patience, perseverance & empathy
(Ess, 2010) or transparency & honesty (Turilli et al., 2010). I will pro-
ceed with discussing each of these theories separately.

McLeod (2014) discusses trustworthiness as a virtue. Referring to
Potter (2002), she makes a distinction between specific trustworthi-
ness and full trustworthiness. The former refers the trustworthiness
of a trustee towards a specific trustor that is not generalizable. The
example given is that of a convicted felon and his mother. The felon
might be trustworthy towards his mother, but in general we would
be hesitant in considering this person to be trustworthy. The latter,
full trustworthiness, refers to the moral disposition of a trustee to
be trustworthy towards everyone. It is in this sense that trustworthi-
ness can be a virtue. This however does not answer yet what makes a
person trustworthy, what this moral disposition entails. Nancy Potter
provides an Aristotelian conception of trustworthiness, which means
that striving to be virtuous is striving to find a mean between ex-
tremes. According to her a trustworthy person is “one who can be
counted on, as a matter of the sort of person he or she is, to take care
of those things that others entrust to one and (following the Doctrine
of the Mean) whose ways of caring are neither excessive nor deficient”
(McLeod, 2014; Potter, 2002, p.16).

Charles Ess is concerned specifically with trust in computer-mediated
communications (Ess, 2010), so trust in cyberspace with explicit em-
phasis on the fact that the trustor and trustee are not in direct contact.
He argues that trust and virtue are interconnected and relevant for
several important reasons. Trust is central in the human condition,
by which he means that it is a necessary condition to achieve harmo-
nious and efficient communities. Those in turn are required to deal
with the vulnerability and need to be able to depend on others that
marks the human condition (Ess, 2010, p.293). The connection with
virtue ethics makes trust a primary component of our moral charac-
ter. In order to develop trust, a person needs to combine the virtues
patience and perseverance. Patience stimulates the development of
trust, because it showcases one’s commitment to a relationship. Per-
severance is the virtue that shows “the willingness to push through
conflict or misunderstanding to reconnect with one’s partner on the
other side of the breach” (Ess, 2010; Vallor, 2010, p.9). Related as well
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is the virtue empathy, the ability to feel with others.

A concern however that Ess raises is whether it is possible to culti-
vate such virtues through computer-mediated communications. Theo-
retical accounts on how patience, perseverance and empathy develop
stress the importance of embodied co-presence (i.e. being physical
present to the other), for example because of the importance of non-
verbal communication. The question is, in other words, if this con-
ception allows for trust in cyberspace. Charles Ess believes so, argu-
ing that a blurring between online and offline (what Floridi (2015)
calls onlife) might have as a positive consequence that the problem-
atic aspects of disembodiment in cyberspace could be overcome. An
important motivation for Ess’ focus on virtue ethics is that it is the
Western world’s school of ethics that is closest to Buddhism, Confu-
cianism and Hinduism. His hope is that these can serve as a source
for a pluralistic global information and computer ethics (Ess, 2008).
Other virtues connected to trust are transparency and honesty. Trans-
parency and honesty are two main parameters in assessing a potential
trustee’s trustworthiness (Turilli et al., 2010, p.14). They can stand at
the base of a virtuous circle, which I will discuss later on.

Summarizing this subsection, several authors have pointed out that
trust can have an intrinsic value. As an end in itself, trustworthiness
could either be seen a virtue on its own, or as a combination of sev-
eral virtues. The main takeaway here is that trust is not necessarily
something that is achieved through efforts by the trustor, but also a
moral disposition worthwhile to strive for by the trustee.

4.1.2 The instrumental value of trust

The instrumental value of trust describes trust as a means. If trust
exists between a trustor and a trustee it might serve as a foundation
for many goods. These goods of trust can be divided in two types,
namely individual goods for the trustor or trustee and social goods,
that have value for society as a whole. As is so often in such distinc-
tions, a strict demarcation between these two does not exists, for the
goods of society affect individuals and vice versa. I will beginning
with discussing how trust is good for the autonomy, knowledge and
moral maturity of individuals and subsequently turn to the social
goods of cooperation and social capital.

Both for trustors and trustees trust can be an affordance for indi-
vidual development. John Weckert emphasizes how trust contributes
to the autonomy of the trustee (Weckert, 2005, p.98). If an employer
trusts an employee rather than monitor all her activities, it affords
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the employee to take the responsibility to do her work right. This
can contribute to her self-esteem and overall well-being, thus empow-
ers her autonomy. Note that this does require autonomy to be seen
as a socially constituted property (McLeod, 2014). Knowledge is an-
other individual good that depends on trust. In order for a person
to gain knowledge, he must trust the testimony of others. This is a
very practical requirement, for it is simply impossible for one per-
son to fully check all facts about the world presented to him (think
about the roundness of the world, or a person’s day of birth) (McLeod,
2014). This is of course not to say that people should easily accept all
claims that others make towards them. Mechanisms are created to
help people decide when trust is justified. For scientific knowledge,
peer-reviewing is such a mechanism that serves as a base of trust. I
will say more about that later on.

Moral maturity of the individual is a good that benefits both trustors
and trustees. Being trusted, as we have seen when describing auton-
omy, affords people to behave responsible. It reflects the belief of
the trustor that the trustee has a moral and mature character, which
can engender the trustee’s self-respect. This also benefits trustors, for
putting trust in others also positively reflects their moral maturity.

The thought that trust is good for the moral maturity of trustors
and trustees at the same time already hints at the goods of trust for
society. In the introduction of this chapter I already referred to Luh-
mann who studied the role of trust in society and stated that trust
reduces social complexity. As is clear by now that is not the only
function of trust, but it remains very important as it explains how
trust contributes to well-being in cyberspace. Therefore, I will elabo-
rate a bit further on what Luhmann meant with reduction of social
complexity, and on how it promotes cooperation and social capital.

We live our lives in a complex society where many forces are at
work. According to Luhmann we need mechanisms to act success-
fully in such a social system. Trust is such a mechanism, for it reduces
complexity and uncertainty to a system based on three parameters:
familiarity, expectation and risk (Taddeo, 2009, p.4). Familiarity de-
scribes the acquaintance that the trustor has with the trustee and the
context in which the trust question takes place. Expectation is what
the trustor believes to result from trusting. There is always a risk that
comes with the choice to trust, it is up to the trustor to decide what
risk she is willing to take. Now if a person is in a complex social
situation where she is required to act, to make a decision, she could
freeze up because there are so many parameters she must determine
in order to make a decision, such as possible intentions of others,
contextual variables or other contingent factors. Trust then serves as
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a model that allows her to bring this back to these three parameters
and make a decision fast. In other words: it reduces social complexity.

If there is a high level of trust in a society, opportunities for coop-
eration are vastly higher, which is to everybody’s benefit (Gambetta,
1988). Trust promotes cooperation because it lowers the barriers to en-
gage with others, for example by removing the incentive to check the
work performed by others. This translates into more time for other ac-
tivities for both the trustor and trustee. In a society with a high level
of trust things go smoother and more efficient (Weckert, 2005, p.97).
The advantages of trust for cooperation are actually a manifestation
of how trust is a form of social capital (Weckert, 2005; Nissenbaum,
2001, p.107). The idea of trust as social capital has been developed by
Putnam (1994), who argued that it enabled people to work together
for common purposes.

A high amount of social capital allows people to take collaborative
action and reach outcomes that otherwise could not be achieved. This
is beneficial for both the participating persons and society as a whole.
A low level of social capital on the other hand leads to societal ineffi-
ciency. In that sense a lack of trust can be said to be expensive. When
there is less trust, other mechanisms need to be set up to to govern
societies. Formal rules and regulations need to be developed and a
whole bureaucratic apparatus must be created and maintained to en-
force them: police, lawyers, auditors et cetera (Weckert, 2005, p.97). To
summarize this point in the words of Fukuyama (1995): “Widespread
distrust in a society (. . . ) imposes a kind of tax on all forms of eco-
nomic activity, a tax that high-trust societies do not have to pay”.

In this subsection I have provided an overview of the instrumental
value of trust. There are individual goods and social goods of trust.
Trust can be an affordance for the autonomy, knowledge and moral
maturity of an individual. It is also a social good, since it reduces so-
cial complexity, promotes cooperation and can be considered a form
of social capital. I have also argued why a lack of trust is expensive,
societal as well as financial.

4.1.3 Virtuous and vicious circles

Several authors have paid attention to how the presence or absence of
trust can lead to virtuous and vicious circles respectively. I will begin
this subsection by introducing these specific accounts, although after
that I will abstract from them in order to give a general account of
virtuous and vicious circles.
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The first virtuous circle builds on the aforementioned idea that the
presence of trust makes interactions advantageous for the trustor. In-
teraction with others also increases the ability of individuals to ap-
praise the trustworthiness of others, and therefore (Turilli et al., 2010,
p.14) argue that these two combined initiate a virtuous circle that
leads to a selection process. Through this process, trustworthy indi-
viduals are involved in a growing number of interactions, whereas
conversely untrustworthy individuals become marginalized in the so-
cial system. The virtuousness of this circle lies therein that desired
behaviour is positively reinforced and undesired behaviour discour-
aged. This virtuous circle is the core mechanism behind rating sys-
tems for customers and sellers such as used at eBay or Amazon.

In his review of Möllerings book on trust (which I will get to later
when discussing the leap of faith), Nooteboom (2006) suggests that
there may be a virtuous circle and a corresponding vicious circle con-
nected to the “reflexive process of active interaction”, e.g. that per-
spectives of trustors change along the process of trusting (Möllering,
2006, Chapter 4). The book mentions a “spiral reinforcement model of
trust”, Nooteboom argues that this spiral could work in two direction,
positively virtuous or negatively vicious. The former would yield a
cycle of trust, disclosure of information, acceptance of influence from
others and relaxation of control, which would lead to more trust. The
latter works in opposite direction, from misunderstand to suspicion,
increase of control and a breakdown of trust. These circles are at this
point not more than concoctions of Nooteboom during reviewing, but
they illustrate well that just as virtues have corresponding vices, for
every virtuous circles a similar vicious circle can also exist.

This also emerges from Charles Ess’ article that discusses one vir-
tuous and three vicious cycles. The virtuous circle is rather curious
in that it builds upon deception. If a trustee presents herself and
acts better than she is (the deception part), she can be positively re-
inforced by the responses of others to this behaviour. This encour-
ages and rewards acting better and hence encourages practising to
actually become better (Ess, 2010, p.294). However, deception also
lies at the heart of the third of the three vicious circles identified
by Ess. Computer-mediated communication may negatively impact
trust, through three vicious circles related with security, affordances
and deception.

The vicious circle of security is set in motion when it is tried to
overcome a lack of trust through certain intrusive forms of regulation
and increased control. These can be counter-productive, for if such
measures replace initial trust it drives out opportunities for trusting
relationships and it will only become harder to regain trust (Thorseth
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and Ess, 2009; Pettit, 1995; Ess, 2010, p.297). This vicious circle al-
ludes to what trust as security, as discussed in Chapter 3. The sec-
ond vicious circle is that of the affordances for trust-opposing be-
haviour that contemporary ICTs could stimulate. Previously, I have
explained that Ess argues that the virtues of patience, perseverance
and empathy are closely related to trust. Instead of stimulating such
virtues, computer-mediated communications could stimulate escape,
gaze and haste. Escape means that instead of being patient with oth-
ers, people can through a click to close a screen or a short ‘gotta
run!’ message back away from interaction much easier than in real
life. Likewise, a lack of gaze or visual contact in online interactions
(though not all, think about video conferencing) reduces the develop-
ment of empathy. Similarly, the speed of these media can encourage
a culture of haste, which hinders the cultivation of perseverance (Ess,
2010, p.296-298). These affordances may seem improvements in the
short run, but since they counteract virtues that lead to trust, they
are vicious in the long run. The third an final vicious circle is about
deception. With the aforementioned merger of the online and offline
world, the distinction of virtual and real fades as well. Ess argues
that this “might afford greater temptation and occasions to practice
deception and (. . . ) a form of sexual infidelity” (Ess, 2010, p.300). The
more online and offline life merges, the greater the chance that trust
relations are harmed in this way.

In his conclusion, Ess paraphrases Vallor (2010) by articulating a
challenge that we face: Recognizing that cyberspace offers various af-
fordances, we should aim to design new technologies in such ways
that stimulate virtuousness and discourage viciousness. To put this
in the context of my thesis, this means that in order to promote
well-being in cyberspace, we need to develop mechanisms and in-
centive behaviour that promotes trust. If done properly, this will on
the one hand allow existing trust to reinforce itself and on the second
to achieve the individual and social goods that are so valuable. The
combination of these has great prudential value. Such mechanisms
are of course virtuous circles and in essence their working is simple:
People who decide to trust others should (trustors) and people who
behave trustworthy (trustees) must be rewarded for this behaviour.
Preferably not only through achieving what they hoped to achieve,
but also through through an increase of trust, which would lower the
barriers to trusting further. Such positive feedback loops are intrinsi-
cally as well as instrumentally valuable. Conversely, we need to be
wary of (incidentally) creating vicious circles that have the opposite
effects. Through these circles, I have already touched upon an aspect
of trust that is equally important as the functions of trust and that is
for what reasons people decide to trust. Such bases of trust are the
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subject of the next section.

4.2 bases of trust

Up until now I have reviewed accounts of what trust is good for.
However, this all amounts to nothing if people are not actually will-
ing to place trust in others. In this section I will discuss what bases
of trust are. Early discussion on trust in cyberspace were concerned
with the question if it could exist at all. This discussion will be the
first part of this section, which will end with arguments in favour
of the possibility of trust in cyberspace. After that I will turn to dis-
cussing what different categories of accounts for trust in cyberspace
have been suggested. Here I will distinguish between cognitive ac-
counts, non-cognitive accounts and phenomenological accounts who
are a little bit of both.

4.2.1 The possibility of trust in cyberspace

Early articles on trust in cyberspace put heavy emphasis on the ques-
tion whether trust in cyberspace could be possible at all. The ap-
proach taken would be about as follows: first the author would look at
theories of trust in offline society and identify what they thought were
necessary conditions for the establishment of trust. Subsequently, they
would take these conditions and discuss if they could be satisfied in
cyberspace. Pettit (1995) and Nissenbaum (2001) are notable exam-
ples of such articles, both come to the conclusion that the conditions
for trust they identified can inherently not be satisfied in cyberspace.

There are two main conditions that are identified. Different authors
use slightly different names, but they amount to the same core issues.
The first condition is about the absence of certainty about the identity
of trustees in cyberspace. This includes concerns about the need for
physical interactions with the other in the development of trust. The
second condition is about the importance of a shared set of norms
and values for trust, that is absent in cyberspace. Because I believe
later reactions convincingly refute the objections against trust in cy-
berspace, I will now turn to explaining and directly rebutting each
condition respectively.

The first condition revolves around online identities. In cyberspace
it is possible to remain anonymous. Helen Nissenbaum argues that
there is a double sidedness to this. On the one hand anonymity can
have an empowering effect, for example for minorities and suppressed
people. But on the other hand the lack of certainty of identity dis-
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inclines trustors to trust. She stresses the importance of sustained
identity, which we can see “as a thread upon which we string the
history of interaction with others” (Nissenbaum, 2001, p.113). Such a
diachronic identity of the trustee (i.e. an identity that does not change
over time) would be difficult to establish and confirm by the trustor.
However, later articles argue that this condition can in fact be satisfied.
Although it might be true that establishing the physical identity of the
trustee can be difficult, it is still possible to asses the trustworthiness
of an online peer (Turilli et al., 2010, p.7). Rating systems such as men-
tioned in the subsection on virtuous circles allow trustors to make
trust decisions based on the reputation of diachronic online identi-
ties. This way the problem of missing identities can be mitigated. The
necessity of the condition is not challenged, but the condition can be
satisfied.

A shared set of norms and values is widely regarded as an enabler
for trust (Nissenbaum, 2001; Fukuyama, 1995, p.26). People are much
more likely to trust others of which they know that they hold to a
similar morality because they have a common background. Again
the detractors of trust in cyberspace argue that this is a condition
that cannot be satisfied. Cyberspace has an unstructured nature and
there is broad heterogeneity in the background of users. Even in spe-
cific online communities that revolve around a certain interest partic-
ipants belong to different cultures, religions, genders and nations. It
is safe to say then that a shared set of norms and values is absent
in cyberspace. However, the question in this case is if a shared set of
norms and values really is a necessary condition for the emergence of
trust. Turilli argues that although it definitely makes things easier, it
is not a condition sine qua non. Following up on research by Yamag-
ishi et al. (1999) they make a distinction between trust and assurance.
Assurance is a mechanism to deal with uncertainty that requires a
structured environment and thus might fail to emerge in cyberspace.
Trust on the other hand depends on the proactive answer of individ-
uals to the presence of environmental uncertainty (Turilli et al., 2010,
p.6). Earlier I described how virtuous circles can stimulate the devel-
opment of trust. Precisely this is why trust is a suitable mechanism
to deal with uncertainty in cyberspace. So this condition is not an
obstruction to trust in cyberspace, rather it is an argument for the im-
portance of trust enhancing measures in cyberspace. In this case the
necessity of the conditions has been refuted.

From this we can conclude that trust in cyberspace is possible. Dif-
ferences remain between trust in the online and offline world, but the
nature of these differences is topological (e.g. due to the differences in
online and offline environment) rather than ontological (Turilli et al.,
2010, p.13). Now that I have established the possibility of trust in cy-
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berspace, I will turn to discussing accounts of trust.

4.2.2 Accounts of trust in cyberspace

There are different accounts of what trust in cyberspace is based upon.
Following Ess (2010), I will describe three categories in which such
accounts can be classified. The first category is that of rational or cog-
nitive accounts, the second covers affective accounts and the third is
that of phenomenological accounts.

The first account of trust in cyberspace defines trust as the result
of rational or cognitive processes in the mind of the trustor. On this
account, when trustor A trusts trustee B, then “A believes (expects)
that B will do X in situation S” (Weckert, 2005, p.101). The decision
to trust in this case is purely rational and based on reasons that the
trustor has to trust. An example of such an account is that of Gam-
betta (1988), who narrowed down trust to making decision based on
calculating probabilities. Although such cogntive accounts of trust
seems sensible at first glance, they have their limitations, for example
because they do not account for how trust affects the behaviour of
trustees. They also do not cover other experiences of trust such as
that of children in their parents (Ess, 2010, p.290).

Affective or non-cognitive accounts of trust acknowledge that there
is more to trust than rational calculation. Weckert (2005) summarizes
such accounts as “A’s attitude toward B is Y” or “A takes a certain
stance, Y, toward B”. But accounts that are based purely on attitudes
of the trustor are not satisfying either, for they do not explain why in
some cases a trustor does decide to trust and in other cases does not.

This brings us to the category of accounts of trust in cyberspace that
Charless Ess dubbed phenomenological accounts. Central to such ac-
counts is a phenomenon to which cognitive and affective are inad-
equate classifications. Both are involved in trust. John Weckert pro-
vides such an account, which he himself calls a ‘seeing-as’ account of
trust. A trusts B then means that “A sees B’s behaviour as trustwor-
thy” (Weckert, 2005, p.102). Weckert tries to capture both affective and
cognitive aspects in this definition. Regarding the former Weckert ar-
gues that seeing-as is stronger than merely believing, although it still
reflects a certain non-rational disposition of A towards B. Regarding
the latter he argues that seeing-as still includes a certain reasonability
for having this disposition.

Weckert’s account is not a final account in the sense that it for once
and for all determines the correct bases for trust. Taddeo (2009) finds
that his account fails to explain the emergence of trust in cyberspace
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and its role in online interaction. In response to that I believe that
Taddeo does not do right to Weckert because she largely ignores the
cognitive side of his account, but that is a different discussion. What
I want to take away from this subsection is that there are multiple
categories of possible bases of trust. Based on (a mixture) of such ac-
counts trustors decide to trust, to subsequently enjoy the prudential
value of that. In the final section of this chapter I will discuss how
finally the decision to trust is made.

4.3 the leap of faith

Up until this point I have discussed the functions of trust and the
bases of trust. In the sections dedicated to these subjects I have re-
ferred to the same sources, which might make one wonder why I did
not just discuss these articles one after another. The reason for this
is that I find it important to emphasise the different aspects of trust.
Most authors who develop a theory of trust (rightfully) spend time
on discussing both functions and bases of trust. However, in these
theories of trust in cyberspace no serious attention is being spent to
how people get from having bases of trust to reaching the state of
trust from which the functions of trust follow. Rather, this step is be-
ing dismissed as merely ‘deciding’ to trust. I have borrowed the terms
functions of trust and bases of trust from Möllering (2001), who dis-
cusses precisely this issue, what links bases of trust to values of trust.

His main trouble with many prevailing theories of trust is that they
presume a strong link between the bases of trust and the state of
trusting, as if the one naturally flows over into the other. Sticking
to the conception that trust turns uncertainty into risk, this would
mean that that transition of states happens conveniently without a
fuss. Möllering opposes such a course of events and develops a no-
tion of trust that reverts back to writings by 19th-century philosopher
Georg Simmel. This Simmelian notion of trust argues that bases of
trust are connected with functions of trust through a leap of faith
by the trustor, and describes the nature of that leap of faith. In this
section I will introduce Guido Möllering’s Simmelian notion of trust,
which will serve as a framework that I will use later on to argue
how I think trust can be promoted in cyberspace. The framework ex-
ists of three steps, namely interpretation, suspension and expectation.
These steps cover the bases of trust, leap of faith and functions of
trust respectively. Möllering uses the metaphor of a valley to describe
the trusting process, with a gorge that separates the land of interpre-
tation from the land of expectation. Getting from the former to the
latter requires a “mental process of leaping – enabled by suspension
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– across the gorge of the unknowable” (Möllering, 2001, p.412).

The land of interpretation is where people develop their good rea-
sons to trust. Möllering uses the term ‘good reasons’ to describe in-
terpretative trust bases. Trustors start trusting trustees if they have
good reasons to do so. What constitute good reasons depends on the
person and the moment, and can comprise different types of bases.
Simmel already identified what I have elaborated upon in the section
on bases of trust, namely that there are multiple possible categories
of bases of trust. These are not just solely rational, but can be affective
as well and mostly are a combination of the two. In that sense bases
of trust are (as Simmel would have put it) weak, because what makes
bases of trust into good reasons cannot be hardly determined. Möl-
lering asserts that the “quest for a single best way of mapping trust
bases is ultimately futile” (Möllering, 2001, p.412). This is why he
calls this approach to trust hermeneutical and why this step is called
‘interpretation’, for hermeneutics is the theory of interpretation and
understanding of a person’s motives.

When trust has been established, the trustor is in “a state of favourable
expectation regarding other people’s actions and intentions” (Möller-
ing, 2001, p.404) from which the various functional consequences can
follow that I discussed in the section on functions of trust. What is
interesting to note is that according to this theory, after the state of
favourable expectation has been reached, “the process continues and
the land of expectation becomes the land of interpretation from which
the gorge will soon need to be crossed again” (Möllering, 2001, p.414).
I will be using this later, arguing that trust in a system can be achieved
through step-by-step trusting its constitutive parts.

Finally, the crossing from the land of interpretation to the land of
expectation is where the magic of trusting seems to take place. Möller-
ing calls this step suspension and it is where the leap of faith is made.
At this point the trustee has reached the point of having (personal)
good reasons for trusting although the outcome is still uncertain.
“Suspension can be defined as the mechanism that brackets out un-
certainty and ignorance, thus making interpretative knowledge mo-
mentarily ‘certain’ and enabling the leap to favourable expectation”
(Möllering, 2001, p.414). In the moment of suspension the trustor lets
go of control and turns to what Simmel calls “quasi-religious faith”
which he argues stands outside the categories of knowledge and ig-
norance.

With bracketing out uncertainty and ignorance Möllering means
acting as if the gaps of missing information and doubts of the trustor
and the potential dangers of trusting are unproblematic. It is a logic of



46 trust and well-being

‘despite’, ‘although’ and ‘nevertheless’, to deal with issues the trustor
might be aware of, but cannot penetrate or resolve fully. Bracketing
these vulnerabilities and acting as if they were resolved is the under-
lying idea of suspension (Möllering, 2006, p.115). It is arguable some-
thing we already start learning in infancy through dealing with the
lack of control we have over the presence and absence of caretakers.
We are not constantly aware that we take leaps of faith, but although
they “may not be made consciously, they are not made unwillingly
either” (Möllering, 2006, p.119), which means that suspension has a
strong element of agency. This is to say that trusting is not an act of
giving up or surrendering to fate, but an operation of the will of the
trustor.

— ∞ —

In this chapter I have discussed the main points in academic re-
search on trust in cyberspace. I have ordered the discussions in accor-
dance with the three parts of Möllering’s Simmelian notion of trust
(although not in the same order). I began with discussing the func-
tions of trust, which answers to the why-subquestion of this thesis. In
this section I introduced intrinsic values of trust, instrumental values
of trust and virtuous and vicious circles, listing many ways that trust
adds to well-being in cyberspace. After this I turned to the bases of
trust, where I showed how after initial scepticism by academics the
possibility of trust in cyberspace has been embraced. Subsequently
I introduced different accounts of trust in cyberspace and how they
can be categorized as either rational, affective or phenomenological
accounts. In the last section of this chapter I introduced the leap of
faith that connects the bases with the function of trust and described
how this happens through suspension.

The literature and concepts I introduced in this chapter will serve
as a foundation to the notion of trust in cyberspace that I will develop
in the next chapter.
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R E G A I N I N G T R U S T I N C Y B E R S PA C E

After having put in place the necessary building blocks in the previ-
ous chapters, I am finally in position to write down my conception of
trust in cyberspace. This is an answer to the how-subquestion of my
thesis:

How should trust be established in cyberspace?

I will begin this chapter with a short recapitulation of the key
concepts I have introduced earlier. These are my characterization of
cyberspace, why trust as security is a misconception and counter-
productive to well-being in cyberspace and the Simmelian notion of
trust with its emphasis on the leap of faith. After that quick refresh-
ment of key concepts I will fuse them together to form my notion
of trust in cyberspace. The core idea of this notion is that overall
trust in cyberspace is the amalgamation of a myriad leaps of faith
from node to node. Explaining that view will be the next part of this
chapter. This explanation will bring us to trust enhancing measures that
strengthen bases of trust. Here I will return to security measures, ar-
guing that their proper place is serve as trust enhancing measures at
the edges of the network. But first, now, let me recapitulate the key
concepts of the previous chapters.

5.1 recapitulation

The three key concepts that will combine into my notion of trust in cy-
berspace have each been introduced in a dedicated chapter. In Chap-
ter 2 I argued why formulating a definition of cyberspace is prob-
lematic and as an alternative provided a characterization of cyberspace.
Subsequently, I turned to trust as security in Chapter 3 and explained
why this conception of trust is counter-productive to well-being in
cyberspace. After this, in Chapter 4 I turned to performing a philo-
sophical analysis of trust. The take-away from this chapter was the
Simmelian notion of trust that consisted of three steps: interpretation,
suspension, and expectation. Let me now shortly refresh the ideas be-
hind these three principles.

Cyberspace is not a fixed phenomenon, but an ever evolving and
expanding environment. It combines cognitive, logical and physical
aspects. Reverting back to three principles from technical network
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design (the concept of a network of networks, the idea of layers that I
transformed to nodes and the end-to-end principle), I characterized cy-
berspace as follows:

Cyberspace is a decentralized network of networks consisting of nodes that
are either of a content, logical or physical nature, where complex particular
functions should be implemented near the endpoints

The grand network is the union of all circuits. A circuit represent a
certain use case that cyberspace has for a user and consists over inter-
connected nodes. Nodes come in three categories, they are either of a
content, logical or physical nature. Nodes can be part of many differ-
ent circuits, it is through such overlapping that all circuits combine
in the grand network of cyberspace. If someone wants to implement
specific properties (such as security), that should be done close to the
endpoints, so the core of cyberspace stays agnostic to all the particu-
lar (and potentially conflicting) wants of users.

Trust as security is the idea that security mechanisms can provide
the certainty that people wish to have before they using cyberspace.
Although security or more specific attributes such as confidentiality,
integrity and availability are important requirement for many activ-
ities in cyberspace, it is a wrong idea to substitute trust for security.
Not only is security in this sense not a form of trust but a lack of
trust, it also has the danger of leading to securitization of cyberspace.
This is because of the security-dilemma: the security of one can be
the insecurity of the other. Due to a lack of trust this can lead to a
vicious circle that in the first place does not even increase the secu-
rity of its participants, but more importantly is counter-productive
towards the well-being of as many people as possible in cyberspace.
Therefore, prudence is required with regards to how and what secu-
rity measures are introduced in cyberspace.

Potentially, cyberspace is a great means that can have prudential
value to many humans. However, in order for this potentiality to ma-
terialize, people need to feel like they can trust cyberspace. Follow-
ing the Simmelian notion of trust, I split the phenomenon of trusting
in three, from interpretation to suspension to expectation. More con-
crete, these phases are represented by the formation of bases of trust,
the leap of faith, and execution of functions of trust. Trust is an ongo-
ing process, after the land of expectation has been reached it becomes
the new land of interpretation for the next trust question.

With this all fresh in mind again, I want to turn to taking the first
step in formulating my notion of trust in cyberspace. This is the de-
termination of where in the process of using cyberspace questions of
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trust arise and how these are solved.

5.2 leaping from node to node

The big question about trust in cyberspace is where the trust ques-
tion takes place. What is it that must be trusted, before we say that
we trust cyberspace? Right away it is clear that it makes little sense to
see the trust question as a question about the system that cyberspace
is as a whole. This would make trust in cyberspace a binary question,
where you either trust it as a whole, or not at all. Both answers would
have undesired consequences. Those who trust it as a whole could
soon fall prey to all sorts of scams, those who do not trust it at all
would throw out the baby with the bathwater and miss out on many
affordances that have prudential value. Instead, what we need to find
out in order to maximise the potential of cyberspace without falling
victim to actors with bad intentions, is what the right level and place
is in cyberspace to pose the trust question.

My claim is that the question of trust is best answered at the level
of nodes, more precisely at the transition from node to node in a
circuit. Further along in this section I will explain and illustrate this
claim, but first I will shortly spend some time on the concept of levels
of abstraction, of which the challenge of finding the right place to ask
the trust question is an example.

The concept of levels of abstraction has its roots in formal methods
which is a branch of computer science. Floridi (2011) has taken it and
turned it into the main method of his philosophy of information. The
method of levels of abstraction is a method to perform a conceptual
analysis on a system. It is an epistemic method, by which is meant
that it is a method to gain knowledge about the system, so it does not
make ontological claims about what that system is (Van Leeuwen,
2014, p.16). Levels of abstraction refers to the idea that a system can
be conceptualised on different levels in a hierarchy. The higher the
level, the abstracter the description of the system. Details might seem
to get lost when abstracting to a higher level, but properties of the
system that did not make sense at a lower level might become visible.
For example, it makes little sense to talk about the architectural style
of individual bricks, but it does makes sense to talk about the archi-
tectural style of the building they form together.

Now to get back to the subject of my thesis, the question when
viewing the system cyberspace is at what level of abstraction is the
question of trust best placed. In my characterization of cyberspace I
have introduced three levels, from top to bottom: the grand network,
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the circuits and nodes. It is possible to go further down, although
the make up of those levels then differ between the different types of
nodes. For logical nodes for example one level of abstraction lower
would be to look at the software code of the node. As I stated already,
in my conception of trust in cyberspace the trust question is asked at
the level of nodes. In other words, according to me the question: do I
trust cyberspace? amounts to asking: what nodes do I trust? Per node
then a leap of faith in the Simmelian sense needs to be made.

By placing trust at the level of nodes, I introduce a certain flexibil-
ity in trust in cyberspace that matches the flexibility of my charac-
terization of cyberspace. This breaking down of the question of trust
in cyberspace into many questions of trust in individual nodes has
strong explanatory power. It can explain why we do trust cyberspace
in some cases and do not in others, because in the case of lack of trust
(where the leap of faith is not made) it allows to pinpoint the node(s)
where it goes wrong. This would not be possible if I placed the trust
question at the level of circuits. Although it would already provide
a bit more leeway than placing it at the level of the grand network
(I started his section by explaining why that would be worthless), it
could quickly render cyberspace useless for those with an above aver-
age inclination to paranoia if they deem some circuit untrustworthy
without further specification why so. It would also make it difficult
to find out why some people do trust a certain circuits why others do
not. Both cases require references to nodes that make up the circuit,
which is another way of saying that the level of nodes is the better
level to talk about trust. Putting trust in a level lower than nodes
would be problematic for a different reason: as I already explained,
the constitution of the layers under nodes differ between the different
types of nodes. This would make it very difficult to make compar-
isons regarding the trustworthiness of nodes of different types. My
fear is that this would complicate the trust question more than that it
solves anything. Let us instead turn to the next section where I will
try to make my conception of trust in cyberspace more clear. I will do
this by articulating it in a shared vocabulary of my characterization
of cyberspace and the Simmelian notion of trust, with an interwoven
example of mobile banking.

5.3 how leaping works

The question of trust in cyberspace is a question of trust in its consti-
tutive parts. In the most abstract level, cyberspace is a grand network
that is the union of a myriad of circuits. circuits represent the differ-
ent use cases that users have of cyberspace. This level accommodates
the diverse meanings that cyberspace has for individuals. One level
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lower, circuits are made up of nodes, that form a path between the
user and his destination in cyberspace. The nodes are the stepping
stones of such paths. Each node can be part of many circuits, or in
other words, each stepping stone can belong to many paths. When
a person wants to do something in cyberspace, such as mobile bank-
ing, then there is a corresponding circuit connecting the user and
his bank’s online environment. Mobile banking is then one (of po-
tentially many more) meaning(s) that cyberspace has for that user.
Since there are some dangers to banking, the user is faced with the
question whether he trusts cyberspace or not. In this case with this
meaning of cyberspace (a place for mobile banking) that trust ques-
tion comes down to: do I trust the nodes that form this circuit and
connect me to my bank? With every transition from node to node in
the circuit or every leap from stepping stone to stepping stone, the
question is raised whether the user deems the next node trustworthy.
Only if he trusts all nodes he is able to bank mobile, which brings a
lot of convenience compared to the limitations of banking at a physi-
cal location with confined opening hours which has prudential value.

Seeing a transition from one node to another as a leap from step-
ping stone to stepping stone shows how I want to fit in the Simmelian
notion of trust. A circuit starts with a content node, the digital repre-
sentation of the user itself. Implicitly I take for granted that the user
trusts itself. Then before leaping to the next node, the user is faced
with the question whether his bases to trust the next node are strong
enough. Remember that this is hermeneutical, e.g. it depends on the
interpretation of the user. In case the user finds the bases to be strong
enough he decides to make a leap of faith and trust the node. Now he
is one step closer to his destination (the online banking environment)
and the whole trusting exercise repeats, or as Möllering called it, the
land of expectation becomes the land of interpretation. This process
of trusting using leaps of faith continues for all nodes in the circuit
until the leap to the last stepping stone is made. If indeed the last
node is successfully reached and the trust question can be positively
answered with the constrained that the answer is limited to this in-
stance of this use case: yes, the user trusts cyberspace.

This is in essence my conception of trust in cyberspace. However,
in the description above I assumed that every step went as desired.
There remains more to say about leaping from node to node. Firstly, I
already emphasised again that leaping is hermeneutical, which meant
that it depends on the interpretation of the user if the bases of trust
seem trustworthy enough to take the leap of faith. This means that
different users that traverse circuits with a shared node can make a
different decision about whether they trust that node, even if they
have the same bases of trust. In fact, even the same user can make a



52 regaining trust in cyberspace

different judgement at a different moment for the same node. It is a
good thing that my conception of trust in cyberspace has this prop-
erty, for it does right to the importance of individual meaning giving
that is central to my characterization of cyberspace.

A second remark is about what happens when somebody encoun-
ters a node he does not trust. At first instance then, it may seem that
it is very unfortunate for the user, but his desired usage of cyberspace
cannot go through. However, because it is possible to pinpoint what
the untrusted node is, it might be possible to circumvent this node.
This would mean that the user tries to find another route to the de-
sired endpoint. Imagine the situation were someone is in a coffee bar
and watching movies on his smartphone. Because movies can require
quite an amount of data, the user makes use of the free WiFi offered
by the coffee bar. This WiFi connection is then a node in his circuit
for watching movies online. If later he wants to do mobile banking
though, he might not trust the WiFi connection as a node in his mo-
bile banking circuit, for somebody could be snooping on the connec-
tion (which is not really a problem in the case of funny cat movies).
Here he could stop and decide not to mobile bank now, but he could
also decide to turn off WiFi and connect using his mobile data con-
nection. This circuit shares many nodes with the former, except the
connection is a different node — one the user does trust. This too is
a positive property of my conception of trust in cyberspace, one that
demonstrates that it has a good fit with the dynamism of cyberspace.

Thirdly, what if a user decided to take a leap of faith that turned
out to be unjust? For example when a user is connecting to his bank’s
online environment and it turns out someone was snooping on the
connection and stole the user’s login credentials. Unjustified trust is
indeed problematic, for it is harmful to users and might make them
wary in future situation which could limit their usage of cyberspace
and thus indirectly have negative prudential value. Therefore it is im-
portant to at once minimize the impact of unjustified trust (such as
through two-factor authentication in mobile banking) and at the same
time minimize how often trust is misjudged by taking measures that
enhance trust. This is where I see the proper role and vindication of
security technologies and policies in cyberspace. I will elaborate on it
in the next section, after a last remark about my conception of trust
in cyberspace.

This fourth and last remark is a practical note to my conception.
When people use cyberspace they are not consciously making leaps
of faith all the time, but as Möllering already mentioned, not unwill-
ingly either. Most of this leaping happens unconsciously, especially
over paths that users have used before, such as when visiting a news
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site. Still every now and then the question of trust arises. This can
be in general cases, for example through the Snowden files or when
there is news about privacy leaks. Such cases can prompt people to
revaluate the nodes they have considered trustworthy for a while.
Also in specific cases the trust question can become one that must be
answered consciously, for example when sensitive data is involved
as in the banking over WiFi example, or when somebody tries some-
thing in cyberspace he has not tried before.

I have now presented my conception of trust in cyberspace and
tried to clarify it by using examples. I have shown that in my charac-
terization of cyberspace the level of nodes is the right level of abstrac-
tion to place the trust question. I have fused the Simmelian notion of
trust to the transitioning from node to node in a circuit and visualized
it as a leaping from stepping stone to stepping stone in a path from
the user to its destination in cyberspace. Every next node is reached
through a small leap of faith, if every node is deemed trustworthy
then that circuit and its corresponding meaning of cyberspace is at
that moment deemed trustworthy. Furthermore, I have provided four
more remarks regarding my conception of trust in cyberspace. In the
next section I will elaborate on one of those, the vindication of secu-
rity as a trust enhancing measure at the edge of the network.

5.4 security proper

As I have hinted a few times already, my dismissal of trust as secu-
rity is not a dismissal of security in total. In Chapter 3 I introduced
the term security proper to refer to more modest role that I see for
security in promoting well-being in cyberspace. Security proper pro-
motes well-being in two ways that are not fully distinct, but worth-
while to explain separately. Firstly, security proper enables services
in cyberspace that are otherwise not possible, secondly it serves as a
measure to enhance trust in cyberspace.

Security proper includes information security, which was the tech-
nical approach to security. Through attributes made possible by such
technologies, security proper enables many services to be implemented
in cyberspace. In the previous section I already provided the example
of mobile banking, which has prudential value over normal banking
because it overcomes limitations regarding opening hours and the
need to physically go to a specific location. Mobile banking is not
possible if the properties of confidentiality, integrity and availability
are not guaranteed. This illustrates why in order to reap some of the
benefits that cyberspace can offer, such properties (there were more,
such as those of the information assurance and security octave I re-
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ferred to) must be assured. This is what security proper does. It is
about security technologies and policies that enables users to use cy-
berspace for all sorts of things and protects them against criminality
and other abuse. In this way, security has a positive impact on well-
being in cyberspace and should be promoted. Governmental activities
that realize the social contract in cyberspace in such a way, for exam-
ple through computer emergency response teams (CERTs), to protect
their citizens against malicious hackers, malware, swindlers et cetera
are to be encouraged (because it is clear that they are of inescapably
defensive nature). In this sense, trust also does not trump security:
my thesis should not be interpreted as a calling on the removal of
username and password based authentication systems or something
of that nature. Such login systems allows people to know that they are
really talking to their friends on social network sites, just as encrypted
email allows interaction between political dissidents and auditable e-
commerce systems enables people to judge what online stores are
dependable. The list of how proper security has prudential value is
endless.

The second way in which security proper is of prudential value to
well-being in cyberspace was already touched on in the third remark
regarding my conception of trust in cyberspace. It is how (proper)
security technologies and policies can work as trust enhancing mea-
sures. If a user is faced with the question if he trusts the next node in
a certain circuit, he will evaluate the bases of trust he has and based
on his interpretation of those bases decide to leap or not. Trust en-
hancing measures in this context are technologies or policies that can
affect or themselves serve as bases of trust. Regarding mobile banking
I provided the example where a user did trust his mobile data con-
nection, but not the public WiFi connection. That is a technological
example, but it can be based on policies too, such as online market-
places where users have to be verified (using e.g. a phone number or
credit card) before trading is possible. Such verification can be inter-
preted by many as a guarantee that enhances trust. If such a measure
is decisive for trusting a node and through that a certain circuit, it is
of great prudential value.

Implementations of information security attributes that are part of
security proper are good examples of technologies that can serve as
trust enhancing measures. As argued before, guaranteeing confiden-
tiality through data encryption can be key in a political dissident’s
deciding to use cyberspace to be in touch with other dissidents. But
there are many more measures that can be taken to enhance trust.
Cyber diplomacy could lead to treaties that limit governmental ac-
tivities in cyberspace such as snooping on emails, which people can
interpret as good reasons to self-censor less than before. Businesses
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can let independent parties audit their IT systems, to convince (poten-
tial) customers to use their services because the customers know the
company protects their data well. There are endless possibilities, the
challenge is to come up with convincing measures that as many peo-
ple as possible will interpret as good reasons to trust, thus leading to
having the most added prudential value as possible. The best way is
to come up with measures that work as virtuous circles as described
in Chapter 4. Since the interpretation of bases of trust by people can
change, winning their trust is a never-ending process. Virtuous cir-
cles allows existing trust to reinforce itself through positive feedback
loops. This results in the long-term establishing of trust, which has
great prudential value.

— ∞ —

In this chapter I have addressed the how-subquestion, by introduc-
ing my notion of trust in cyberspace. I have introduced my notion
that bases trust in cyberspace on leaping from node to node and sub-
sequently proceeded explaining its workings and in particular dis-
cussing its implications, with special attention to the role of security
proper. Having finished this means I am ready to conclude my thesis.





6
C O N C L U S I O N

In the last four chapters I have elaborately detailed my analysis of
trust in cyberspace. This makes that I am now ready to conclude this
thesis in this final chapter. I will begin by answering the research
question. Subsequently I will describe the normative implications of
my work and connect this with an outlook at what could be next in
future work.

6.1 conclusion

In the introduction I began describing the problem statement that I
was concerned with for this thesis in an informal way. I am concerned
with the fate of cyberspace and want to prevent it from collapsing un-
der the weight of its own success. Concretely put, the problem that
I am concerned with is that because cyberspace is so successful, the
stakes are getting higher in clashes of interests and other cyber con-
flicts, which could be the cause of effects that undermine the original
success factors of cyberspace. The point of my thesis was not merely
raising this concern, but addressing it by analysing what the sources
of the described problem are and suggesting a way to overcome it. In
order to do that I turned the problem statement into the following
research question:

research question : Why, where, and how should trust be estab-
lished in cyberspace?

This research question consists of three questions regarding the estab-
lishment of trust in cyberspace in one. Those three questions where
the three subquestions of this thesis and in the order that I discussed
them where the following:

subquestion 1 : Where should trust be established in cyberspace?

subquestion 2 : Why should trust be established in cyberspace?

subquestion 3 : How should trust be established in cyberspace?

After having first spent a chapter to describe my characterization of
cyberspace, I spent a chapter per subquestion to describe what the
issue behind that subquestion is and how to address it. In the reca-
pitulation section of the previous chapter I already summarized the
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contents of the chapters before, so that should all be fresh in mind. I
will now turn to formulating an answer to the research question that
combines all major insights of this thesis:

research question : Why, where, and how should trust be estab-
lished in cyberspace?

answer : The establishment of trust in cyberspace is important be-
cause it has positive prudential value to the well-being of users
in cyberspace. It is not to be confounded with security, for that
have counter-productive effects due to the inherent bias in secu-
rity. Within my characterization of cyberspace as a network of
circuits comprised of nodes, the trust question materializes at
the leaping from node to node, but it is not always answered
consciously. The attributes of security proper are implemented
at the edges of cyberspace and can serve as trust enhancing
measures.

6.2 normative implications & future work

I have now provided an answer to my research question, but so far
it is only a theoretical answer. What must happen next to actually
achieve the establishment of (more) trust in cyberspace covers both
the normative implications of my results and provides an outlook for
future work. The final remarks of my thesis cover those.

For those who endorse my reasoning in this thesis and who are
committed to promoting well-being in cyberspace, it follows that
trust in cyberspace must be established as much as possible. Since
cyberspace is a decentralized network, this implies a shared respon-
sibility of all actors who have influence on some nodes in cyberspace.
This actually includes every user of cyberspace, since their digital
representations are content nodes, and indeed people are responsible
for the trustworthiness of their digital representation. But the closer
to the core a node is (e.g. the more circuits it is part of), the bigger
the responsibility of the actor(s) that can influence it. This responsi-
bility means that the actor(s) should take such trust enhancing mea-
sures, that in the interpretation of as many users as possible the node
should be deemed trustworthy enough to make a leap of faith, for
this maximizes the promotion of well-being in cyberspace.

Devising trust enhancing measures that make nodes trustworthy
for as many people as possible is far from trivial. Not only do people
interpret bases of trust differently, but as we have seen there are many
clashes of interests in cyberspace. Coming up with trust enhancing
measures that stay agnostic to them is quite intricate. This is what I
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believe to be the main challenge of future work. I have no doubt that
my theories can be refined, but what would be most beneficial is fu-
ture work that takes a practical turn and investigates how the norma-
tive implications can be made concrete for governments, businesses,
individual users and all other types of actors in cyberspace. For gov-
ernments this could concern matters of cyber diplomacy, but also how
to align their national security interests with the personal interests of
users in cyberspace. For businesses this could entail amongst others
how to design their systems so that they are deemed trustworthy by
as many people as possible, which is good for both the business and
(potential) customers. And for individual users, especially those who
are not too technologically well-versed, it could be beneficial to learn
how to make proper judgements about the trustworthiness of nodes.
Step-by-step this would allow cyberspace to live up to its promises.
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