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ABSTRACT

Present day society is heavily shaped and influenced by the work-
ings of algorithms on multiple levels. Near-ubiquitous in any data-
processing operation, algorithms play an important role in diverse
topics spanning virtually everything that is happening on the inter-
net and in wider computer sciences, governmental data collection
and processing, financial markets, health-care and medicine develop-
ment, educational settings, etc. A large number of activities taking
place in these spheres would be impossible without the use of algo-
rithms, and parts of them would never have been developed without
the increase in automation, efficiency and scalability algorithms offer.
At the same time, a tension has arisen between their prevalence and
the level of understanding of their functioning. This thesis aims to
provide insight into the effects of algorithmic applications, and un-
pack the ‘black box” of their operations by questioning their status as
neutral tools or technologies. This approach will be taken specifically
by focusing on the ethical implications of algorithms, which will be
evaluated along two lines that correspond to the ethical traditions of
consequentialism and deontology. The first of these two lines, conse-
quentialism, will elucidate how current applications of algorithms —
including the aforementioned technologies and fields which they pro-
pel — have negative consequences. In this section, a theoretical frame-
work outlining the structural ways in which practical algorithmic
functioning produces adverse effects will be introduced, after which
a number of examples will be given to illustrate the current state of
affairs and concomitant real ethical issues. After this, a number of
ways to counter these dynamics will be provided, notably geared to-
wards measures to increase awareness, accountability, and balancing
power-relations. The second line of exploring the ethical dimension
of algorithms, deontology, will move the analysis away from practi-
cal concerns, towards evaluating the choice for accepting the required
conditions for algorithmic processing fundamentally. That is, in order
for algorithms to be capable of functioning properly, a certain lens or
epistemological stance needs to be adopted, which in itself can be eth-
ically contestable. The relevant conditions will be stated, constituting
the theoretical component, after which again a number of examples
will be introduced to illustrate this dimension’s pertinence. With this,
the main aim of informing continued discussion on multiple levels to
address the raised issues is achieved.
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INTRODUCTION

Present day society is heavily shaped and influenced by the work-
ings of algorithms on multiple levels. Near-ubiquitous in any data-
processing operation, algorithms play an important role in diverse
topics ranging from virtually everything that is happening on the in-
ternet and in wider computer sciences [9], to health-care and medicine
development [71], traffic (control) (cf. [60] [104] [126] [38]), meteoro-
logical models [98], financial markets [76] [77], educational settings
[105] [68] etc. A large number of activities taking place in these
spheres would simply be impossible without algorithms, and parts
of them would never even have been developed to begin with. By
extension, many of the artefacts we interact with and through, such
as mobile (smart) phones and computers, rely on the workings of ag-
gregates of algorithms in a variety of ways, generating large amounts
of data that are in turn algorithmically processed. The development
of these algorithms and their applications has opened up many new
possibilities through increasing efficiency, ease of use, and the cre-
ation and analysis of large datasets. Increasingly, algorithms have
also come to influence and shape the way we inform ourselves [73],
and in turn how to evaluate the processes that themselves are reliant
on algorithmic processes [50]. Algorithmically sorted search results
and complex statistical models® are two prime examples of how not
only parts of content itself are generated algorithmically, but its status
and functioning are further ordered, analyzed and evaluated by algo-
rithms. It is not a coincidence that such widely varying fields rely on
algorithms, since algorithms are a vital building block required for
functioning. It is not a matter of (arbitrary) choice to use algorithms,
as there is no viable alternative in terms of technology to perform
the same functions in a comparably efficient manner. Algorithms, in
short,

At the same, a tension has arisen between their prevalence, and
the understanding of their functioning. Algorithms have developed
into a sort of “myth” [11] [128], with being called a “new kind of
object, intermediator, gate-keeper and more..."”[48], serve as “path-
ways through which capitalist power works” [85], “play a critical role
in producing and curating our communications and shared culture”
[109], and stand for how “rules of rationality replaced the self-critical
judgments of reason”. The gap between these two realities arises in
no small part from the fact that — their pervasiveness notwithstand-
ing — the question of what an algorithm precisely is has no trivial

“

Which inform, e.g. “...education, markets, political campaigns, urban planning,
welfare, and public safety.” [128]



answer. Donald Knuth, widely regarded an expert in the field of al-
gorithms [127] [32] [92] remarked that, when trying to offer a proper
description of algorithms, “Of course if I am pinned down and asked
to explain more precisely what I mean...I am forced to admit that I
don’t know any way to define any particular algorithm except in a
programming language”. Others, such as Gurevich [59], have even
argued that because the notion of ‘algorithm’ is expanding, any hard
definition will necessarily rapidly find itself outdated. Despite these
difficulties, there are general characteristics both to algorithms them-
selves, and to the range of applications they are suitable for. In their
most basic form, algorithms are self-contained sets of defined oper-
ations to be carried out. This entails that, in each form, they are
involved in a relation of translation, where input and output differ
as per the algorithm’s specifics. Algorithms, however, not only serve
to translate and produce data, they also necessarily come with a cer-
tain logic, a lens through which to view, structure and approach any
given situation, because of the operations that are (to be) carried out.
Whereas in some cases this results in rather unambiguous benefits
such as in the case of faster medical diagnoses [71], adverse effects
can creep in. For example, to stay in the medical setting, it has been
shown that researchers can have solid, rational reasons for designing
different algorithms for the same purpose of image analysis, depend-
ing on pre-existing values [81]. In this way, algorithms codify such
pre-existing values and lend it a sheen of rationality and neutrality.
Thus, we see that the mechanisms of translation of data and delega-
tion of responsibility, coupled with the lack of clarity in what algo-
rithms exactly are, pose serious challenges to contemporary scholars
[128], notably Work on tackling these challenges has been undertaken
from a number of different angles, where [50] [5] have taken a soci-
ological approach; [22] [58] have looked at legal impacts; others (cf.
[109] [94] [5] etc.) have focused specifically on the ethics of algorith-
mic functioning. This thesis builds on this existing body of literature,
and aims to combine and deepen the analyses. Specifically, the goal is
to explore two different ways of looking at algorithms, (a) first, prac-
tically, assessing its current functioning from a consequentialist norma-
tive ethical viewpoint, and (b) fundamentally, moving away from the
practical critique of consequentialist approach and analyzing the eth-
ical component of algorithms from a deontological perspective. Hence,
the focus will first be on looking at algorithms as a technology and
artefact: specifically, how they are currently employed and being de-
veloped, and what the drawbacks of this are. This is not to neglect or
deny the clear benefits that accompany algorithmic applications, but
serves to clarify the ethical dimension by unpacking algorithms as
value-laden instruments with potential adverse effects. Here, the con-
cept of dual-use technology will be instrumental in capturing both
the positive and negative potential of algorithmic functioning, given



the current consequences. The second dimension this thesis will de-
velop is to look at algorithms as a mode of thinking and structur-
ing, or as an epistemic technology. Here basic tenets of algorithms
will be presented, as well as the limits of algorithmically approach-
ing any situation, that is, the desirability to impose the necessary
conditions for an algorithmic approach in any given instance will be
under scrutiny. Through the combination of these themes, this thesis
aims to contribute to an understanding of how the “algorithmic turn”
[94], or “algorithmic culture” [112] can be understood from an eth-
ical perspective, and offer recommendations on both how to frame
the developments practically, as well as fundamentally. In the final
section, after having established that algorithms do in various ways
produce ethically debatable issues, a short discussion of a number of
promising directions for future research will be given. This includes
whether or not algorithms are as a consequence moral agents. The
answer to that question depends on the conceptualization of the re-
lation between technology/artefacts and humans. While it is beyond
the scope of this thesis to address this question completely, the given
overview serves to show that the dynamics analyzed in this thesis can
be applied in a discussion on such topics, regardless of which stance
is adopted. Moreover, the idea of stigmergy, a notion from ecology
and biology, will be discussed to see how recommender-algorithms
can be understood by introducing methods from other disciplines.
Finally, a short look at how transformation in the labor market are ex-
pected due to the increasing implementation of algorithms replacing
human (cognitive) labor.

0.1 RESEARCH QUESTION AND GOALS

As clarified in the previous sections, there are different levels at which
algorithms have impacts that are worthy of examination. The issues
that this thesis will be dealing with can be formulated in the following
main research question:

Research Question. What are the ethical implications in practical and
fundamental terms of the use of algorithms?

The following sub-questions are important to fully answer this ques-
tion:

1. What are algorithms and how do they function?

2. What are current applications of algorithms and what are the ethi-
cal consequences of these?

3. What are the effects of electing an algorithmic approach, regardless
of practical implementation?



0.2 CHAPTER DIVISION

The thesis will begin by introducing the reader to what algorithms
are in a number of complementary ways. Having established a foun-
dation, current applications of algorithms will be assessed using a
consequentialist approach. Following this, a deontological analysis
of the theoretical possibilities of algorithms will be undertaken. Fi-
nally, a number of recommendations for future research will be given,
flowing out of the preceding chapter. In the overview below, the
numbers in parentheses indicate their relevance to the corresponding
sub-questions of the previous paragraph.

CHAPTER ONE: WHAT ALGORITHMS ARE (1,2,3) This chapter
will consist of a number of different ways to view algorithms, which
combined are sufficient for reaching sensible answers to all the re-
search (sub-)questions stated above. The methodological choice for
introducing multiple different views over one (working) definition has
been made because the latter would be too confining, whereas the dif-
ferent approaches are chosen specifically to facilitate subsequent anal-
ysis. The chapter will cover algorithms (a) historically, (b) through
natural language descriptions, and (c) from the perspective of the
philosophy of computing. Note that the emphasis is on algorithms
themselves, and the ethical evaluation of algorithms in their relation
to people will feature in the following chapters.

CHAPTER TWO: APPLICATIONS AND IMPLICATIONS (2) Having
outlined what algorithms are, the focus will be on how algorithms are
currently functioning in society. A number of different ways in which
algorithms have an impact will be discussed, and an ethical consequen-
tialist framework will be introduced to assess these impacts. It will
be concluded that algorithms are a dual-use technology, with clear
benefits in some areas, and problematic aspects in others. To rem-
edy some of these problems, an informed reflection on the unintended
consequences of algorithms is urged.

CHAPTER THREE: THE ALGORITHMIC CHOICE (3) Whereas Chap-
ter Two focused on current application of algorithms, this chapter
will focus on what kind of dynamics and translation algorithms fun-
damentally involve. Where all the ethical consequences in the previous
chapter could be called a practical critique, to be mitigated with an
improvement of the algorithm or the structure it is embedded in, this
chapter will argue that, deontologically, there are arguments against
the usage of algorithms regardless of how well it would be function-
ing. This argument results in the conclusion that certain tasks and
areas are fundamentally unsuited for algorithmic approaches, invit-
ing a discussion on possible alternatives.



CHAPTER FOUR: ALTERNATIVE AND FUTURE APPROACHES Hav-
ing established that algorithms are currently having a major impact,
and can be problematic on both the consequentialist and deontolog-
ical front, this chapter will look at a number of possible avenues for
future research. This will not be an attempt at being exhaustive, but
rather to give the reader an impression of possibilities, as well as
highlighting awareness of other approaches,accompanied by a short
rationale for leaving out in this thesis. The examples here will be
technological mediation theory, stigmergy and transformations of the labor
market.

CONCLUDING REMARKS This section will summarize the main
conclusions, and reiterate the answers to the research question and
accompanying sub-questions.

0.3 JUSTIFICATION

The contribution of this thesis comprises of two main elements. First,
to add to the existing and growing body of literature on the ethics of
algorithms. On this front, the contribution is made by analyzing the
multiple different ways in which algorithms can be claimed to have eth-
ically debatable impacts, instead of focusing on one type only, as is
often done in the literature to date. Moreover, whereas most current
literature does explicitly indicate that certain dynamics brought about
by algorithms have an ethical impact, this is rarely tied to any specific
normative ethical position. The second contribution is by extending
the analysis to the point that there are intrinsic properties of algo-
rithms theoretically that are ethically contestable. To the knowledge of
the author, an ethical analysis of algorithms has not been carried out
without reference to functionalist arguments, that is, by pointing out
that it is not bad coding, unintended consequences etc., but rather
a fundamental property of algorithms which makes them unsuited
for certain situations. This, then, calls for reflection on the extent to
which algorithms inescapably bring about effects that outweigh their
uses.

The rationale for exploring this issue in the manner proposed can
be found along two lines: (a) philosophically, and (b) through sci-
ence and technology studies. Furthermore, the choice for the two di-
vergent ethical frameworks has been made to highlight the different
ways in which algorithms can be argued to call for ethical delibera-
tion. See more on this in the section on methodological justification
below.

PHILOSOPHICAL JUSTIFICATION Given the large impact of algo-
rithms on society, and the projected increase in these effects, it has
become a serious concern for the (social) sciences to make sense of



their functioning. This thesis aims to contribute to an understanding
of specifically how the dynamics of translation — making everyday
phenomena into quantifiable input and output for and by algorithms
— coupled with the adoption of a specific lens — a way to view the
world that the algorithm produces and sustains — are playing out,
with special reference to ethical implications. Through this focus,
the aim is to develop insights that clarify and structure normative
positions to be taken with regards to algorithms’ present function-
ing, intrinsic qualities, and future developments. Algorithms have
an effect on epistemology insofar as they delineate ways of thinking
about subjects. Through this delineating, then, we see the algorithmic
trap where we find a situation where algorithms are shaping parts of
our lives in potentially controversial ways, but the ethical dimension
through which to evaluate these effects are in turn informed by algo-
rithms. This requires an analysis that looks specifically at the func-
tioning of algorithms, and how to evaluate this functioning without
resorting to its logic.

SCIENTIFIC AND TECHNICAL JUSTIFICATION  Algorithms are ex-
tremely prevalent technologies, underpinning many of everyday’s
practices. The reliance on their functioning is large, and expected
to grow. Given this reality, the black box of algorithms [128] [101],
paired with the question of what in fact an algorithm is, makes for
a case of relevance for this thesis. Critically, many developments in
science and engineering, such as Autonomous Vehicles [19], as well
as also quantum-experiments [82] are informed by the functioning of
algorithms. Thus, more than it simply being an active technology, it
is also embedded in the way that science and technology are being
developed and conceptualized, and are an explicit topic of research,
as well as a tool in research.

METHODOLOGICAL JUSTIFICATION An ethical analysis of algo-
rithms as proposed in this thesis concerns a number of core issues.
First of all, realizing that the choice for which ethical viewpoint to fo-
cus on has consequences for what kind of elements and dynamics will
be highlighted. The explicit choice for consequentialism to assess cur-
rent practices has been made because it represents a broad category
of ethical viewpoints placing emphasis on the normative properties
of actions and their consequences. Moreover, because there are many
varieties of consequentialism, adopting this view allows for multiple
interpretations and integration in future studies, making the analy-
sis and its conclusions potentially more useful. The second choice of
ethical theory has been deontology, to study what adopting an algorith-
mic lens or logic entails in principle. Deontology is often considered a
complementary ethical tradition to consequentialism, and places em-
phasis rather on adherence to rules and duties. This has the potential



to bring out the dynamics of algorithms regardless of how they are
functioning practically, looking at the theoretical ramifications of the
choice for using algorithms. Finally, with regards to moral status, the
choice has been made to leave the question — notably brought to the
fore by technical mediation theory [123] [121] [103] — of where agency
resides, and hence who moral agents are, open to further debate. Ex-
treme positions in this field are either that (a) artefacts (technologies,
in this case algorithms) are neutral tools, and cannot be claimed to
have agency (weak view), or conversely, (b) that artefacts actively
co-shape people’s being and behavior and have intentionality (strong
view). This is a very interesting and relevant debate, but for the goals
of this thesis, it will not be addressed directly. Instead, a middle-
ground position will be taken, with a small number of comments on
how the analysis could change given this debate in the section on
alternative approaches (chapter 4).



WHAT ALGORITHMS ARE

In order to be able to analyze the ethics of the functioning of al-
gorithms both in practical terms as well as fundamentally, it is im-
portant to understand what, in this thesis, is meant by an algorithm
to begin with, i.e. an ethical evaluation of algorithms hinges on a
proper understanding of the terms involved. While algorithms are
ubiquitous both in terms of their application as well as in narratives
surrounding these applications, texts dealing with these topics often
leave the question of what algorithms are unanswered [128] [127] [92].
Even in the cases where the issue is addressed, different contexts
often yield different conceptualizations, suited for that specific pur-
pose only. Moreover, the task of conceptualizing algorithms is far
from trivial, because of their multifaceted nature, as well as that the
notion is still developing and expanding [59]. Yet in order to develop
an overview of normative positions one can take on algorithms in
their current functioning, and as epistemic technologies fundamen-
tally, it is crucial to understand what algorithms are, and what they
can and cannot do. Therefore, instead of providing any specific, con-
fining definition, number of different ways to view algorithms will be
introduced here, that combined provide a secure basis for the analy-
ses required for answering the research questions presented in the
previous chapter. These different, complementary views will be, in
turn:

1. Historical — Exploring its roots and seeing that its present-day
usage has not emerged in a vacuum.

2. Natural language description — What can be said about algo-
rithms in terms of how they function.

3. Philosophical attributes — As a technology and method, what
principles are associated with its functioning.

With this, the explicit methodological choice has been made to avoid
attempting to artificially create clarity, creating an illusion of certainty
that does not exist, as well as being needlessly narrowing. It is instruc-
tive to realize that while this approach necessarily leaves out certain
aspects pertaining algorithms, yet it offers sufficient information for
reaching the intended goals. This method allows for the goals to be
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supported by the conceptualization, and, in turn, lets this conceptual-
ization derive its legitimacy from the intended goals as presented in
the previous chapter. This choice follows [11], where it is mused that
“[R]ather than decry the ambiguity around algorithms as a term of art,
perhaps we should embrace it.” In sum, this chapter will focus mostly
on algorithms themselves, where subsequent chapters put the dynam-
ics of algorithmic functioning in relation to people. This entails that
the actual ethical evaluation will not take place in this chapter, but
rather that this chapter serves to facilitate an informed assessment.
Thus, of the two axes that this thesis is composed of — possibility and
desirability — this chapter will be covering the first, enabling the work
of interpretation and evaluation in subsequent sections. This chapter
will contain very few examples, as most noteworthy examples will
be featuring in the sections where their relevance will be fit into the
ethical assessment.

1.1 A BRIEF HISTORY OF THE CONCEPT OF ALGORITHMS

The word ‘algorithm” is, etymologically speaking, linked to Abii Ja-
far Muhammad ibn Miisa al-Khwarizmi, a mathematician who wrote
the earliest known book on algebra in the gth century AD [24]. Al-
though he is often absent in western history books [6], the influence
of al-Khwarizmi on the development of mathematics is profound, in-
troducing not only the words for algebra, but also developing a large
number of notation-forms still in use today, as well as popularising
the adoption of so-called Arabic numerals [6] [112]. The final part
of his name, al-Khwarizmt — which translates to from Khwarezm, a
region east of the Caspian Sea in central Asia — has undergone a
“mangled transliteration” [112] to form the current Latinized word
algorithm. Variations of the word and concept appear in the English
language from circa the 18th' century, and it was only in the 20th
century that algorithm became the dominant form to denote a set of
procedures. The entering of ‘algorithm’ in the orthography used to-
day is, however, historically far from obvious, as originally the word
algorism denoted the same phenomenon, and was far more used. As
al-Khwarizmi’s work was translated in the 12th century to European
languages, it introduced novel methods of approaching problems of
arithmetic, gradually replacing methods relying on a counting table
or abacus. The type of algorithm that al-Khwarizmi describes is for
simple computations, for example for finding the value of x in equa-
tions such as x? + 10x = 39. Formally, this is called a classical sequen-
tial algorithm, which was “the only algorithm in use from antiquity to
the 1950s” [59], and in an elementary form part of everyday life. It
is, put simply, a plan involving a number of steps, a way of getting

Though Striphas [112] notes that the earliest known appearance can be found in
Chaucer’s Canterbury Tales, in the form of augrim.



from a to b, or from input to output. Thus, while algorithms can de-
note simple processes having taken place long before its formulation
or etymological roots, the reflection resulting in these mathematical
texts explicitly describing the process in abstract form is a milestone
in the development of formal mathematics.

The influence of the notion, as foreshadowed by the previous quote,
has long remained constant, illustrated by the fact that Knuth [8o0] has
remarked that “[b]y 1950, the word algorithm was most frequently
associated with "Euclid’s algorithm”’, a method for finding the great-
est common divisor of integers. This changed rapidly, however, with
a number of fundamental breakthroughs in the domain of theory of
computation, and the advent of electronic computer chips, capable of
performing specific tasks with immensely increased efficiency com-
pared to humans?®. The appliance of their combined new possibilities
spurred the development of a flood of different functions, going far
beyond simple sequential tasks for mechanically — that is, without
variation or changing of conditions — solving a mathematical prob-
lem. Algorithms are currently properly considered in the narrowest
sense a technology 3, with others expanding their view to “a partic-
ular form of decision-making...or an epistemology onto itself. Still
others take a more expansive view, conceiving of algorithms as a par-
ticular form of rationality, symptomatic of a general mode of social
ordering. And then there are those who see algorithms as a sociotech-
nical process.” [11] This thesis will use elements of each interpreta-
tion to bolster the analysis, as each interpretation offers distinct in-
sights. The development and embeddedness of algorithms, then, has
certainly taken off since the 1950s, currently permeating all electronic
technologies, as well as having revolutionized ways thinking about
and structuring the world.

1.2 NATURAL LANGUAGE DESCRIPTIONS

The sheer success that algorithms have enjoyed in a wide variety of
settings invites the question of what it is about them that is so useful.
This section will attempt to describe algorithms, in turn (a) by giv-
ing two separate accounts characteristics of algorithms in the general
sense; one classic and the other contemporary, and (b) by separat-

On this note, it should be clear that, following [48], it should be clear that this thesis
is concerned with a subset of algorithms, namely those performed electronically by
“computer chips”. “Computer” is here to be taken liberally, and does not necessarily
relate to PCs or similar artefacts. The underlying dynamics and methods are not
different, but these same processes carried out by humans are not the scope of this
thesis.

One simple example of how it works as a technology comes from the fact that has
been shown that running an efficient algorithm on outdated hardware yields better
results than running less efficient algorithms on newer hardware. That is, their tech-
nological, computational artefactual existence is felt in the way they steer processes
they are a (constituent) part of.

10



ing the term from the similar notion of programs. The combination
of these elements will serve to clarify what kind of processes are in-
volved with algorithms, and how they relate to other parts of the tech-
nical processes involved. The reason for giving two separate natural
language accounts of algorithms is that this highlights the develop-
ment of algorithms in the 2oth century, as well as that contrasting the
approaches helps focus on why the more contemporary account was
required.

KNUTH’S CHARACTERISTICS Regarded as groundbreaking in his
algorithmic analysis in the late 1960s, Donald Knuth’s seminal work
on algorithms provides a good starting point for the current purposes.
Algorithms are, in his words “a finite set of rules which gives a se-
quence of operations for solving a specific type of problem” [80]. He
is quick to note, however, that algorithms differ from related words
such as “recipe, process, method, technique, procedure, routine” [80] be-
cause of five basic characteristics. What follows here is a brief de-
scription of these five features:

1. Finiteness — An algorithm must terminate, i.e. stop operating,
after a finite number of steps, regardless of the (accepted) input.
This finiteness is a theoretical condition, as the number of steps
is only bounded by finiteness in an abstract sense, meaning that
the number of steps can be arbitrarily large, as long as it does not
exceed finiteness. Put simply, given a theoretically long amount of
time, the algorithm is required to terminate because it reached its
final step. This feature is, by Knuth’s admission [80] not restrictive
enough for practical purposes.

2. Definiteness — Each step of the algorithm’s functioning must be
‘well-defined’, i.e. not containing any possible ambiguity. This fea-
ture sets it apart from the related words mentioned above, and also
implies that algorithms cannot be properly consisting of any natu-
ral language, or in fact any language without a formal, context-free
grammar which prescribes and constrains all relations between the
possible sets of strings of elements in it. This hearkens back to the
earlier quote of Knuth, stating he knew of no way to define algo-
rithms without resorting to formal languages. Here, we learn, that
in his view this is not only not possible because he does not know
any formulation, but rather that any definition given outside of
formal languages is logically inconsistent.

3. Input — An algorithm requires zero or more inputs, taken from
specific, defined sets. That is, the algorithm functions only when it
is provided a quantity (data)of a given order, prior to its first step.

11



The input needs to come from a defined set of acceptable inputs of
a quantifiable degree, that is, unambiguous* by nature.

4. Output — The algorithm produces one or more outputs. These
outputs are related to the input, via the (finite, well-defined) steps.

5. Effectiveness — This feature refers to the level of complexity in-
volved in each step. In Knuth’s words this would mean that each
step should be trivial enough that a reasonably intelligent person
should be able to carry out that step given pencil and paper. This
also restricts the sort of steps that are allowed: Nonsensical or log-
ically inconsistent steps are not part of a proper algorithm.

The combination of these features rules out any of the above, re-
lated words, and justifies the separate category of algorithms. A sim-
ple example of an algorithm (necessarily) satisfying these conditions
is MERGESORT. This algorithm is used for internally sorting a finite
(set of) arrays, roughly through the following steps [1], with n as the
length of the array:

1. If nis 0 or 1, it is sorted and the algorithm can move to step 4. If
not:

2. Divide the string into n sub-array each containing 1 element.

3. Repeatedly merge sub-array in ordered> manner until one sub-
string of length n remains. This is the final sorted sub-string.

4. Terminate the algorithm.

This short example of MERGESORT exhibits finiteness: the number of
steps is finitely dependent on the input of length n), definiteness: each
step is well-defined and valid for each allowed input, and produces
an output of equal length n. The efficiency of this algorithm is well-
defined to be of the O (nlogn) category [1]. Note, however, that this
is very much a natural language approach, and not by any means a
description fit for a (non-human) computer.

CONTEMPORARY CHARACTERISTICS Appealing as Knuth’s list of
five features may be, it is also in two ways outdated [32]. First, it is
argued that it fails to outline a general definition of “procedure’ [32]
[127], making it open to interpretation and unsuited for purposes of
definition. In fact, [Yanofsky] has explicitly stated that Knuth simply
replaced the ambiguous concept of algorithm with the ambiguous con-
cept of procedure, doing little in the direction of clarifying. Secondly,

4 Unambiguous does not mean that the input cannot be open to multiple interpreta-
tions. If the latter is the case, this can still be unambiguously processed.

5 In the example depicted in Figure 1, the ordering is of positive integers from low to
high. The ordering can in other arrays and contexts be set differently.
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Knuth makes certain claims about algorithms that are no longer cur-
rently applicable, such as that an algorithm halts on every input®.
Dean [32] attempts to rectify this by giving an alternative list of “com-
mon observations”, which include the elements from Knuth, but are
framed in a different, more contemporary-proof manner. In Dean’s
view, algorithms involve [32]:

1. Mathematical procedures — Algorithms can be thought of as pro-
cedures acting upon mathematical objects, in that it takes input of
a certain quantifiable class, and returns an output. This is achieved
through a set of instructions expressed as “imperative statements”,
which are repeatable and can yield different outcomes on different
inputs. This set of instructions is carried out in a particular order
(with possible feedback mechanisms), dependent on both the steps
and the input itself.

2. Mathematical problems — Algorithms are virtually always intro-
duced to serve a specific mathematical problem. Moreover, given
that the input itself must be quantifiable and unambiguous, this re-
stricts the type of problems amenable to algorithmic approaches.

3. Finitiness — Algorithms are distinguished from “mathematical
procedures’ in the general sense because of a triple condition of
finiteness. First, algorithms are bound by finite specifiability, or
a finite number of “primitive expressions of which the canonical
example is a statement in a programming language”.” This is to en-
sure that each ‘step” of the algorithm is not mediated by an infinite
amount of other conditions. Second, the nature of the primitive
expressions themselves must be finite, leading to a requirement of
efficiency, i.e. a reduction of the resources required to terminate
the algorithm. Third, it is virtually always required that the algo-
rithm performs a finite number of steps before completion. Dean
notes that the latter two conditions are not strictly speaking true
for all algorithms, but so common that they belong in this descrip-
tion.

4. Repetition — Most well-known algorithms relate to methods for
simplifying mathematical instances. In an algorithm, this is of-
ten accomplished through repetitions or iterations of step(s), the
amount and extent of which is controlled by a parametric (loop)
variable. This is not a strict requirement for an algorithm, but
since “virtually all non-trivial examples” do have this feature, it is
included in this list.

6 This is, other than the theoretical halting problem (discussed in the next section), a
requirement by Knuth on a properly functioning algorithm. In more recent times,
continuous new input and output without halting can in some systems be desirable,
such as in weather modeling.

7 More on the relation between algorithms and programming languages can be found
in the next section.

13



5. Abstraction — Despite algorithms being conventionally specified
as “imperative-like statements over a natural or formal language”,
this should not be confused with the actual algorithm such a state-
ment could be specifying. This point is subtle, and while feature
again later when we will be discussing a philosophical approach
computing and algorithms, but is akin to the crucial distinction
between natural and formal languages. The mere expression of it
in these terms cannot capture the level of abstraction at which an
algorithm technically functions.

Whereas Knuth’s characteristics focused heavily on the necessary con-
ditions without which an algorithm would not function (properly),
Dean has outlined a more procedural approach by looking at the
workings of algorithms practically. While the description is fairly sim-
ilar, more insight into the procedure itself, as well as differentiating
finiteness and dropping the strict requirement of finiteness regardless
of the input, are two major points of contribution.

ALGORITHMS AND PROGRAMS There exists some confusion about
the status and difference between the notions of algorithm and pro-
gram. After all, a program also exhibits, e.g. Knuth’s five charac-
teristics of (a) finiteness, (b) definiteness, (c) input, (d) output, and
(e) effectiveness. A quite extreme position is to claim that algorithms
and programs are properly the same thing, since they fulfill the same
functions [16]. However, others, such as [74] [41], note that the differ-
ence between algorithms and programs is that algorithms can be read
by humans (natural language), whereas programs are formulated in a
programming language and can be implemented by (electronic) com-
puters. These views, however, do not match the conceptualization of
algorithms in this thesis, which is closer to the more moderate view
that “an algorithm is a general technique for solving a problem (that
is, problem-oriented), whereas a program is the concrete formulation
of an algorithm as it is needed for being executed by a computer
(and is therefore machine-oriented).”[72] Moreover, [72] does go on
to state that “the algorithm may be viewed as the heart of the pro-
gram.” On top of this, algorithms and programs differ not only in
for who or what it is intended and/or generated by, but also in terms
of breadth of vocabulary, as programming languages are often delib-
erately kept limited. In fact, several clearly and distinctly different
programs can implement the same algorithm [127]. In sum, while
there are many similarities between the two notions, since the aim of
this thesis to look at the codified elements, which allow for mechani-
cally obtaining a result moving from input to output, algorithms are a
more appropriate unit than programs.

EFFICIENCY A separate note on efficiency is in order here, all the
more because Knuth and Dean do not address it thoroughly when
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giving their characteristics. Efficiency, in the field of analysis of algo-
rithms — which is devoted to assessing the efficiency of algorithms
specifically — defines it as the amount of resources the algorithm re-
quires to terminate and produce output, with relation to the size of an
input n. Note that ‘resources’ here is a category, often evaluated using
the two axes of (a) time, and (b) space [47]. Time is measured from the
beginning of an algorithm to its termination, i.e. the time required to
move from input(s) to output(s) and reaching its final step. It is often
mistakenly believed that with the advances of computer hardware,
evaluation runtime is less of a concern. This misconception is un-
derstandable in simple applications, but because of the requirement
of scalability in complex systems, efficiency in terms of runtime re-
main important. In some instances, there are possible classifications
of worst-case runtime, best-case runtime and average runtime. The choice
between algorithms with different attributes is context-dependent, al-
though the evaluation happens most commonly for worst-case run-
time® [72]. Space refers to the computational resources required to
terminate, and is mostly defined in terms of Random-Access Mem-
ory (RAM). There are four different elements involved in how an
algorithm “uses” RAM-space, (a) the amount of memory space the al-
gorithm’s code itself occupies, (b) the total amount of memory space
the input(s) of the algorithm occupies, (c) the total amount of mem-
ory space the output of the algorithm occupies, and (d) the amount
of memory space the operation during the execution of the algorithm
requires. The total of these four elements determine its efficiency in
terms of space. Giving preference to either of these evaluations of
resource-dependent efficiency depends on the context. In some cases
speed (appealing to the time axis) is essential, such as for the purpose
of quick (medical) diagnoses or so-called ‘flash trading’. This speed
comes at the expense of computational power, no matter the specifics
of the algorithm itself. The balance in the making of meteorological
models is often more towards optimizing® for computational power,
as runtime of the algorithm is not of direct concern. Algorithms can
be altered to give preference to any given type of resource optimiza-
tion.

1.3 PHILOSOPHY OF COMPUTING

The description of algorithms in the previous section has given a suffi-
cient impression of what algorithms are, and how they roughly oper-
ate. An understanding of their functioning, however, is not complete

Exceptions to this can come in different forms, e.g. for algorithms with widely vary-
ing runtimes for different inputs, stating the worst-case runtime is not informative
over a longer period of time, making average runtime a better candidate.
Throughout this thesis, “optimization” refers both to the more colloquial meaning
of improving and actual optimal instances. In the latter case this will be explicitly
clarified.
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without at least superficially going into the philosophy of computing,
and the status of algorithms when seen from that perspective. Fol-
lowing [21] this thesis will restrict the philosophy of computing to
the “nature, possibilities and limits of computation”. The intent with
this is to move beyond the practical descriptions of the previous sec-
tion, and to facilitate the aim of being able to assess arguments pro
and contra the use of algorithms on an abstract level, regardless of
a specific algorithm’s functioning. For that, this section will consist
of (a) a short discussion on computability, the Church-Turing The-
sis and Turing Machines, and (b) tracing the limits of computational
and algorithmic operations practically and theoretically. Similar to
the natural language approach, the idea is not to give any clear-cut
definitions, but rather to highlight several important aspects that will
become relevant in the ethical analyses of the subsequent chapters.

COMPUTABILITY AND THE (CHURCH-)TURING THESIS Thestudy
of computability refers roughly to the study of what is in theory
(un)computable, and the nature of computing itself [21]. The field
saw a major breakthrough in the year 1936, when Alonzo Church and
Alan Turing published, initially independently of each other, semi-
nal works on fundamental computability [17], which haves come to
shape the field [28]. Both Church and Turing engaged with what
Hilbert [62] posited as the Entscheidungsproblem, which, in the words
of Church [27] holds: “By the Entscheidungsproblem of a system
of symbolic logic is here understood the problem to find an effective
method by which, given any expression Q in the notation of the sys-
tem, it can be determined whether or not Q is provable in the sys-
tem.”"® This translates roughly to the question of whether there is
an effective method to establishing whether a first-order logical ex-
pression is universally valid [21], where the words ‘effective method’
in this quote are an informal way of expressing that there needs to
be a procedure, or algorithm to do this in a finite number of steps.
What Turing, and Church from a different direction, did is take this
informal expression and transform it into a formal expression, that is,
in terms of logic and mathematics [119]. Since the answers of Church
and Turing are equivalent, in that they replace the informal notion
with the same set of mathematical functions, we will only be looking
at one of the two answers. The choice here has been made in favor
of Turing for reasons of simplicity, as Church’s answer involves A-
calculus that requires a large section to arrive at the answer."* Before
diving into Turing’s answer to the Entscheidungsproblem, two steps
are necessary: (a) looking at Turing’s point of departure of “effective

Emphasis added.

For a good introduction to the relation between Turing’s and Church’s answers to the
Entscheidungsproblem, see [17]. For a more mathematical approach to Turing Ma-
chines and the Church-Turing Thesis in general, see cf. [17] [59]. For a mathematical
attempts at (partial) definition of (types of) algorithms, see cf. [92] [Yanofsky.2010].
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method” informally, and (b) focusing on his concept of Turing Ma-
chine to move from the status quo to a formalization of the method.
According to [29], an effective method M contains the following ele-
ments:

1. M is set out in terms of a finite number of exact instructions (each
instruction being expressed by means of a finite number of sym-
bols);

2. M will, if carried out without error, produce the desired result in
a finite number of steps;

3. Mcan (in practice or in principle) be carried out by a human being
unaided by any machinery save paper and pencil;

4. M demands no insight or ingenuity on the part of the human
being carrying it out.

This notion is fairly similar to the natural language description of
an algorithm in the previous section. To overcome these ambigui-
ties and imprecisions, especially those contained in the “no insight or
ingenuity” part, Turing thought of a structure he called “logical com-
puting machines”, later to be called Turing Machines (TMs). These
machines were an attempt to boil down the calculating process to its
most basic elements, and strip away any arbitrariness, so as to get
to the heart of computation itself. The TMs in Turing’s conceptual-
ization still referred to humans, albeit in a way to ignores everything
about them but their ‘computing’ ability, and moreover in a way that
makes no claim to describe a human (or biological) way of comput-
ing. Turing Machines consist conceptually of an abstract scanner and a
limitless or boundless memory tape, that moves back and forth with
respect to the scanner. The tape is divided into segmented, distinct
elements, each of which is either blank or contains a single symbol;
most commonly either 0 or 1, but fundamentally any symbol from a
finite set or formal alphabet suffices [118]. The scanner is capable of
examining one such element at a time, and operates accordingly by
changing the direction the tape moves, and the quantity of different
elemental spaces in either direction (calculated step-wise but giving
a net-result). Furthermore, it has the capacity to erase and print sym-
bols on the scanned element. Added to this is a connected ‘device’
that allows the scanner to change its m-configuration or “state”, respon-
sible for how it post-processes each encountered atomized element.
Adapting its m-configuration serves to preserve information about
what the scanner has just processed, and can thus be seen as a form
of memory. Combined, the four elements of moving, erasing, printing
and changing state are the basic or “atomic” [118] operations. This
machine, Turing claimed, can in theory execute every computation
that could be done mechanically or algorithmically. There are many
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variations with varying degrees of rigor of the Turing thesis. One of
the most accessible forms of Turing’s thesis is [29]:

Church-Turing Thesis. LCMs"? can do anything that could be described
as “rule of thumb” or “purely mechanical.”

This thesis — in its formulation as the Church-Turing Thesis modi-
tied slightly to reflect the terminology of Church’s method of obtain-
ing the same result — outlines whether there is an effective method of
solving a problem, by showing whether it is possible to develop a Tur-
ing Machine for it. This formulation quickly amassed support from
logicians and mathematicians, to the point where it soon became an
accepted proposal. Von Neumann took this concept and engineered
it into physical, electronic devices that were the predecessors of con-
temporary computers.

There are two notable limitations to TMs, called the halting prob-
lem and the printing problem, which are both theoretical limitations to
what is possible using a TM-based (i.e. algorithmic) approach. The
halting problem denotes the idea that it is in advance impossible to de-
cide whether a TM will eventually halt. An example of a non-halting
TM would be calculating the number 7 with ever-increasing accu-
racy. Given that 77 is an irrational number, the digits to be computed
are endless without falling into a repeating pattern, and so without
further specification, a TM calculating these digits would run forever
without halting. The halting problem consists of the fact that it is im-
possible in some cases to decide beforehand whether or not the TM
will halt or not. The halting theorem therefore states that: “The halting
function is not computable by a Turing Machine” [28]. The printing
problem consists of the problem that it is not determinable whether an
arbitrary program on a TM will at some point print 0, or not. This
problem underpins Turing’s answer to Hilbert’s Entscheidungsproblem,
in the way that if a TM would be able to decide whether a statement
is true in the system, it would also be able to overcome the printing
problem. Since this is, in principle, impossible, the answer to the
Entscheidungsproblem is that it is fundamentally unsolvable. Finally,
it is important to realize that undecidability is in fact the norm, not
the exception [21], when approaching computation in an algorithmic
sense. This means that in order to be able to algorithmically approach
computation, a translation of either the input, or of the problem and
program may be necessary to facilitate such an approach.

While the Church-Turing Thesis is a phenomenal achievement, de-
lineating the possible computations to be executed by TMs and all
approaches reducible to it, its usefulness is often misunderstood [21]
[28] [17]. The main difficulty arises when the result is interpreted in
less exact ways, as is frequently the case [59], the result of which is
often found in the form of the so-called “strong interpretation” [53]:

12 Logical Computing Machines: Turing’s expression for Turing machines
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Stong Version of Church-Turing Thesis. A TM can do (compute) any-
thing that a computer can do.

This is factually untrue, and also a statement never made by ei-
ther Turing or Church themselves. In fact, Turing has, in his original
publications, already made mention of computational devices that
would be irreducible to TMs, choice machines [53], a theoretical con-
cept where an “oracle” or black box element of the machine'3 partially
influences the TM’s behavior. So far, this has not been translated into
any physical, operating machine. Rejecting the strong version of the
Church-Turing Thesis, however, is significant because this interpre-
tation misunderstands the foundational work of Church and Turing,
and hence the practical and theoretical limitations to TM-based com-
puting.

BEYOND TURING MACHINES The Turing Machine-model of com-
putation is extremely influential, and rightfully regarded as founda-
tional for electronic computing. However, as Goldin and Wegner [53]
argue, it would be mistaken to equate everything executed by com-
puters currently is equivalent to TMs. The confusion or myth that
this would be the case, has to do with the influence that the so-called
“mathematical worldview” [53], i.e. the adherence to the strong in-
terpretation of the Church-Turing Thesis, has exerted, notably in the
field of computer science. This worldview maintains that all com-
putable problems are based on functions, where the input needs to
be clearly defined. In contemporary applications, however, we find
feedback-loops where the input is being changed during the algorith-
mic functioning, for example in applications concerning navigation,
or in modern neural networks with semi-supervised learning mecha-
nisms. This is not to say that algorithms are not the deciding factor in
a fundamental sense, as its logic underpins all applications, but rather
that the importance of TM-equivalence should not be overstated: they
form the basis of all contemporary computation, but have been ex-
tended through the notion of persistent Turing Machines [53], that use
persistent stream language involving interaction and persistence. These
nuances notwithstanding, Goldin and Wegner [53] that “TMs can sim-
ulate any algorithmic device”, justifying the elaboration on the idea
in this section. These nuances, however, serve to highlight the con-
temporary extensions going beyond TMs and algorithms alone, while
preserving their central role.

COMPUTATIONAL COMPLEXITY THEORY Beyond the theoretical
limitations to computability in the algorithmic sense, there are a num-
ber of practical concerns that make computability unattainable. Whereas
the field of computability theory looks at whether can be solved by a
TM-equivalent computer at all, the field computational complexity the-

13 Turing is explicit in saying that this element is itself not a machine.
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ory looks at the practical attainability of results. Beyond the restricted,
i.e. finiteness of available resources — an infinite tape is a splendid
concept to describe the phenomenon of computation, but hardly a
practical proposal — as discussed in the natural language approach to
algorithms, there is also the problem-side of practical computability.
The field of computational complexity theory studies the level of com-
plexity of problems, and classifies them in terms of the time required
by an optimal algorithm to solve it. The most relevant distinction in
this field is between the two classes called P and N P, where P stands
for polynomial and N P for non-deterministic polynomial. Problems in P
can, as the name suggests, be calculated by a (deterministic) TM in
polynomial time, that is, for example 12, where 1 stands for any nat-
ural number, i.e. n € IN. Given a large enough value for n, this
is clearly going to be problematic in practical terms to solve, but this
complexity is rightfully of a different order than N P, where problems
are, using the similar example, 2". To fully illustrate the difference be-
tween the two, consider the following consequence [21]: “If n = 100,
the former amounts to 10.000 steps whereas the latter amounts to a
number higher than the number of microseconds elapsed since the
Big Bang.” The non-determinacy of this class of problems revolves
around the idea that it is non-determinable whether a solution will
be achieved in any amount of time, yet when it has been determined,
verifying the solution is possible in polynomial time. The thesis that
these classes of problems are not reducible to one another, is called
the P # NP thesis. An overwhelming consensus among mathemati-
cians, philosophers and logicians exists on the side of this thesis being
true. While it makes some problems extremely difficult to calculate
effectively, i.e. there is no efficient or even effective algorithm to do
this, this is also the underlying principle of cryptography, where it
would take extreme computational resources to ‘solve” the problem
(colloquially: break the code), while it is easy to verify the answer
once it has been found. This places the burden of computational
resources required heavily tilted towards those attempting to solve
it rather than merely verifying the accuracy. The fundamental mes-
sage here is that algorithms, despite their myriad uses, are inherently
bounded in the extent to which certain problems can be solved.

1.4 CONCLUSION

In this chapter we have looked at how algorithms function, and the
extent of possible applications in a theoretical and practical sense.
This chapter has answered sub-question 1: “What are algorithms and
how do they function?” In this sense, it is the necessary building
block for the subsequent sections that revolve around the ethical sides
to the application of these algorithms. This theoretical background is
necessary as a superficial or false understanding of algorithms has the
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potential to result in unrealistic evaluations, or in the consideration
of unrealistic scenarios. While the description given in this chapter is
by its nature not all-encompassing, it is sufficient to meet the goal of
answering the research question, so that it should be regarded as a
means to an end.
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2

APPLICATIONS AND IMPLICATIONS

This chapter will focus on current applications of algorithms, and
how we can develop an ethical understanding of them. For this,
the attention will first be on the consequentialist branch of normative
ethics. A brief overview and justification for adopting such a position
will be provided. Next, the notion of dual-use technology will be intro-
duced, to later frame algorithms as such a technology, meaning that
there are both positive and negative aspects to them. This is fairly
standard practice in evaluating technologies from a consequentialist
perspective [61]. After this, a number of dimensions and processes
of algorithms that result in ethically contestable instances will be de-
scribed. This helps situate the examples, or cases, of the subsequent
section, giving the reader a sense of what sort of things to look for. In
turn, the examples involving algorithms featuring ethically controver-
sial aspects will give practical meaning to the dimensions, so that the
sections can be combined in a systematic way to show the manners
in which algorithms have ethical impacts. The cases are not meant
to be exhaustive, or to cover each possibility extensively, but rather
serve to call attention to the fact that the objections that are raised
against algorithmic applications are not merely part of a theoretical
discussion, but of practical and actual concern. The final part will be
devoted to suggesting a number of possible (directions to) solutions
to overcome these difficulties.

2.1 CONSEQUENTIALIST NORMATIVE ETHICS

Consequentialism is the philosophical tradition that, befitting its name,
holds that normative properties are dependent on the consequences
of actions alone. As [111] notes, there are many types of consequen-
tialist theories, yet without adhering to this basic statement, it falls
outside of the umbrella term. Consequentialism, in a similarly broad
manner, advocates that we should “base our actions on promoting
good consequences and avoiding bad ones” [55], that is, by exten-
sion, to identify and pursue that which is considered preferable while
minimizing any offsets. It is arbitrary what can be considered prefer-
able, for whom, and to what extent these arbitrary evaluations should
counteract one another, resulting in disagreements among consequen-
tialists themselves [66]. These difficulties notwithstanding, negative
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consequences themselves can be brought to the fore without resolving
the complex and contradictory elements inherent to consequentialist
analyses’.

At its core, this chapter aims to pick up the challenge that [115]
describes as requiring “critics to argue that the ...technology might
cause harm to some stakeholders and thus cannot be pursued freely”.
That is, providing solid arguments for why algorithms cannot be
framed as neutral instruments to achieve certain goals, but need to
be thought of as having ethical implications, requiring continuous re-
flection on what they are achieving beyond the explicitly stated goals.
Any shortcoming of any normative ethical tradition will inevitably in-
fluence its analytical strength, but addressing such critiques in-depth
is beyond the scope of this thesis. This caveat notwithstanding, con-
sequentialism is widely regarded as a good starting point for ethical
analyses in general, and since this chapter deals with the practical,
current, real-life applications, this choice of method seems amply jus-
tified. Moreover, focusing on observable consequences now bolsters
the case for reflection on a practical level, not just to a theoretical
or meta-ethical (distanced) degree. It is, after all, not the intent of
this thesis to use algorithmic applications as a case study to amass
points of critique towards consequentialism. Rather, it takes conse-
quentialism as a starting point, and judges algorithmic applications
on the basis of the consequences it has. Finally, the point of taking al-
gorithms as a subject for analysis while they are embedded in larger
technical and social systems, is justified because they are argued to be
a “particularly prevalent and potentially significant component of our
evolving infrastructures.” [110] In other words, there is a particular
dynamic that is brought about by algorithms, and that can be found
in more than one context. Furthermore, it is argued to be the most
common way of addressing the ethics of algorithms [110], because it
connects with real-life events and actualities.

2.2 DUAL-USE TECHNOLOGY

A critical analysis of any subject contains a real danger of portraying
that which is analyzed too much in negative terms. To counteract this,
it is important to understand that by the fact that this thesis is con-
cerned precisely with the ethically problematic aspects of algorithms,
it will therefore focus less on the positive uses. To formalize this idea
a bit further, algorithms will now be framed as a dual-use technology,
where the focus of this paper will be mostly on the part of its ‘dual’
nature that gives rise to ethical issues.

For an overview of different types of consequentialism, and disagreements along
the lines of what is to be valued, as well as the relation between consequences and a
proper course of action, see [66] [111] [55]
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The concept of dual-use technologies refers broadly to the idea that
there are legitimate and illegitimate aspects to a technology, where
the (arbitrary) separation between the two categories is dependent
on context, and can vary over time. Because the notion has been used
in vague and varying ways, Resnik [106] has urged for a conceptu-
alization that is wide enough to not exclude matters of real concern,
while also being narrow enough to keep the concept applicable and
manageable. To translate this into a workable definition, Forge [44]
attempts to take this message seriously, and come up with a work-
able definition. However, where the attempt to find a good middle-
ground in terms of in- and exclusions is praiseworthy, the final defini-
tion seems to be very focused on specific types of potentially harmful
technologies: “An item (knowledge, technology, artefact) is dual use
if there is a (sufficiently high) risk that it can be used to design or
produce a weapon, or if there is a (sufficiently great) threat that it can
be used in an improvised weapon, where in neither case is weapons
development the intended or primary purpose.” Another shortcom-
ing here is that Forge [44] concludes simply that, to oppose adverse
effects, regulation should be in order, yet explicitly leaves the matters
of how this should happen, and to what extent, open. Others, however,
have been less restrictive in their use of dual-use technologies, and
point to uses that do not directly pose physical harm. For example,
[7] notes that “code obfuscation is used for legitimate software protec-
tion but also by malware”, highlighting its dual-use nature. This high-
lights the dual nature of dual-use technology as a concept, explained by
Van Wynsberghe and Nagenborg [124] to refer both to a technology
that is used by dual groups of people, notably military and civilian
groups, as well as “being used for good or bad purposes”. Miller et
al [89] indicate that a “dual-use is an ethical dilemma, and an ethical
dilemma for the researcher as well as for those (e.g. governments) who
have the power or authority to impede the researcher’s work.” This
is the interpretation that will be followed in this thesis. Finally, the
question of whether intent to and awareness of using a technology for
good or bad matters, i.e. if unintended consequences of the use of a
technology being ‘bad’ classify that technology as dual-use, is not of
practical concern for this thesis. The concept of dual-use technology
is a heuristic for highlighting the adverse sides of algorithms, not a
classification that confines the breadth of analysis. Furthermore, it
could be argued that if unintended consequences make up the ma-
jority of the arguments against algorithmic approaches, this points
firmly in one direction where progress could be made. As Miller et
al [89] already indicate in the context of the life sciences: “...most
scientists and engineers do not spend a lot of time thinking about
the unintended or unexpected side-effects that can occur when their
products are used. They think even less about intentional misuse.
Making scientists, engineers and other designers aware of the possi-
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ble misuse of their ‘brainchild” is the main goal of the dual use policy
that has been developed...during the past years.” In this vein, the
rest of this chapter will be precisely about bringing to the fore these
elements regarding algorithms, leaving the defense of the undeniable
positive sides to algorithmic operations to others.

2.3 THEORETICAL FRAMEWORK: DIMENSIONS OF ETHICAL CON-
CERN REGARDING ALGORITHMS

Instead of looking at examples and claiming there are patterns among
them that warrant ethical evaluation, it is more informative to start
with a framework of how algorithms are relevant, and have the ex-
amples serve as illustrations and arguments for why an ethical view
is in order. This section will build such a framework, which will
be used in this chapter for a consequentialist analysis, and will also
partially inform the next chapter containing a deontological view of
algorithmic applications. Gillespie [50] has identified six dimensions
of “public relevance algorithms”, a term that roughly denotes that
they are of societal and hence ethical importance. This view of a
subset of algorithms is shared by a 2015 report of the Global Confer-
ence of Cyberspace [48] (GCCS) and Diakopolous [36]. The step from
public relevance and societal importance to ‘ethically contestable’ is
substantiated by the idea that if there is no public relevance or soci-
etal importance, it means that it has little to no bearing on people. It
would be difficult to base a claim for ethical evaluation on cases that
do not involve people*. However, this is admittedly an arbitrary step
that could result in a ‘grey” area of what is considered relevant, and
by whom, but given the fact that Gillespie is precisely concerned with
the arbitrary nature of this by focusing on how algorithms themselves
inform such divisions, this concern is what underpins these dimen-
sions to begin with, making the risk of this being a problem far less
likely. This is also illustrated by his warning that “we must firmly
resist putting the technology in the explanatory driver’s seat” [50].
Note that this list of possible areas of concern is not exhaustive, and
will in fact be supplemented at the end of this section. To reiterate:
the goal is not to be exhaustive or provide any definitive framework,
but rather to highlight important and pervasive dynamics involving
algorithms, to pinpoint why these dynamics are ethically problem-
atic, to start conscious deliberation with these insights in mind, and
where possible to suggest practical improvements on current prac-
tices. Before looking at Gillespie’s overview, we will first take a short

This includes, clearly, concern for animals, plants, the environment etc. However,
these concerns are still experienced by humans, and an ethics of how animals might
be concerned about climate change, removing the human-element completely, is far
beyond the scope of this thesis.
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look at other attempts to to grips with how algorithms warrant ethical
deliberation.

PATTERNS OF ETHICAL SIDES TO ALGORITHMS In analyzing in
which way algorithms can, from a consequentialist perspective, be
argued to have an ethical side, several authors have attempted to for-
mulate abstractions from the specific examples. While contexts vary
greatly, efforts to distill mechanisms have been fruitful in identifying
a number of patterns that transcend the individual instances in which
they are observed. The GCCS [48], for example, notes three elements
that, in general “demand ethical scrutiny: complexity and opacity,
gatekeeping functions, and subjective-decision making.” Burrell [23]
takes up the point of opacity as key to understanding “socially conse-
quential mechanisms of classification”, executed by algorithms. Her
analysis focuses on three points leading to opacity, in:

1. Intentional obscurement, or even concealment, by corporations or
the state, so that decision procedures are not open to scrutiny.

2. Technical illiteracy on the part of those outside the algorithm-producing

community, resulting in a lack of understanding and knowledge.

3. A mismatch between complexity of operations and human understand-
ing, in the sense that mathematical optimization of the analysis of
data is difficult to translate back to the human level, leaving even
‘insiders” puzzled.

In a way, then, the infrastructure in which algorithms are employed
appear to be a mismatch with the algorithm’s functioning. Complex
as this interplay may be, these sub-divisions for focus all point to
the manner in which algorithms are a unique component of a larger
structure, and can and should be singled out and studied.

GILLESPIE’S DIMENSIONS For a comprehensive overview of the
ethical aspects of algorithms, we turn to Gillespie’s six, interrelated
dimensions [50]. Gillespie is primarily concerned with the way that
algorithms have come to inform and shape us in multiple ways, and
have moved beyond those tasks which could conceivably have been
done “by hand”. To stress how important the information-providing,
-generating, and —selection mechanisms are, he illustrates it by saying:
“That we are now turning to algorithms to identify what we need to
know is as momentous as having relied on credentialed experts, the
scientific method, common sense, or the word of God.” [50] A short
description of Gillespie’s six dimensions along which this happens
will be given, followed by a supplementary note. Following this will
be a number of examples — which are few and short in Gillespie’s
own writing — to illustrate these points in more depth.
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1. Patterns of inclusion — “the choices behind what makes it into an
index in the first place, what is excluded, and how data is made
algorithm ready.” This involves the collection of data, in that infor-
mation and real-world phenomena are being digitized. As Gitel-
man and Jackson contend, “raw data is an oxymoron” [51], high-
lighting that information must be formalized in a way that readies
it for algorithmic processing. Another aspect is that exclusion is
also possible, both inadvertently and consciously. An example of
the former is YouTube’s active effort to keep ‘suggestive” videos off
the most watched lists, which is a ‘soft” approach to keeping content
curated [50]. This is in some cases a viable alternative to outright
banning material entirely, which risks controversy over censoring
issues.

4

2. Cycles of anticipation — “the implications of algorithms providers
attempt to thoroughly know and predict their users, and how
the conclusions they draw can matter.” This dimension covers,
first, privacy concerns. Providers of algorithms are very concerned
with gathering as much data about users as possible, to tune and
retune their algorithms for increasing insight into patterns. An
example of this is the ubiquitous like-button of Facebook, which
pops up at seemingly unrelated news-articles, information pieces,
videos etc. This creates a superficial symbiosis where users feel
empowered and engaged, while (unknowingly) giving up more
information about themselves in the process. A second part that
is covered by this dimension is that algorithms necessarily focus
on what is most (readily) legible to them. Algorithmic profiling is
judged — from the provider’s side — on sufficiency, with regards
to advertisement-use, where the rest is approximated or ignored.
A dangerous side to this is that the accepted level of approxima-
tion also begins to shape the experience of users, with drop-down
menus asking users to specify in which category they believe to fall.
The results of this are further implemented in the development of
new products, propelling a dynamic of self-fulfilling anticipation.

3. The evaluation of relevance — “the criteria by which algorithms
determine what is relevant, how those criteria are obscured from
us, and how they enact political choices about appropriate and le-
gitimate knowledge.” Relevance is not a fixed or objective measure,
and will hence be open to critique. An interesting corollary of this
is that bias in algorithms is not a very strong point of critique, since
the alternative of unbiased is a difficult position to refer to. How-
ever, approaching this at another level does provide insights, be-
cause it is an actual choice to delegate the decision-making regard-
ing relevance to a codified mechanism in the form of an algorithm.
Moreover, this codified mechanism emerges from a (corporate or
governmental) culture, opening the door to suspicions. Some work
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has been done (see, cf. [70]) on analyzing structural tendencies con-
cerning bias, though this is a changing field, with some companies
changing their algorithms multiple times per month. The under-
lying idea of codifying biases remains the same, however. This
blends in with the follow point of:

. The promise of algorithmic objectivity — “the way the technical
character of the algorithm is positioned as an assurance of impar-
tiality, and how that claim is maintained in the face of controversy.”
This dimensions links the technical aspects of algorithms to a nar-
rative that is created around them, carefully framed by providers
and presented through terms such as ‘search results’, and “top sto-
ries’. Managing a discourse of neutrality, objectivity and even ra-
tionality is key to the success of services, and allows the trust they
inspire to trump that placed in, e.g. journalists” explicit choices
or editor’s selection processes. An example of how important this
trust is comes in the form of Google ceasing their operations in
China, rather than being forced to censor results. Gillespie quotes
Morozov [91]: “Google’s spiritual deferral to ‘algorithmic neutral-
ity betrays the company’s growing unease with being the world’s
most important information gatekeeper. Its founders prefer to
treat technology as an autonomous and fully objective force rather
than spending sleepless nights worrying about inherent biases in
how their systems — systems that have grown so complex that no
Google engineer fully understands them — operate.”

. Entanglement with practice — how users reshape their practices
to suit the algorithms they depend on, and how they can turn algo-
rithms into terrains for political contest, sometimes even to inter-
rogate the politics of the algorithm itself.” Gillespie goes to some
lengths to stress this is a constantly ongoing process, where “users’
(and people in general) orient themselves towards recognition, as
for example the popularization of hashtags shows. This also intro-
duces a power-asymmetry, where the workings of algorithms are
obscure and obscured on the one hand, while being optimized and
tailored to make recognition-seeking strategies more readily avail-
able, without disclosing entirely how this process takes place. In
this sense, algorithmic approaches mutually shape their content,
with multiple loops of negotiation being possible. This leads to
the final dimension of:

. The production of calculated politics — “how the algorithmic pre-
sentation of publics back to themselves shape a public’s sense of
itself, and who is best positioned to benefit from that knowledge.”
A famous example of this is the so-called filter bubble [100], roughly
corresponding to the idea that search engines (but also other ser-
vices using recommender-style algorithms) select and present data
differently for individual users. This is a specific culmination of
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points 1 and 3, patterns of inclusion and evaluation of relevance, re-
spectively. More poignantly, the idea of ‘Big Data’ seems to rest on
the premise that insights may be more valid when derived from
large patterns of data that may not be obvious to any one person
or organization without relying on the associated techniques.

The associated offsets of this are generally not of interest to the providers
and designers of such influential algorithms, and therefore need to be
scrutinized from outside of its own socio-technical culture or ecosys-
tem. Gillespie concludes, therefore, that “we might see algorithms
not just as codes with consequences, but as the latest, socially con-
structed and institutionally managed mechanism for assuring public
acumen: a new knowledge logic. We might consider the algorithmic
as posed against, and perhaps supplanting, the editorial as a compet-
ing logic.” [50]

2.4 CASES OF ETHICAL SIDES TO ALGORITHMS

It is important to make explicit at the start that most of the examples
that serve to illustrate the ethical dimension of current algorithmic
applications are taken mostly from western societies. This is the case
due to the fact that the literature available in English largely focuses
on cases drawn from English-speaking countries. However, despite
this caveat, the dynamics that the examples highlight are thought to
(a) indicate issues that derive from algorithmic applications, render-
ing the specific context less important, and (b) affect enough people
to be of general interest when developing an ethical analysis. An-
other important aspect of the examples that will be featuring here
is that the algorithm needs to be a (relatively) unique component,
which rules out very simple applications that see a virtual one-to-one
translation from humans performing a task to an algorithm doing the
same thing. If there is indeed nothing ‘novel” or different about the
way an algorithm functions — generally only the case for extremely
straightforward, small-scale efforts — there is little interesting to be
said about it, since there is no actual change. In short, the algorithm-
component in each example is bringing to the fore observable new
dynamics that allow for an inquiry into what this means. Following
Sandvig [109] the question will be ”"about a certain kind of process
or strategy and not about the goal itself.” The focus will first be on
commercial applications of algorithms, after which public and gov-
ernmental applications will be considered. The final set of examples
will deal with specific technologies and trends that can be found in
both sectors. The numbers in parentheses in the title of each para-
graph denotes the correspondence to the dimensions of the previous
section.
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RELEVANCE: SEARCH ENGINES, SOCIAL NETWORKS AND MEDIA
(1,2,3,4,5,6) In this set of examples the focus will be on the way
that search engines and social networks have come to “govern” informa-
tion on the internet, and perform a type of “reality construction” [73].
In order to properly do this, the focus will be on the two biggest ex-
amples of each category, Google and Facebook, respectively. Beyond
being the biggest in their category, they are also, according to Just and
Latzer [73], the biggest two websites employing algorithmic selection.
Together, they will give insights into the workings of ubiquitous com-
mercial algorithmic applications.

Search engines are a gateway to information on the internet. Given
their importance, it is no wonder that the work on the effects of search
engines in general, beyond their technical accomplishments, has a his-
tory stretching back to the seminal work of Introna and Nissenbaum
in the late 1990s [70]. In their seminal paper, they explore, among
other things, the political and social elements involved in the way that
the algorithms employed by search engines approximate “a complex
human value (relevancy)” [70]. One of the major conclusions of this
work is that search engines systematically exclude certain types of
sites and information, with ramifications for both content-providers
and content-searchers. While in the late 1990s there were still a
plethora of search engines, this multitude in options has gradually
been replaced by Google, now accounting for approximately 72% of
all organic desktop searches, and 95% of all mobile searches globally3
[97]. Therefore, while other search engines may differ in their ap-
proach, an examination of the way Google handles search results and
user-experiences is justified as a specific case. In a simplified manner,
Google is using a search query as input, upon which algorithms use
over 200 factors to determine which results to display, and in which
order4. The exact balancing of factors differs per input and per user,
although the exact mechanisms behind this fall under trade secret
law, further protected by “nondisclosure agreements and noncompete
clauses” [112]. In fact, attempting to pin down the algorithms too pre-
cisely would prove a futile effort, as [109] explains, re-programmability
of algorithms is used to make “a key feature of their system modular
and subject to continual revision. .. This has focused attention on the
plasticity of algorithms. .. and suggests a kind of permanent destabiliza-
tion for some algorithms (or at least long-term destabilization).” This
effect is further enhanced by the fact that Google is rapidly changing
its search algorithms, with 538 changes being made in the year 2011
alone [48], a pace that has only increased since. Therefore, it has be-

This includes traffic from China, where Google famously pulled out, but has now
taken steps to move back into the market.

For the user-interface in which the algorithms are embedded, see the patent Google
Inc. filed in 2011 [69]

These categories could be broken down further, but the overarching message of
tailoring search results to individual users remains the same.
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come unwieldy to document each change and bring it to the attention
of its users. Despite these difficulties, a number of key observations
about the way Google operates can be made.

A famous example is the work of Pariser [100], who analyzed
search engines, and Google in particular, finding that it presents per-
sonalized search results to its users, based on their knowledge of this
user. That is, through the usage of their services — in the case of
Google often including more than just the search engine, e.g. Gmail,
YouTube — they are able to create a profile, which an (aggregate of)
algorithm(s) then uses to present certain search results, potentially
leading to large differences between users. An important element
in this is the functioning of confirmation bias [100] [65], where peo-
ple feel good about being confirmed in what they already know or
think. Through this, it is theorized that people will, firstly, be look-
ing for information that confirms them in their opinions, secondly
experience it as pleasant when search engines offer such results, and
thirdly thus spend more ‘pleasant’ time using these search engines
which leads to a higher revenue due to advertisement incomes. The
commercial benefits, then, are clear, as “[R]Jecommenders can have a
positive effect on sales and web impressions”[67], and will hence be
used in competitive markets, barring regulatory checks. These mech-
anisms thus, in a limited fashion, serve both the user and the search
engine’s company. Another example of how Google tailors its results,
is the conflicted Kashmir region, which is shown to be a part of Pak-
istan or India, depending on one’s location [48]. Although this may
be seen as an attempt to be ‘politically correct’, or neutral, it should
be noted that there is no such option, and giving people different
information depending on their location inevitably influences their
worldview in a value-laden way. While some of the conclusions of
Pariser’s book “The Filter Bubble” have been nuanced through fol-
lowing research, a 2015 article by Epstein and Robertson [39] takes
the effect of algorithmically moderated search results quite seriously,
and specifically warns about the possible influence of Google’s in-
ternet search rankings on the outcome of the 2016 U.S. presidential
election. Due to the search engine manipulation effect (SEME), which
has been shown to seriously alter people’s views without them notic-
ing it, exposure to certain material could heavily sway public opinion:
“(i) biased search rankings can shift the voting preferences of unde-
cided voters by 20% or more, (ii) the shift can be much higher in
some demographic groups, and (iii) such rankings can be masked so
that people show no awareness of the manipulation.” [39] The dan-
ger of this is exacerbated by the fact that many people are unaware
[42] [39] of the fact that search engines, of which Google here serves
as a prime example, in fact work algorithmically and through this
develop a “profile” which selects search results on relevancy for indi-
vidual users. The danger in this, then, is that there is no longer such
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a thing as a neutral search: no matter the phrasing, the results will
be biased as a consequence of the algorithmic structure. Moreover,
as Epstein and Robertson found, it is of concern that when people
are unaware of manipulation effects, there is a tendency to think they
have formed their opinions independently. These dynamics are also
important for content-providers, who strive to maximize the traffic to-
and exposure of their content. In order to achieve this, it is important
that the content is both legible, as well as considered relevant to a
significant group of people according to Google’s algorithms. This,
in effect, places constraints on the type of content that will be created,
and the way it is marketed. Especially in a technological ecosystem
where there is one dominant party, such as Google for search en-
gines, this puts further responsibility on the algorithm’s functioning,
and the choices that go into it. Examples of how this can have ad-
verse effects come in the ‘downranking” of specific content, such as
websites showing app-promoting banners [13], but more generally
there is a friction between arbitrary choices between optimization of
revenue-generating strategies and uncensored search results. In sum,
the consequences of the specific algorithmic approach of search en-
gines and Google in particular are that users get presented a set of
pre-selected results, are unaware of this selection, and in turn base
their knowledge and behavior on this dynamic, with positive rein-
forcement in the form of confirmation bias making it more difficult
to break out of this. For content-providers, it becomes a straitjacket
that requires ‘fitting in’, adaptation to the norm, while it remains un-
clear how the processes actually work [101]. This leaves the matter
of evaluation even more problematic, as “[W]ithout knowing what
Google actually does when it ranks sites, we cannot assess when it is
acting in good faith to help users, and when it is biasing results to
favor its own commercial interests.” [101]

Similar dynamics play a role on large so-called ‘social networks’,
of which Facebook will be taken as an example here. Facebook has
been extensively studied from a variety of perspectives, out of which
a number of aspects relevant to the topic will be discussed here. Sim-
ilar to search engines, social networks, of which Facebook serves as
an exemplar here, have as a part of their functionality the possibility
for users to stay and become informed. However, instead of working
with search queries as a basis, it works with social connections and
‘subscriptions’, both which require voluntary and conscious acts of ex-
pressing interest. This has proved to be a very successful model that
extends beyond the original objective of social contact. Studies have
shown that, already in 2014, Facebook was a source for political news
for 48% of Americans [63], while 61% of millennials gets their news
from the so-called News Feed [35], and that Facebook is now sending
more traffic to top-publishers than Google, for the first time since July
2015 [120]. However, similar to Google, the algorithms responsible for
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selecting content based on relevance are personalized in ways that
are not only building on themselves (i.e. a positive feedback-loop, or
self-fulfilling prophecy where people get strengthened in beliefs and
opinions they already hold), but are also opaque in their functioning,
both because studies have shown that, for example, “62% of students
in a high level school were not even aware of the existence of this al-
gorithm”, but also because, like Google, the algorithm’s specifics are
a trade secret. A key difference with search engines is that a large
number of the factors going into content-selection® is based on the
type and depth of relationship with other users. This concept has
been liked to an “echo chamber” [107] where associations formed are
algorithmically interpreted, curated and fed back. To put these ef-
fects in perspective, Facebook itself has conducted a study, published
in the journal Science, on the size of possible determining factors of
what kind of results get prioritized in the News Feed [8], which con-
tained the conclusion that social connections on the network were in
fact a slightly bigger contributor than the algorithms, casting doubt
on the filter bubble phenomenon. However, Pariser in a response has
said that “Certainly, who your friends are matters a lot in social me-
dia. But the fact that the algorithm’s narrowing effect is nearly as
strong as our own avoidance of views we disagree with suggests that
it’s actually a pretty big deal.” [99] Additionally, it seems intuitive
people are more aware of who their friends are and what they believe
in, than the demonstrably low awareness of algorithmic selection.
Traditionally, news outlets such as newspapers and television sta-
tions have, clearly, also selected which events to cover, and from
which angle. That is, selection and bias are not a new phenomenon in-
troduced by algorithms per se, and any worldview will be shaped by
partial and selective information. The mechanisms described in the
previous paragraphs, however, are novel, in that the decision-making
processes are automated, and responsibility of what is included, ex-
cluded, prioritized etc. is delegated to the algorithm. Moreover, the
fact that this is the case is unclear to people, and little to no efforts
are being undertaken to increase awareness of the fact that algorithms
are responsible for this, nor to increase transparency with regards to
how these algorithms operate. Another key point to notice here is the
way that news and information pieces are, through algorithmic selec-
tion, consumed on a demand-basis, with individual articles coming
to the fore. This is another point of departure with more traditional
media outlets, as newspaper or news broadcast on television or radio
generally contain information on a range of topics, where the selec-
tion procedure is centralized, not individualized, and hence can be
said to work on a supply-basis. As Just and Latzer summarize, “com-

As in the Google-case, outlining the entire process in details will be futile, as the
structure is changing very rapidly. One source indicated that Facebook was using
over 100.000 possible weight factors when selecting content, in 2013, a number ex-
pected grow [88].
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pared to reality construction by traditional mass media, algorithmic
reality construction tends to increase individualization, commercial-
ization, inequalities and deterritorialization, and to decrease trans-
parency, controllability and predictability.” [73] These are all trends
that require further examination and reflection, and should not be
considered as value-free or neutral.

ALGORITHMIC CITIZENSHIP In the previous section the focus has
been on two prime examples of commercial applications of algorithms,
and the dynamics they produce and are a part of, and why this has
an ethical side viewed from the consequentialist perspective. Algo-
rithms, however, are also widely applied by governmental institu-
tions for a variety of purposes. This section will look at the case of
“algorithmic citizenship”, a notion coined by Cheney-Lippold [25] to
describe the role of algorithms in the construction of citizenship in
the United States, focusing mostly on practices of the National Secu-
rity Agency (NSA). Citizenship is traditionally defined in the terms
jus sanguinis and jus soli, referring to respectively citizenship derived
from ‘blood’, i.e. being born to parents holding a certain citizenship,
and place of birth. The potential difference between the two arises
from inter-state migration by either parents or during an individual’s
lifetime. However, online these two categories are not at all natu-
rally apparent, since documents or other signifiers testifying to ei-
ther source of citizenship are absent. Moreover, identification of indi-
viduals is mediated by technologies and infrastructures that obscure
identities. Internet protocol (IP) addresses and network hardware identi-
fiers, two common ways of identifying devices accessing the internet,
can belong to machines operated by multiple users, or be essentially
public as in the case of computers in libraries, schools, and other
places with relatively easy access to groups of people. Consequently,
when the NSA attempted to collect as much data on people as pos-
sible, while ensuring that US citizens would be exempt from being
monitored — a legal requirement for their operations — it faced the
problem of not being able to identify US citizens. To overcome this
difficulty, it introduced a new type of citizenship, based on algorith-
mic scoring on a number of identifiers, to establish how foreign a user
is. Cheney-Lippold describes the abrupt consequences of this scoring
as follows: “If an individual’s foreignness is found to be at or above
“51 percent confidence” ... then that individual legally becomes a for-
eigner and thus loses the right to privacy.” [25]. He calls this new cate-
gorization of citizenship jus algoritmi, “or citizenship rights according
to algorithmic logic.” [25] This citizenship is based on technical re-
quirements, and cannot be practically claimed or appealed to. Due
to the constraints on investigating the specific procedure by which
the ‘51%’ is established, it is not possible to justify or describe how
it resolves the problems of obscurity due to technical mediation as
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described above. The conjecture of Cheney-Lippold is that there are
specific instants in which an algorithm analyzes the available data
of a certain connection, quantifies this and produces the output of
whether this person is, according to the jus algoritmi classification a
US citizen or not. This would also open up the possibility for the
same person to move between legal citizenship by simply switching
a device or producing different (meta-)data by, e.g. entering a spe-
cific search query, or communicating with someone algorithmically
decided to be a non-jus algoritmi-citizen. As an illustration, the doc-
uments that Edward Snowden has famously disclosed have shown
that, among others, one identifier in this algorithm is the use of lan-
guage in e-mails and phone calls, which are being scanned actively.
Hence, the application of an algorithmically ‘scored” degree of citi-
zenship, with clear cut-off points, produces arbitrary and ambiguous
consequences through a process that is actively obscured, and which
is based on metrics for which there is no demonstrated democratic or
popular foundation.

Technical details aside, the legal, political and ethical implications
of these practices are severe. This algorithmic approach to citizenship
overrides the constitutionally protected rights of citizens, embedded
in a system that actively pursues obscurity, resulting in a complete
asymmetry of power favoring governmental institutions. Thus, citi-
zens are notably unaware of this practice to begin with, users of the in-
ternet are notably not informed of the procedures, do not have a right
to know or appeal against the conclusions, and are more fundamen-
tally not made aware of the practice to begin with. Furthermore, the
conclusions — and consequently this type of citizenship and protec-
tion of constitutionally protected rights — are time-dependent, mal-
leable?, and ephemeral. To highlight the role of algorithms in this
process, it is important to look at the inherently quantified nature
of the process, as in the following quote [25]: “Users produce the
datafied fodder that can algorithmically modulate their perceived cit-
izenship and foreignness at each HTTP request, with each friend they
talk to, and through each access point they log into. But although
each datafied action has the possibility to realign the percentage con-
fidence that a user is more foreigner than citizen or vice versa, we do
not know how that percentage confidence is determined. A user’s ac-
tions are weighed by an NSA computer and analyst, while the quan-
titative definitions of her algorithmic citizenship remain hidden.”

This analysis glosses over the many governmental practices that re-
sult in patterns of exclusion on the part of governmental institutions,
as users use the internet in very different ways, for different reasons,
and some may not use the internet in any way at all. Some of these
concerns on the skewed relationship of governmental organizations

In the sense that the algorithm’s scoring-mechanism may be subject to change with-
out any public involvement or knowledge.
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are beign recognised, and have recently been addressed by the White
House directly, in a report called “Big Data: A Report on Algorithmic
Systems, Opportunity, and Civil Rights” [43]. However, in this report
there is no mentioning of the specific case of algorithmic citizenship,
and measures aimed at increasing transparency and accountability of
other uses of algorithmically generated metrics remain vague.

FACIAL RECOGNITION (1,3,4) Facial recognition is the process
where an image or video is being processed by algorithms in a way
that the pixels (input) are recognized as making up a person’s face.
Face recognition through algorithms can be performed in multiple
different ways, with each having benefits and challenges in terms
of accuracy and efficiency in certain conditions [109]. Roughly, face
recognition systems work through the following five steps [125]: (a) face
detection, an object-detection or tracking problem, (b) pose estimation,
identifying keypoints (eyes, nose, etc.) and being able to integrate
those with angles and lighting, (c) frontalization/normalization, a step
that maps the image to a normalized picture of a face, i.e. canonical-
ization, (d) feature extraction, once the previous step of canonicaliza-
tion has been completed, it is represented as a vector-image that can
be compared to other images, resulting in (e) recognition, comparing
the obtained image-data to other such data in the existing dataset.
The technical details of these different approaches notwithstanding®,
the implementation of face recognition can lead to significant unin-
tended effects. An example of this is the algorithm for face detection
in cameras for computers by Hewlett-Packard initially failed to rec-
ognize and track the faces of black subjects in common lighting con-
ditions. This leads to the uneasy result that their faces were not vali-
dated as such [109], with the algorithm being the judge of this. This
mistake was, due to its readily availability in the commercial sector,
quickly discovered by users and addressed by the company through
software updates. What is important about this case, however, is
that it is precisely the selection-criteria that initially went into the
design of the algorithm and hardware of the camera that produced
this result. While rectification was possible and swiftly executed,
this was possible primarily due to users pointing out the mistake,
which requires insight into the results these algorithms produce, a
specific circumstance which is often not the case for non-commercial
uses. “Considering the consequences of this algorithm would lead
us to conclude that in some situations, the algorithm could produce
racist results.” [109] Moreover, the negative consequences of the algo-
rithm’s functioning was only noticed after implementation, indicating
that Hewlett-Packard had not considered the possibility, nor done ex-
tensive testing of their product. While this may appear to be a simple
unintended effect of the algorithm, and could be phrased in a very

8 See [2] [125] for a comparison of different approaches to face recognition.
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‘technical” way where certain conditions result in the failure of the al-
gorithm to perform its intended function, such an approach ignores
the social reality of feelings of exclusion or racism.

Another, more recent, instance of algorithmic processing of faces
involves not simply the detection, but the recognition of faces. While
intelligence and security agencies globally use these techniques ex-
tensively, a notable case — primarily due to the available informa-
tion — is that of the Federal Bureau of Investigation (FBI) in the
United States. In an investigation [56] performed by the United States
Government Accountability Office (GAO) it was found that the er-
ror rates of recognition varied between “a few percent up to beyond
fifty percent, depending on the technology”. This is largely due to
outdated and under-tested versions, with updates having to be pur-
chased, which places constraints on the possibilities to solve the is-
sue. The underlying point, however, is that most of these error rates
have not been properly tested prior to purchase® and subsequent re-
views contained the same flaws, including false positives. This shows
how the functioning of the algorithm underpinning the facial recogni-
tion techniques was taken for granted, became embedded in a larger
(socio-cultural) system as a neutral and rational instrument, and has
played an active role in the investigation and conviction of people,
while its validity remains questionable. This interplay of serving as
a seemingly neutral instrument, used to scan over 400 million differ-
ent pictures, and its inherently limited functioning, has severe con-
sequences for the labeling of people, as well as the obstruction or
complication of (criminal) investigations due to the necessity to fol-
low up on ‘leads’” that were in essence mislabels by the algorithm.
Another point of interest here is that, while accuracy rates are gener-
ally very high in training sets, according to a 2016 study [15] humans
still outperform the best automated systems in face verification when
it comes to unconstrained, i.e. random, image sets. Relying on an
algorithm hence seems to favor speed and ease over precisions and
accuracy, which in some cases seems like a defensible choice, but
should not go uncontested as standard procedure given the current
parameters.

Recent studies have indicated that facial recognition, beyond the
problems with the algorithms themselves, is beginning to pose a more
pervasive risk regarding privacy issues. Despite the shortcomings
mentioned in the previous two examples, the accuracy rates have
steadily been going up, partially through new techniques®, to the
point that it is becoming very hard to escape recognition from images
because of the quantity of exposure, even when using conventional
techniques to do so [125]. The ramifications for privacy issues are

To be precise, “tests were limited because they did not include all possible candidate
list sizes and did not specify how often incorrect matches were returned.” [56]

An interesting new study suggest that instead of ‘harvesting’ more faces and feeding
to an algorithm to learn from, it would be more fruitful to synthesize them [87]
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severe and understudied™ when any camera stream or picture could
(automatically) be used to identify people, in both the governmental
as well as the commercial sector. The debate between privacy and se-
curity is clearly ongoing, with the advances of algorithmically sifting
through (live) data exacerbating some of the existing fields of tension.

As Sandvig and others [48] contend, while sometimes the results of
faulty inclusion, exclusion, selection or processing of data is obvious,
this may not always be the case. The guise of rationality and neutral
automation, especially when embedded in complex systems, results
in negative consequences that are not always obvious, and further-
more unexpected. Taking this one step further, it is quite imaginable
for patterns and systems to come to rely, and build on the results that
are obtained in this sense. Profiling — which is defined by Goodman
and Flaxman [22] as: “any form of automated processing of personal
data consisting of the use of personal data to evaluate certain personal
aspects relating to a natural person” — on the basis irrelevant met-
rics in general, but exclusion, racism, and wasting time and money
in practical senses, are drawbacks to this approach that need to be
addressed fundamentally, and at least be taken into account when
evaluating facial recognition practices.

2.5 COUNTERING CONSEQUENCES

In the previous section we have looked at a variety of examples ex-
hibiting the dimensions of Gillespie and others that create negative
consequences. Identifying the problems associated with algorithmic
applications is the main focus of this thesis, but it would be remiss
to leave out a number of countervailing options. Whereas the efforts
to look at algorithms from an ethical perspective have only begun to
develop rather recently, a couple of promising alternatives and ad-
ditions have been proposed. This section will therefore deal with a
number of possibilities, with the aim of reducing the adverse conse-
quences described in the previous section.

A “low-level” approach to addressing the problems associated with
algorithms comes in the form of transparency through knowledge
dissemination that begins by educating journalists and policy makers,
raising their insight and sensibility to the operations. The reasoning
here is that once awareness on the part of these parties is increased,
this will translate into wider society and democratic processes, so
that an informed discussion will take place. Some work has already
been undertaken [35] on outlining how journalists, specifically com-
putational journalists, can identify and understand power-relations
mediated through algorithms. While this is a good way to tackle a
number of the issues of opacity, this has its limits. First, while in-
creased awareness on the part of ‘opinion-makers” will result in more

11 For some early ethical analysis focusing on CCTV cameras, see [20].
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insightful coverage and hence understanding, algorithmic applica-
tions by their very nature obscure, and that furthermore commercial
and security considerations put limitations on what can and may be
analyzed. Second, if the approaches are limited to methodological ap-
proaches on the part of journalists and other dedicated professionals,
the functioning of algorithms hinders dissemaniation because news
is acquired more on a demand-basis, that is, individualized so that one
needs to be looking for this type of articles to begin with. Algorith-
mic selection works to highlight these insights for people looking for
them, while reducing the chances of people being unaware becoming
aware and informed. Furthermore, this approach is geared towards
changing the structure algorithms operate in and through, rather than
changing anything about the algorithm as a technical artefact, or the
logic underpinning it. That is, the social construction of and by the al-
gorithm would be subjected to change, instead of the characteristics
that have contributed to this construction to begin with. However,
from a consequentialist perspective, mitigating the adverse effects of
the opacity of algorithms, even in a limited sense, is a worthy effort.
A more rigorous approach comes in the form of implementing poli-
cies that directly counter some of the negative consequences of algo-
rithmic functioning. This skips the step of first informing a wider
number of people, and being passive about what the outcome of an
informed discussion would be. Recently, the Council of the Euro-
pean Union (EU) has affirmed the proposed General Data Protection
Regulation, due to take effect in 2018 [22]. The most notable aim is
to inform those affected by algorithms and concomitatant profiling,
literally calling for a “right to explanation” [22]. This presents chal-
lenges for current commercial and governmental operations in the
EU that need to be overhauled due to these requirements. Despite
these difficulties, the authors are cautiously optimistic, calling this
an opportunity precisely because it calls attention to discriminatory
practices, and can result in a new paradigm for algorithmic design.
This follows similar lines of reasoning as Diakopoulos [36] who has
advocated a culture in which designers attempt to create a culture
of transparency at all levels of algorithmic development. In a similar
vein, Ziewitz [128] has argued that the study of algorithms and their
effects may in fact be a way to become aware of biases, as machine-
learning applications find precisely such patterns, as well as giving a
codified version of how certain cultural, social or personal values are
important in decision processes. This approach, at least, is capable of
detecting biases that predate the algorithm’s functioning itself, and
dedicated scholars and journalists could use this method for such
purposes. Finally, Crawford [30] invites a widening of perspective,
asking us to look “beyond algorithms as fetishized objects”. For this,
she draws on the idea of “agonistic pluralism”, referring to the po-
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litical theory™ that finds benefits in struggle and conflict. This helps
illuminate how the decision-making of algorithms takes place in con-
tested spaces. “Theories of agonism prompt us to consider in greater
depth the many spaces of dispute where humans and algorithms en-
gage.” That is, there are no clear dichotomies at work here, and rather
than attempting to find consensus, or a status quo vis-a-vis algorith-
mic applications, it should be a constant re-balancing, informed by
the aforementioned methods of inquiry and disclosure.

Commendable as all these approaches — if only for the attention
they draw to the existing problems — the suggestions remain vague,
consisting more of outlines and guiding principles than actual imple-
mentable frameworks, and often lack the power to transcend an non-
committal nature. Even in the case of EU regulations, it is restrictive
(what is not permissible), leaving the solutions up to commercial par-
ties that are partially responsible for the current situation. These diffi-
culties notwithstanding, the increased attention to the ethical sides of
algorithmic applications, shedding the veneer of neutrality, is reason
for cautious optimism. While the negative consequences of algorith-
mic functioning may shift and change, the fact that the problems are
receiving attention is a sign that the veneer of unquestioned neutral-
ity has been shed.

2.6 CONCLUSION

One of the main conclusions of this chapter is that while algorithms
indeed can produce metrics and insights into patterns, they also (par-
tially) create those patterns, shape behavior, and look at the world
in a specific, quantified, processed manner, creating adverse conse-
quences in the process. That is, they are not telling us something
about the world as external observers in a vacuum, but are actively
co-shaping and intertwined with that which they are describing in a
multitude of ways. This realization unravels their supposed neutral-
ity and rationality, as they can not be considered an objective tool, nor
be taken as operating ‘outside” of the phenomena they are intended
to provide insights in. Given the negative consequences we have
observed, this should invite a shift in perspective that, both in the
design-phase as well as in terms of status, fundamentally analyzes al-
gorithms as important artefacts involved in worldview-building, cat-
egorization etc. In this light, the second sub-question in the form
of “What are current applications of algorithms and what are the
ethical consequences of these?” has been answered sufficiently, by
having looked at a variety of applications and the attached ethical is-
sues. The relevance of such a question is underscored by recent work
that attempts specifically to develop and advocate methodologies “to
produce insights into the nature and work of algorithms” [78]. This

12 For an overview of the main tenets of agonistic pluralism, see [93].
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chapter has contributed to such endeavors by coupling abstract di-
mensions to clear, relevant cases, and offering assessments that future
work can build on. It is not a likely scenario to stem the development
of algorithms and their applications as such, but gaining insight into
the dynamics of how they produce unwanted results could result in
policy, or a wider algorithmic ‘culture” that urges or forces producers
to pay more attention before implementing them. In this way, the
ethics of algorithms should not be an afterthought, or solely be kept
to the realm of studying consequences, but rather be a consideration
from the start. In this way, a consequentialist analysis can contribute
in a practical sense, by improving awareness and helping to draw
lessons in order to find ways to counter the negative consequences.
The sub-question that was introduced as supporting the overarching
research question, “What are current applications of algorithms and
what are the ethical consequences of these?” has thus been answered.
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THE ALGORITHMIC CHOICE

In the previous chapter we have looked at the consequences of algo-
rithmic applications presently. The arguments pro and contra were
centered around whether these consequences were desirable or not,
and what the trade-off consists of in various cases. In a general sense,
all these arguments can be said to belong to the spectrum of evaluat-
ing specific instances or practices, that is, analyzing the present state,
and offering insights into the reasons why this can be said to be eth-
ically problematic from a consequentialist perspective. This analysis
has highlighted dynamics that were uniquely brought about by algo-
rithms, warranting a closer inspection in ethical terms. The theoreti-
cal framework of dimensions in which algorithms bring about these
dynamics, as well as the examples illustrating them in a more practi-
cal sense, focused on two elements: (a) what sort of unintended con-
sequences algorithms themselves produce, and (b) how a mismatch
between the functioning of algorithms and the socio-cultural struc-
tures they are embedded or used in results in adverse results. This
has been a worthwhile exercise, yielding a critique that attempts to
disrupt the veneer of ‘rationality’, ‘neutrality” or strict functionality
that often accompanies algorithms. However, there is a dimension to
algorithms that is not captured by such a consequentialist analysis,
due to intrinsic properties of algorithms. In the previous chapter the
issues that were raised could be addressed in practical terms, i.e. by
making sure the algorithm does not produce the unintended and ad-
verse effects, or informing stakeholders to a sufficient degree so that
opacity is no longer a problematic aspect, these ethical issues would
be resolved. If developers of algorithms, or opinion-makers, legis-
lators etc. would be able to address these problems sufficiently, it
would be ethically justified to use or keep using algorithms for such
ends. These problems and associated countermeasures or strategies
fall short, however, in addressing the question of whether the choice
for adopting an algorithmic approach to any situation or phenomenon
can itself be ethically contestable. This is not merely a theoretical di-
mension to algorithms, as the requirements for algorithmic function-
ing are specific, and inherently constricting, as well as that delegating
or automating responsibility can be controversial. This chapter will
look at how selecting, creating, and accepting the required conditions
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for an algorithmic approach can be problematic regardless of the con-
sequences, adopting a deontological ethical approach. The ethical tra-
dition of deontology is chosen because it explicitly does not rely on
evaluating the consequences or circumstances of actions, but rather
on the principle on which it is undertaken. This corresponds with
opting into the required conditions for algorithmic functioning and
justifying its application in a broader sense, highlighting the ques-
tions that were left unaddressed in the previous chapter. In short,
which ethically problematic aspects of algorithmic functioning cannot
be ameliorated or resolved without questioning the use of algorithms
to begin with.

First a short introduction to deontology will be given, introduc-
ing the reader to the most salient elements for the current undertak-
ing. Following this, a short reiteration of the most relevant tenets
of algorithms will feature, emphasizing that while algorithms are a
very powerful and practical technology, there are limits to their use.
Combining the previous two sections, a number of specific, intrin-
sic aspects of the choice for adopting an algorithmic approach will
be given as a theoretical framework, paving the way for examples of
ethically contestable instances from a deontological, a priori perspec-
tive. These examples will justify the subject matter and methods by
showing that this is not a theoretical discussion, but addresses practi-
cal, present-day issues. The examples, however, will be substantially
shorter than in the previous chapter, for the reason that what is rel-
evant is not the specifics of actual cases — as was the case when
looking at consequences — but rather the existence and urgency of
moral questions preceding the choice for algorithms.

3.1 DEONTOLOGY

Deontology is the normative ethical tradition that derived from the
ancient Greek word for duty, deov. In contrast to consequentialism,
deontology focuses on evaluating actions on the basis of adhering
to principles, obeying duties, and respecting rights [122] [115] [64] [110],
rather than the results. Broadly speaking, it values the intention or
motivation of actions over the results [79], as well as an adherence to
principles and the respect for rights, which constitute duties. Deon-
tological evaluations hence focus on “deeply felt convictions and ex-
istential interests” [115] that guide these principles, duties and rights.
In this sense, the moral question is asked before any consideration
of practical nature, a clear point of difference with consequentialism,
for which the underlying principles do not take center stage. As
with all broad, general normative theories, there are many nuances
and differences between different versions of deontology, though the
characteristics described above delineate the field within such differ-
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entiation takes place.” As was the case with consequentialism, the
aim here is not to use this chapter as an exercise in finding or analyz-
ing specific aspects of deontological traditions, but rather to use it as
a heuristic [113] to explore how using algorithms is not a neutral act,
but broaches important human values.

The value of adopting a deontological approach in this chapter de-
rives from the fact that, in contrast to consequentialism, it allows for
fundamentally questioning the choice to use algorithms, irrespective
of the outcomes subsequent to it. Since deontology is concerned with
whether certain principles are adhered to, rights respected and duties
upheld, the focus will be on which values are at stake, and whether it
is morally permissible to accept encroachment of them. Following
Swierstra and Rip [115], the position that deontological concerns can
have ‘right-of-way” over consequentialist considerations is adopted,
because of the aforementioned connection with deeply held values.
The tension that can arise from consequentialist and deontological
arguments stems from issues of contradicting answers to a specific
case. A deontological approach is especially enlightening when con-
sequences are uncertain, as well as when the difficulty in measuring
and assessing fo what extent and for whom the results are beneficial
or positive become relevant. At a basic level, the difference between
consequentialism and deontology revolves around which aspects of a
given situation can justify or discount actions. In this sense, it serves
as a counterbalance to the idea that the end justifies the means, in this
case whether positive outcomes of electing an algorithmic approach
— strictly those outcomes that arise after the algorithmic approach has
already been adopted — justify the aspects of the choice that are in
themselves ethically contestable. To clarify this point, the next section
will restate a number of tenets of algorithms, which will be framed as
approaching a phenomenon in a selective, limiting sense that is not al-
ways justifiable. Through this, the neutrality of the use of algorithms
will be challenged by referring to (categories of) morally important
values that play a role beyond the outcome. This approach also en-
tails another difference with the previous chapter, in that instead of
ending with a number of possible strategies to avoid the negative
consequences, the aim here is to spark and inform discussion and
reflection on whether the values in question are important enough to
forego an algorithmic approach, without taking any definitive stance
on the matter.

For an overview of different versions of deontology, as well as the contrast with
consequentialism, see [3] [117].
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3.2 CHARACTERISTICS OF ALGORITHMS OF DEONTOLOGICAL CON-
CERN

As we have seen in the first chapter, which aimed to describe algo-
rithms in a general sense without being overly confining, there are
fundamental characteristics that are not context-dependent. This foun-
dation will be used in this section, and coupled with a number of di-
mensions of the theoretical framework of the previous chapter, which
highlighted patterns of ethical concern. This coupling will show that
the characteristics of algorithms necessarily lead to those patterns, and
thus cannot be remedied by improving the algorithm or the infras-
tructures surrounding it, resulting in deontological concerns.

The three properties, or requirements, of algorithms that are rele-
vant for the current analysis, are: (a) well-defined input from a formal
language, (b) the codification and automation of tasks, and (c) the
assumption of positivist logic. These properties all derive from the
groundwork that was laid earlier, but need to be specified, because
these properties give rise, when viewed from a deontological perspec-
tive, to specific issues that were not addressed in the consequentialist
chapter.

WELL-DEFINED INPUT The requirement of algorithms that the in-
put comes from a formal language, i.e. is not open to multiple inter-
pretations but instead clearly defined, places constraints on the type
of input that is allowed, and hence on the possible applications of al-
gorithms directly. Directly is emphasized here, because while a large
number of everyday phenomena do not belong to a class of formal
languages, these phenomena can be transformed in such a way that
they become legible or usable for algorithms. Before showing how
this transformation can be problematic, it is important to explain that
the reason for insisting on the usage of non-formal, rather than quan-
titative or quantifiable is that algorithms ‘can” process input that is
strictly speaking qualitative. That is, as a matter of perspective, the
level of description can be the determining factor in calling a certain
input or step quantitative or qualitative. As an example, consider an
algorithm which for each input from a string of integers determines
only the qualitative property of being positive, negative or zero. At a
first level, this is a qualitative property of the input, yet it is straight-
forward to see that it can also be framed in terms of three possible
categorizations, which is a quantitative and discrete process. How-
ever, taking that conceptualization as the norm is arbitrary, which is
why in this thesis the choice has been to adhere to the more rigorous
phrasing of non-formal, referring back to the description in chapter 1
of formal languages.

Returning to the mismatch between phenomena that are not di-
rectly suited for an algorithmic approach, and the desire to process

45



them in precisely such a manner, it should be noted that the transfor-
mation required for meeting this desire results in a different from of
the matter. This is analogous to the more general idea that a ‘model’
or other type of representation is always a specific interpretation of
that which it is connected, captured also in the phrase “the map is
not the territory” [4]. This idea refers to the confusion or conflation
of the representation and the represented, in this case an algorith-
mically obtained metric. While a critique of this practice easily falls
into the consequentialist sphere, a deontological objection comes in
the form that algorithms necessarily have this consequence, meaning
that accepting the transition into representation should be that which
is justified, not the outcome of such a transformation. The dynamic
here then is towards the need for ‘optimization” and ‘efficiency’, at the
cost of understanding that which arguably makes these phenomena
worthwhile to begin with. Whereas this practice of transformation is
not novel — one can think of, for example, IQ tests transforming the
abstract notion of cognitive abilities into a single number embedded
in a model with a standardized mean and standard deviations — the
fact that algorithms are increasingly employed in society, as shown in
the previous chapter, emphasizes the need for the justification of sub-
scribing to the transformation of phenomena to well-defined input,
in the face of the duty to protect that which is ‘lost in translation’.

CODIFICATION AND AUTOMATION Algorithms are by their very
nature codified procedures for transforming input into output, al-
beit with varying degrees of complexity and possibilities for feedback
mechanisms, e.g. an output serving as further input, etc. However,
even in the case of such dynamic instances of algorithms, the dy-
namic nature itself is codified, so that on a derivative level the exact
and fixed principles are still present.

A further point of friction on the automated nature of algorith-
mic operations is that the evaluation of the result is only possible af-
ter implementation, which is especially salient in complex situations
that are either unpredictable, or themselves shaped in relation to the
algorithms functioning. For example, even the best meteorological
models have uncertainty and error-margins built into them, which
is accepted as ‘best practice’. However, the inherent complexity of
other systems requires a different standard, such as when modeling
the behavior of (semi-)autonomous systems, e.g. cars or software
with an impact on financial markets. These arguments contain a con-
sequentialist streak, but the focus here is rather on the choice that
underlies accepting the uncertainty in modeling complex situations
and accepting the fact that automated processes, with codified values
and judgements, co-shape reality.

Codification and automation become especially problematic when
the to-be-executed task is itself specifically an ethical one. That is,
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when there is at least an intrinsic ethical component to the function-
ing, such as in the case of the behavior of autonomous vehicles, an
example that will be discussed in the next section.

COMPUTATIONAL POSITIVISM The use of algorithms, because of
the previous two points — requiring well-defined input, as well as
being codified, automated, hence involving a delegation of agency
and responsibility — means a choice to subscribe to a specific, posi-
tivist epistemology. Closely related to especially the previous point,
the positivist approach to large-scale phenomena is in fact a require-
ment or justification for the use of algorithms. This axiom, however,
is not neutral or value-free, and has been contested widely in the
field of sociology [90] on the basis of framing ““social facts” as things
independently of their own construction.. .. “[A]ny allusion to obser-
vational “social facts” begs the question [sic]: facts under which inter-
pretative scheme?”” The danger of reification is therefore quite real,
as algorithms necessarily produce these results due to their descrip-
tive nature, or more specifically by looking for patterns, ‘correlation’,
instead of causation [75].

This acceptance of a positivist outlook becomes especially problem-
atic in cases of ambiguity, where clear resolutions of the tension are
either absent currently, or in principle already a matter of personal or
ethical ‘preference’. Kraemer et al [81] have shown that, in a medical
setting when developing algorithms for the interpretation of scans,
researchers can have differing rational reasons for developing different
algorithms. Hence, ‘rationality” is not the crucial criterion that de-
scribes choices in the design-process of algorithms, so that instead of
unearthing patterns, and letting the ‘data” speak for itself, we return
to the notion that ‘raw” or unstructured data is an oxymoron [51] [52],
and the conclusion that these patterns are potentially superimposed.
Whereas this becomes mostly a problem when looking at social phe-
nomena, it is however an inescapable consequence of the algorithmic
approach, because epistemological positivism underpins algorithms
in that it requires well-defined, ‘objective” input [49], resulting in com-
putational positivism.

3.3 CASES OF DEONTOLOGICAL ETHICAL CONCERN

The previous section has outlined in a general sense how the basic
characteristics of algorithms make the choice for using algorithms
morally contestable, because of the transformation of phenomena, the
delegation of tasks and responsibilities, and the assumption of posi-
tivism on social phenomena. This section will analyze a number of
cases in which this is of practical concern. Unlike the previous chap-
ter, which dealt with adverse consequences of the use of algorithms,
in this section the aim is to highlight fields of tension between algo-
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rithmic approaches and the values they encroach. Rather than offer-
ing suggestions for resolving these tensions, the goal is to spark and
inform discussions, because the nature of the deontological analysis
adopted here is not so much about arguing for the preference of spe-
cific values, but rather about showing that — and in which manner
— values are at stake. Two sets of examples will be illustrating this
argument: (a) case ‘revisited’, a short look at the example of Google
that also featured in the previous chapter, which highlights dynam-
ics that were left untouched, as well as clarifying how a different
ethical approach yields different conclusions, (b) Autonomous Vehicles
(AVs), where the behavior in extreme situations entails codifying val-
ue-laden ethical behavior, and military autonomous drones, which by
their very nature of exercising control as well as (potentially) causing
physical harm are an ethically contestable presence. Together, they
will bolster the case that prior to selecting an algorithmic approach,
careful consideration on precisely what that choice means in terms
of value-judgements ought to take place. The cases are explicitly not
intended to be resolved through an analysis in this thesis, but urge
a philosophical and ethical debate in the fields that the cases cover,
as well as indicating that such questions and discussions — beyond
the examples discussed here — have a place whenever considering
algorithms impacting aspects of life we deem valuable.

CASE REVISITED Before looking at new examples that underscore
the concerns outlined in the previous section, it is informative to re-
visit an example that was brought to the fore in the previous, conse-
quentialist chapter. This is especially so because it highlights both the
differences of the specific case, but also emphasizes the different type
of answers that each methodological stance produces.

Google’s practice of algorithmically sorting search results, while
creating or allowing an environment in which people are unaware
of the fact that the results are tailored to the specific user are conse-
quences that are an exponent of specific choices made by the company.
While it has been shown that these consequences can be negative,
there is another dimension to the reliance on algorithms to perform
such tasks. In extreme cases, this has resulted in biased, or even
outright racist results, such as identifying pictures of black people
as “gorillas” [14], or strongly associating positive traits with white-
skinned people [108]. Rectifying the specific instances, the company
further responded that while it deeply regretted the hurtful results,
such unfortunate correlations were inevitable, due to the fact that
Google’s algorithms produce descriptive results, meaning that any ex-
isting biases in the data that is being sorted on relevance will be re-
flected in the ‘search result’. This is, by Google’s own admission,
an inevitable corollary of delegating the sorting on relevance to algo-
rithms. What makes this point distinct from a specific consequence
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of the algorithms Google is using, is that there is no ‘fix’ on a purely
algorithmic level, i.e. this is a problem that cannot be purely algorith-
mically solved. It should be noted that curation or relevance-sorting
by humans will, given a large enough number of instances and diver-
sity of queries and people receiving them, also produce controversial
results, but that in such cases there is no “hard’ codification, as well
as that there is no delegation of responsibility. In this case, what sets
a deontological look at the fundamental choice to approach a situa-
tion algorithmically apart from a consequentialist approach, is that
the former is capable of analyzing the inescapable ‘conditions’, en-
abling a meta-view of the ethical implications. Whereas the problems
outlined in the previous chapter could be remedied by improving the
way the algorithm functions, or by developing knowledge and the
socio-technical infrastructure, this issue with the algorithm cannot be
solved without changing the approach to something other than (just)
an algorithm.

A recent, additional component to a deontological view of how
Google raises concerns, is voiced by Kurasawa [83]. Kurasawa in-
vestigates is how algorithmic logic is altering our perception of the
‘social’, which he states now “[FJrames society as the mere aggrega-
tion of measurable individual tendencies and choices—thereby leav-
ing behind any notion of collective or structural forces. Moreover, this
same logic understands agency as a matter of calculated probabilities
amongst a range of possible courses of action and decisions by the
actor.” In this sense, it furthers the computational positivist tendency
outlined in the previous section. By necessarily doing this, alternative
interpretations are lost by virtue of the algorithmic approach.

DELEGATION: AUTONOMOUS VEHICLES AND MILITARY DRONES
Recent developments in algorithms and corresponding hardware have
propelled the development of increasing automation of vehicles. In
2007, six teams of researchers had been able to complete “Urban
Challenge”, set by the Defense Advanced Research Projects Agency
(DARPA), the “first benchmark test for autonomous driving in real-
istic urban environments” [19]. There are two general classification
systems for levels of automation, with the ‘highest” level referring to
a degree of automation that is called autonomy. For clarity’s sake, this
section will only deal with this level, although various forms of au-
tomation, such as automatic braking or cruise control, have already
been widely implemented. The first description of autonomy in ve-
hicles, by the National Highway Traffic Safety Administration, phrases
it as: “The vehicle is designed to perform all safety-critical driving
functions and monitor roadway conditions for an entire trip. Such
a design anticipates that the driver will provide destination or nav-
igation input, but is not expected to be available for control at any
time during the trip. This includes both occupied and unoccupied
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vehicles.” [96] The second prevailing standard is that by the AdaptIVe
Consortium and describes the situation as “systems can accomplish
the complete journey from origin to destination in a high automation
modus, and can do so anywhere on-road that a human can legally
drive a vehicle. Except activation, deactivation and determining way-
points and destinations, no human driver is required any longer.”
[12] Such vehicles are currently in development, with early results on
certain models — who can ‘technically” already perform this, but re-
quire the passenger to remain alert and capable of taking over control
of the vehicle — being very positive in terms of safety and reliability
[31].

Beyond the practical concerns regarding safety, such as the vulner-
ability of software in terms of bugs and security, researchers worry
about situations in which harm to either structures or people is un-
avoidable [19] [18]. These situations will occur, given enough vehicles
and time, and require decision models in order to achieve the result
that is deemed most desirable. A growing body of literature on this
topic of ‘algorithmic ethics’, i.e. coding for behavior in intrinsically
ethical situations, often frames the problem either in consequentialist
or deontological terms, but mostly offers a hybrid approach [19] [18].
Preliminary studies have been conducted on attitudes towards types
of decisions being made by an autonomous vehicle in various theoret-
ical life-threatening situations [19] [18]. These studies found that peo-
ple largely follow consequentialist modes of ethical evaluation, e.g.
saving a larger number of people is favorable, etc. However, there are
differences among the strength of such convictions, especially when
the life of the passenger is taken into consideration in the endanger-
ment. Without going too much into the specifics?, the existence of dif-
ference in preferred behavior of the autonomous vehicle is theorized
to be translated into different algorithmic decision models, resulting
in varying, possibly competing autonomous vehicles [18]. While these
elements all point to a consequentialist analysis of the dynamics3, the
more fundamental question of whether it is morally permissible to
delegate such ethical decisions to an automatic process to begin with
should enter into the debate. This question is rarely asked, and much
less addressed, and despite the relatively low attention this issue has
attracted, being aware of it is key. While the occurrence of ‘life-and-
death’ situations is theorized to go down [54] [19], the requirement of
algorithms to be codified prior to the occurrence of such situations, is
problematic because it does not allow for improvisation, and assumes
that the pre-defined set of encoded variables is sufficient to judge any
possible situation satisfactorily. A second point is the requirement
for well-defined input, which clashes with something so existential and

For an overview of the results, see [19] and [18].

For an excellent overview of the need for a consequentialist ethical assessment of
automated vehicles, see [54], which argues against common claims that such an
ethical assessment is not required.
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intangible as human lives. The deontological question therefore fo-
cuses on whether it is morally permissible to delegate such decisions
at all, and whether we are willing to transform human lives, health,
and safety into well-defined, formal input.

Similar dynamics are involved with the development of military
drones*. The development of algorithms geared specifically for mil-
itary purposes has resulted in autonomous systems that are reliably
outperforming human operators [40]. Whereas with autonomous ve-
hicles the occurrence of harm is an unfortunate, inevitable side-effect,
for which efforts are undertaken to minimize the chances, for mili-
tary purposes physical and mental harm can be explicit objectives.
While the issues with codified behavior and well-defined input are
the same, then, there is an additional level of salience to the delega-
tion of meting out violence. So far, in actual conflict-situations, there
has been a requirement for humans to be ‘in the loop’, so that the del-
egation is not complete, and that there is no “risk-free” war [102]. Yet,
while fully autonomous drones have not seen any use outside of sim-
ulations, the notion that the required technology will be acquired by
multiple opposing military groups points to the functional benefits of
deploying fully autonomous weapons, rendering the ethical concerns
that underpin the current practice of keeping humans involved impo-
tent. This, then, requires an approach akin to that of nuclear weapons
[95] [102], where the use of them is deemed unjustifiable, no matter
the conflict, and hence strict regulation needs to be in place.

It is not an aim of this thesis to resolve the deontological questions
introduced in this section, but rather to highlight that these questions
are relevant in a theoretical and practical sense. Whatever the answers
to these questions are, they will have to be made explicit, as situations
in which existential values are at stake should be evaluated as thor-
oughly as possible.

3.4 CONCLUSION

The main aim of this chapter was to explore the ethical dimension
of algorithms in a way that does not involve the consequences of spe-
cific instances, i.e. what the fundamental characteristics of algorithms
entail. By looking at the requirements or conditions under which al-
gorithms can function, deontological arguments pro and contra the
algorithmic approach can be formulated. In this sense, this chapter’s
goal has been to fuel debate, and contribute to a heightened sensi-
bility to the restrictions attached to the algorithmic lens. While the
benefits and possibilities are clear, the algorithmic approach is far
from a panacea, and should be fundamentally questioned. Unlike

As with autonomous vehicles, the focus will here be on the choice preceding the
implementation of algorithms. For a good overview of possible consequences, see
[102].
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the analysis undertaken in the previous chapter, there have been no
countervailing measures proposed. This is an explicit choice, because
the positions in the debate are too numerous to list, as well as that
the weighing of arguments, or the adherence to certain principles, is
context-dependent, an attribute that does not belong in a strict de-
ontological approach. The second, supporting, sub-question, “What
are the effects of electing an algorithmic approach, regardless of prac-
tical implementation?” has been addressed, albeit in a manner that
invites further exploration. This further exploration is called for pri-
marily due to the fact that while this chapter has outlined a number
of fundamental concerns, the field is developing in a way that calls
for constant, updated reflection.
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ALTERNATIVE AND FUTURE APPROACHES

In this thesis the aim has been to show the ethical sides to algorithms
both practically and fundamentally. While this has been fruitful in
uncovering in which ways algorithms contribute to adverse effects
and consequences, and has demonstrated that selecting an algorith-
mic approach is not a neutral or value-free choice, there are angles
that have not been covered. In the following short paragraphs, a num-
ber of possibilities will be outlined that either change the methodol-
ogy of similar projects, i.e. geared at describing the ethical dynamics
brought about by algorithms, or by shifting the focus away from a
philosophico-ethical approach to other academic disciplines. In each
of these paragraphs, the benefits associated with such different ap-
proaches will be outlined, as well as a short rationale for not selecting
that approach in this thesis. The aim of this brief section is not to be
exhaustive in listing possibilities, but rather to show that research in
this direction can be enriched and expanded in a multitude of inter-
esting ways. This chapter contains a brief discussion of a number of
open questions, or topics that have explicitly been left undiscussed,
either because it went beyond the scope of this thesis, or because it is
outside my range of expertise. This list does not aim to be exhaustive,
but rather to give the reader a glimpse of the myriad possibilities in
this developing field.

TECHNOLOGICAL MEDIATION THEORY In this thesis, the ques-
tion of the status of (moral) agency of artefacts has been left largely
untouched. However, in the philosophy of science, several different
theories on this topic have been developed. Polar opposite answers of
this question have proposed, with on the one hand the view that arte-
facts and technologies do not have any agency and are neutral and
external tools, and on the other hand the idea that artefacts and tech-
nologies have agency in a symmetrical way to humans, and co-shape
reality, hence bestowing a moral character on them. The latter view is
known as technological mediation theory, of which a notable proponent
is Verbeek [123] [121]. Conceiving of technologies and artefacts in
such a manner opens up a new analytic field, because the dynamic
nature of the relation between artefacts and humans, by virtue of
allowing agency to reside in artefacts, results in different questions.
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The specific focus on mediating in an epistemological sense could
thus enrich the analyses by offering a heightened sensibility to the
mutual shaping dynamics. The reason this has not been incorporated
in this thesis is that it entails an additional level of complexity on a
topic that is already clouded in opacity. Thus, for reasons of clarity,
the analysis has left these issues to the sideline, to be able to focus
more accurately on answering the research question.

sTIGMERGY This thesis has used methods and ideas from the phi-
losophy of computing, and of ethics. However, similar observations
about the structuring effects of some algorithms have been made in
other fields. For example, the feedback mechanisms involved with
recommender-algorithms could also be viewed through stigmergy, the
study of indirect communication in multi-agent systems. Stigmergy
is a concept originally developed in the field of entomology [37] to
indicate how certain organisms were capable of influencing one an-
other without coming into direct contact. The clearest example of this
is the way ants mark a successful route towards a desired good by
leaving a trace of hormones, specifically pheromones. This way, even
though direct language communication between ants has not been
established, they have a means of communicating and hence coordi-
nating behavior. Recently, this concept of conveying and coordinating
without direct interaction has been extended to interaction processes
outside of the field of entomology, and it has been posited that hu-
man behavior can to a large degree be explained through stigmergic
algorithms [37] [26]. This cross-pollination of ideas in different dis-
ciplines opens up new fields of research where established practices
in one area can lead to new insights in others. Specifically, study-
ing how algorithms — beyond the artificially created ones that have
been the primary focus of this thesis — are capable at describing
naturally occurring behavior in multiple species, including humans,
invites further research into more complex patterns, as well as the
development of technological structures that facilitate such naturally
occurring dynamics [114]. In the field of computer science this has
been adopted under the umbrella term of “swarm intelligence” [10].
Moreover, preliminary work on how “leadership emergence” takes
place has been approached from a stigmergic perspective [86], indi-
cating that this type of algorithmic pattern-forming has multiple ap-
plications that are currently understudied. The methodological tools
required for looking at algorithmic patterns from the viewpoint of
stigmergy differ greatly from those used in this thesis. It is for this
reason, i.e. preserving clarity, that this has not featured here, its po-
tential notwithstanding.

TRANSFORMATION OF THE JOB MARKET  With the increasing im-
plementation of software-driven, algorithmically based, technologies,
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a transformation of the job market has already been observed, and is
projected to continue [84] [116]. Already we see that algorithmically
driven technological applications — such as robots — are replacing or
displacing work previously carried out by humans. However, recent
research carried out by Deloitte [33] [34] has shown that this is not
necessarily the case. In a similar vein, Gownder et al [57] published
a report dubbed “The Future Of Jobs, 2025: Working Side By Side
With Robots” which holds that advances in automation will transform
rather than replace human labor. That is, similar to how the Industrial
Revolution has shifted the balance in manual labor but not replaced
human activity altogether, so will the advance of algorithmic opera-
tions shift the balance in cognitive labor, but not replace human activ-
ity. However, others, such as the World Economic Forum (WEF) [116],
are less optimistic or even neutral. Calling it a “fourth Industrial Rev-
olution”, it projects a global “net employment impact of 5.1 million
jobs lost to disruptive labour market changes over the period 2015-
2020.” Other estimates, such as those in a work called “The future
of employment: how susceptible are jobs to computerization” [46]
project that “about 47% of US employment is at risk.” An interesting
and alarming detail of what type of jobs are at risk, according to the
WEEF, is that jobs currently occupied by women are much more suscep-
tible to replacement Thinking along those lines, former CEO of Mc-
Donald’s, Ed Rensi, has stated in an interview with Fox Business [45]
that if the proposed rise of the minimum wage in the United States to
$15 per hour would indeed take place, robots would be a cheaper op-
tion in the restaurant industry. With a drop of irony it could be said
that dropping out of school might no longer result in the proverbial
‘flipping burgers’, but instead in ‘flipping switches’, where the latter
presumably requires fever people to execute. The work on this is all
preliminary, and largely based on conjecture or questionable extrap-
olation, but since it is a developing field, this could have important
ramifications that could also heighten sensitivities for regulation of
development and implementation. The reason for not focusing on
this aspect of algorithmically driven economic dynamics is precisely
the contradictory nature of the projections, as well as that an analy-
sis which is sensitive to wider economic trends falls outside of the
methodological scope of the thesis. Conversely, however, the analy-
sis of this paper could inform future economic projections because of
the dynamics — abstracted from the specific examples — described
in the previous chapters.
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CONCLUDING REMARKS

This thesis has aimed to seriously analyze algorithms in both practical
and fundamental terms. In order to do this properly, the first chapter
has been devoted to establishing a firm understanding of what algo-
rithms are. This has been done both in a natural language approach,
which has served to outline algorithms in a functional sense, as well
as in a more formal approach, which highlighted the fundamental re-
quirements and conditions, as well as theoretical limitations to their
functioning. With this, the sub-question “What are algorithms and
how do they function?” has been answered.

The next chapter looked at the consequences of current applications
of algorithms, and have uncovered a number of patterns through
which these can be adverse, according to a consequentialist ethical
view. This has explicitly not been formulated in a way to strictly
argue against algorithmic application, by using the notion of dual-use
technology, which enabled the idea that good and bad consequences
are not mutually exclusive, and the balance of these varies per context.
The patterns or dimensions along which algorithms create negative
effects have been illustrated by looking at examples that satisfied the
two conditions of being, first, unique to algorithmic operation, and
second, of societal concern. The first condition justifies the choice
for the unit of analysis, i.e. provides the reason for looking at algo-
rithms as opposed to other parts of the socio-technological frame in
which they operate. It is also a logical consequence of the theoreti-
cal framework of the dimensions of possible negative consequences,
as these point to algorithms as The second condition was necessary
to exclude examples that are unique to algorithmic processing, and
produce negative effects, but are rare or inconsequential to the point
where they would not be relevant for ethical consideration. Through
these examples, I have shown that in the two realms of government,
and media and information, algorithms produce large-scale negative
effects corresponding to the theoretical framework. A final example
of a practical, specific technology rounded off the set of examples, to
zoom in on the ubiquitous and pervasive nature of algorithms in a
more applied context. The final section of Chapter 2 has been devoted
to possible countermeasures to the negative consequences described
and observed in the previous sections. Many of these measures fo-
cus on various approaches aiming to increase awareness on the parts
of all stakeholders, e.g. developers, users, policy-makers, journalist,
to combat the obscurity side of the “black box” description of algo-
rithms. Work on these approaches is ongoing, and with recent legal
developments such as the outlined EU-regulations these approaches
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will be put to the test. With this, the sub-question “What are cur-
rent applications of algorithms and what are the ethical consequences
of these?” has been answered sufficiently, as well as addressed in a
manner that opens up avenues for amelioration.

The consequentialist analysis has offered insight into how and where
algorithms are currently producing negative effects, and has provided
a number of potential directions towards amelioration of them. How-
ever, informative as this analysis may be, it does not cover the en-
tire spectrum of possible ethical considerations associated with al-
gorithms. That is, as a method or epistemological technology, algo-
rithms come with a number of intrinsic requirements to function that
themselves can be ethically problematic. These intrinsic requirements
have been listed at the start of Chapter 3, which proposes to use the
framework of deontology to evaluate the moral permissibility of ac-
cepting these requirements in various contexts. Again, the analysis
should not be read as a simple statement against the use of algo-
rithms, but rather in the light that being able to point out real ethical
problems at the very least warrants serious deliberation on the con-
ditions on the use of algorithms. The acceptance of the requirements
mentioned in the first paragraph of Chapter 3 have subsequently been
directly linked with leading to violations of deontological principles,
that is, that the choice of accepting the requirements for, and results of
algorithmic operation® is itself ethically contestable. This has formed
an answer to the third sub-question: “What are the effects of electing
an algorithmic approach, regardless of practical implementation?”

Taken together, these three chapters have contributed to answering,
in parts, the main research question: “What are the ethical implica-
tions in practical and fundamental terms of the use of algorithms?”
While the conclusions have not always been clear or complete, the
aim of sparking debate, and informing the arguments that will be
used in such debates surrounding the use of algorithms, has been
achieved. In this sense, it has contributed to the science and litera-
ture on algorithms by offering a building block for future research
and policy-development.

1 The results, that is, that are not context-dependent or expressed in terms of conse-
quences, but rather inevitably a “result” of algorithmic operations to begin with, e.g.
quantitative output.
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