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Abstract
Master of Science

Machine Learning for Ground Cover and Hot Target Analysis in RGB
and Satellite Imagery

by G.L.J. PINGEN

Ground cover, commonly used in agronomic studies, can be used in smart
agriculture applications to perform effective automatic treatment of crops,
for instance by finding an optimal distribution of water or pesticide admin-
istration. This is especially helpful for farms located in third world coun-
tries, that have little access to high-tech machinery and a lot to gain in terms
of crop yield.

Existing methods of ground cover analysis rely on converting the origi-
nal RGB features to a colour index. However, since these methods only use
the information of a single pixel, they fail to pick up overarching features
such as the curvature of a leaf. Machine learning methods could improve
on conventional methods, since they are able to learn by example.

In a similar fashion, existing methods of hot target (e.g. wildfires) de-
tection transform the original multispectral feature space using simple logic
functions, and encounter similar problems. Machine learning could benefit
classification of this type of imagery in like manner.

The aim of this research was to investigate how machine learning can
be used to perform ground cover analysis of RGB smartphone photogra-
phy, and hot target detection in multispectral satellite imagery. Our main
focus was on the effectiveness of machine learning methods SVM, MLP, RF,
and DNN, compared to large array of existing methods in these domains.
We experimented with a large number of optimizations to these machine
learning methods to obtain state-of-the-art performance.

We found that for ground cover analysis, machine learning improves
on existing methods for both segmentation and estimation. Regarding seg-
mentation of smartphone RGB images, we observed that our DNN imple-
mentation outperforms all other existing methods on our scaled dataset,
especially when trained on each plant type specifically. Regarding estima-
tion, we see that machine learning methods outperform all other conven-
tional methods. Our DNN implementation shows comparable results to
pure regression methods, whilst maintaining the ability to provide accurate
segmentation maps. For hot target detection we found that while machine
learning methods can greatly improve on current methods, our DNN im-
plementation is not able to produce the same results. Much better results
are achieved using an SVM or MLP implementation. Although we mainly
see very positive effects of the machine learning methods presented in this
research, one disadvantage of learning-based approaches is the necessity
of large quantities of accurately-labelled ground truth data, which is not
always available in these domains.

HTTP://WWW.UTWENTE.NL




v

Acknowledgements
There are many people that have contributed to this thesis, and my experi-
ence at TNO for the last year, to whom I must be thankful.

First I must thank my advisor Maaike de Boer, for her full support, guid-
ance, and enthusiasm throughout many meetings and emails during my in-
ternship and thesis work. Not only did she push me to take a step further in
my research, she also introduced me to many interesting people and new
academic opportunities. I am grateful to Maaike for teaching me not just
about the computer vision domain, but also about exploring new possibili-
ties.

Second, I would like to thank Raul Zurita-Milla for his incredible assis-
tance, expertise and encouragement. When I first pitched my idea to Raul
he was immediately excited, which in turn gave me the confidence to start
working on this project. Many of his ideas are weaved into the lines of this
work, and I can say assuredly that without him this thesis would not have
been possible.

I have to thank Robin Aly for his sage counselling and scientific insight.
Robin has helped me countless times over the last year with his stunning
ability to dissect a problem and ask the most fundamental questions. It was
a pleasure being able to work with, and learn from him.

I would also like to extend my thanks to Gwenn Englebienne, who, on
quite short notice, was able to be part of my graduation committee. His
support means a lot to me.

For the astounding work of the team that did all the preliminary work
for our ground cover analysis, I would like to extend my special thanks to
the team in Bangladesh: Urs C. Schulthess, Golam M. Rokon, Khairul Islam,
and Md Atikuzzamman. I will continue to follow their success, and hope
to see the fruits of their labour in person some day.

I must also thank Sam W. Murphy and Zhenghong Yu for their kind-
ness in sharing their data and research with us, on hot target detection and
ground cover analysis respectively.

For the inspiring atmosphere, their friendship, and laughs along the
way, I want to thank the people at TNO - in particular the intern group
at Intelligent Imaging and at New Babylon.

Finally, I wish to thank Rosanne, Hanny, and Leo, who always believe
in me far more than I do, for their amazing support.





vii

Contents

Abstract iii

Acknowledgements v

1 Introduction 1
1.1 Ground cover analysis . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Related work . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1.1 Colour indices . . . . . . . . . . . . . . . . . 3

1.2 Hot target detection . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Related work . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1.1 Remote sensing . . . . . . . . . . . . . . . . 5
1.2.1.2 Learning-based remote sensing . . . . . . . 7

1.3 Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.0.1 Support Vector Machines . . . . . . . . . . . 8
1.3.0.2 Random Forest . . . . . . . . . . . . . . . . . 9
1.3.0.3 Neural networks . . . . . . . . . . . . . . . . 9

1.4 Research questions . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.1 Ground cover analysis . . . . . . . . . . . . . . . . . . 12
1.4.2 Hot target detection . . . . . . . . . . . . . . . . . . . 12

1.5 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5.1 Ground cover analysis . . . . . . . . . . . . . . . . . . 13
1.5.2 Hot target detection . . . . . . . . . . . . . . . . . . . 13

2 Data 15
2.1 Ground cover analysis . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Hot target detection . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Method 19
3.1 Ground cover analysis . . . . . . . . . . . . . . . . . . . . . . 19

3.1.1 Colour indices . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 AP-HI . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.3 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.4 Random Forest . . . . . . . . . . . . . . . . . . . . . . 21
3.1.5 Deep neural network . . . . . . . . . . . . . . . . . . . 22

3.1.5.1 U-net . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Hot target detection . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 HOTMAP . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.2 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.3 Deep neural network . . . . . . . . . . . . . . . . . . . 25

3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25



viii

4 Results 27
4.1 Ground cover analysis . . . . . . . . . . . . . . . . . . . . . . 27

4.1.1 Segmentation . . . . . . . . . . . . . . . . . . . . . . . 27
4.1.1.1 Colour indices . . . . . . . . . . . . . . . . . 30
4.1.1.2 AP-HI . . . . . . . . . . . . . . . . . . . . . . 32
4.1.1.3 Deep neural network . . . . . . . . . . . . . 32

4.1.2 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.2.1 Colour indices . . . . . . . . . . . . . . . . . 35
4.1.2.2 SVM . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.2.3 Random Forest . . . . . . . . . . . . . . . . . 37
4.1.2.4 Deep neural network . . . . . . . . . . . . . 37

4.2 Hot target detection . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.1 CA & HOTMAP . . . . . . . . . . . . . . . . . . . . . 38
4.2.2 SVM & MLP . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.3 Deep neural network . . . . . . . . . . . . . . . . . . . 39

5 Discussion 41
5.1 Ground cover analysis . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Hot target detection . . . . . . . . . . . . . . . . . . . . . . . . 43

6 Conclusion 45
6.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Appendices 47
A DNN Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 47
B Ground cover estimates RMSE . . . . . . . . . . . . . . . . . 51
C Ground cover segmentation accuracy & precision . . . . . . 53
D FIRES dataset scenes and topographical location . . . . . . . 55
E Impact on society . . . . . . . . . . . . . . . . . . . . . . . . . 57

Bibliography 59



ix

List of Figures

1.1 Segmentation of rice crops. Image taken from Bai et al. [25]. 2
1.2 Bandpass wavelengths for the Landsat 8 OLI and TIRS sen-

sors, compared to the Sentinel-2 MSI sensor, and Landsat 7
ETM+ sensor. Image obtained from [16] . . . . . . . . . . . . 6

1.3 Classification of hot pixels in Landsat 8 data in the vicinity of
Adelaide, Australia (LC80970842015004LGN00). a) Landsat
8 spectral bands 2 (top left); 5 (top right); 6 (bottom left); and 7
(bottom right). b) False colour RGB image of bands 2, 3, and 4.
c) Binary image of hot pixel classification output by the algo-
rithm proposed by Murphy et al. [81]. d) Hot pixels marked
in red superimposed on the original false colour RGB image. 7

1.4 Visualization of the AlexNet architecture, showing a dual-
GPU setup that each process a different part of the input im-
age. Image obtained from [66]. . . . . . . . . . . . . . . . . . 10

1.5 Visualization of features in a convolutional neural network.
Activation maps of high scoring layers (right side) are shown
for random inputs (left side). Images obtained from [122] . 11

2.1 The three types of crops present in this dataset. Mung bean
(left); Maize (middle); and Wheat (right). Notice the com-
mon obstacles for good segmentation: Shade casting, hard
lighting, overlapping leaves, and residu on the ground. . . . 15

2.2 Frequency of FCOVER value occurence per plant type. . . . 16
2.3 Sample data of vegetation RGB imagery taken using a smart-

phone, and hand-annotated ground truth data using CAN-
EYE software [3]. . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Example data of the FIRES dataset by Murphy et al. [81] used
in this research. Imagery was taken in the vicinity of Alaska,
USA (LC80690182014140LGN00). Shown are OLI bands 1 to
9 (excluding Panchromatic band 8), TIRS bands 10 and 11, a
False Colour (FC) composite image, and the binary Ground
Truth (GT) labelling. . . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Sample data downsampled into smaller colour ranges, and
upscaled again for visualization purposes. Colour ranges
from top left to bottom right: 1, 2, 3, 4, 8, 16, 32, 64, 128,
256 (original). . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 U-net architecture. The blue boxes represent multi-channel
feature maps. The number of channels is denoted at the top
of the boxes, and the shape data is denoted at the bottom.
The white boxes in the upsampling pathway correspond to
the copied feature maps. Arrows denote various layer opera-
tions (see legend). Image taken from Ronneberger et al. [94].

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24



x

4.1 RMSE and standard deviation of scaled images for ground
cover estimates for all segmentation methods. . . . . . . . . 30

4.2 Precision and accuracy scores for methods of ground cover
segmentation of scaled images. Full resolution image avail-
able in Appendix C. . . . . . . . . . . . . . . . . . . . . . . . 30

4.3 Histogram of the intensity levels of the NDI index for an
original Mung bean image and downscaled version, and cor-
responding segmentation maps (Found Otsu threshold in red). 31

4.4 Comparison of cropped original image (left), extracted ground
truth (middle), and resulting DNN segmentation map (right). 32

4.5 Comparison of RMSE for different smartphone types. . . . . 34
4.6 RMSE and standard deviation of scaled images for ground

cover estimates for all regression methods. . . . . . . . . . . 35
4.7 Actual FCOVER values plotted against the predicted value

for colour indices methods. Warmer colours indicate higher
discrepancies. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.8 Effect of tweaking, in order, kernel type k, error term penalty
C, maximum distance between actual and predicted value
at which no penalty is given ε, tolerance for stopping t, and
kernel coefficient γ, on mean error. . . . . . . . . . . . . . . . 36

4.9 Effect of colour range size on mean error. . . . . . . . . . . . 37
4.10 Crossplot of pixel values for band 7 versus pixel values other

bands, showing seperability. Red data points are hot targets,
blue data points are non-hot targets. . . . . . . . . . . . . . . 39

4.11 Examples of DNN segmentations of augmented satellite im-
agery. Shown are the original OLI band 7 image (left), ground
truth hot target annotation (middle), and DNN labelling (right).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

B.1 RMSE of original images for ground cover estimates for all
segmentation methods. . . . . . . . . . . . . . . . . . . . . . . 51

B.2 RMSE of scaled images for ground cover estimates for all
segmentation methods. . . . . . . . . . . . . . . . . . . . . . . 51

B.3 RMSE of scaled images for ground cover estimates for all re-
gression methods. . . . . . . . . . . . . . . . . . . . . . . . . . 52

D.1 Locations of the scenes in the FIRES dataset. Image taken
from [81]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



xi

List of Tables

2.1 Statistics of CROPS dataset. . . . . . . . . . . . . . . . . . . . 16
2.2 Statistics of CROPS PHONES dataset. . . . . . . . . . . . . . 17

3.1 Mathematical notation of different colour indices. . . . . . . 20

4.1 Example segmentations of Maize, Mung bean, and Wheat
crops for the given segmentation algorithms (scaled images). 29

4.2 RMSE results (standard deviation) of a single net versus the
scores of the three separately trained networks. . . . . . . . 33

4.3 The effect on RMSE (standard deviation) of varying ways to
apply dropout. . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.4 Mean errors (standard deviations) of an RF classifier for vary-
ing colour ranges (CR). . . . . . . . . . . . . . . . . . . . . . . 37

4.5 Hot target detection by method. . . . . . . . . . . . . . . . . . 38
4.6 Accuracy and precision scores of the SVM when removing

all information of a certain band. . . . . . . . . . . . . . . . . 40

D.1 List of scenes used in the FIRES dataset. . . . . . . . . . . . . 56





xiii

List of Abbreviations

ANN Artificial Neural Network

CNN Convolutional Neural Network

DNN Deep Neural Network

FCOVER Fraction of Ground Cover

ML Machine Learning

MLP Multi Layer Perceptron

NLP Natural Language Processing

OLI Operational Land Imager

RBM Restricted Boltzmann Machine

RF Random Forest

RMSE Root Mean Squared Error

SVM Support Vector Machine

TIRS Thermal Infrared Sensor

TOA Top Of Atmosphere

VQA Visual Question Answering





1

Chapter 1

Introduction

In this work, we evaluate the effectiveness and applicability of machine
learning methods in the domains of ground cover analysis and hot target
detection. These two seemingly quite different domains come together in
this treatise through the shared benefit of machine learning, which we hope
to present here. The duality of ground cover analysis and hot target detec-
tion will be apparent throughout this thesis. In the following sections we
first introduce both domains, after which we will give a broad overview of
the machine learning field. We conclude this chapter with a more elaborate
exposition of our problem description and corresponding research ques-
tions and hypotheses.

1.1 Ground cover analysis

Ground cover (also referred to as FCOVER), the percentage of ground cov-
ered by vegetation in a specified area, is a commonly used metric in agro-
nomic studies, for example to estimate crop yield. Ground cover has been
shown to be correlated with biomass yield (measured by weighing dried
biomass) by Baret and Guyot [26]. The estimation of ground cover can be
used in smart agriculture applications to perform effective automatic treat-
ment of crops, for instance by finding an optimal distribution of water or
pesticide administration [56]. This is especially helpful for farms located in
third world countries, that have a lot to gain in terms of crop yield. Farm-
ers in developing regions such as the Bangladesh delta struggle to cultivate
their land during the dry season due to soil moisture levels in these times,
which are often lacking. Ground water is often salty or briny, which is unfit
for raising crop plants. Farmers need to use water pumps to be able to use
sweet surface water from rivers and channels, but the pumps are expensive.
Therefore, irrigation needs to be optimized. Effective use of irrigation sys-
tems depends largely on the current ground cover and soil water balance.
Accurate ground cover analysis could therefore help in developing an advi-
sory system for irrigation scheduling, thereby increasing crop yields [103].

Ground cover analysis, including estimation (the percentage of an area
covered by vegetation), classification (instance-based labelling of vegeta-
tion), and segmentation (demarcation and extraction of regions of vegeta-
tion), is most often done using image-based methods (though other meth-
ods such as thermal analysis also exist [77]). A wide range of computer
vision and image processing techniques are applied to monitor and study
agricultural changes using both ground level RGB cameras and multi-spectral
air- and space-borne radiometers. Successful ground level image-based
ground cover analysis relies on overcoming a number of common obstacles
found in agrarian imagery. Lighting conditions can be extremely varied
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over time. Images obtained during sunny weather can result in different
ground cover estimations compared to images of the same field obtained
with overcast, or rainy weather [56]. This is due to specular reflection in
sunny conditions, or differences in refraction when a canopy is showered
in raindrops. Another obstacle is the formation of shadows of the canopy
onto itself. Parts of the vegetation that are cloaked in the shadow of leaves
or other objects may be classified as soil instead. Especially for large crops
that have a high number of leaves, this problem can severely affect classi-
fication and segmentation accuracy. Finally, the soil area may be littered
with objects that do not fall into either of the two categories, soil or vege-
tation. Residual waste from other nearby vegetation or animals may influ-
ence ground cover analysis, as would small stones, or pieces of wood. [78]
[56]. An example of crop segmentation is shown in Figure 1.1. An example
of adverse lighting effects and overlapping in our dataset can be found in
Figure 2.1.

We have listed the main issues facing effective image based ground
cover estimation. In the following section, we will elaborate upon the meth-
ods currently applied to overcome these challenges.

FIGURE 1.1: Segmentation of rice crops. Image taken from
Bai et al. [25].

1.1.1 Related work

Ground cover analysis and crop segmentation has been an active field of re-
search for decades [37]. We will mainly consider the segmentation problem
here, because it envelops the classification problem to a degree (if a seg-
mentation map can be generated, pixel-wise classification has either been
done already, or trivial to perform), and can be used to perform estimation
as well (though segmentation is not a requirement for cover estimation,
since we can transform it into a regression problem). From this point on-
wards we will refer to the combined area of ground cover segmentation and
ground cover estimation as ground cover analysis. Ground cover segmentation
is essentially a two class problem. Pixels in an image belong either to a veg-
etation class, or to a soil/ground class. Hamuda et al. [56] provide an exten-
sive research on image based vegetation segmentation techniques, broadly
categorizing these techniques as colour index based, threshold based, and
machine learning based. We will evaluate existing methods keeping to this
categorization, but grouping threshold based methods with colour index
based methods because the former is mainly performed using colour in-
dices as well.
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1.1.1.1 Colour indices

To a human observer, the most noticeable distinction between soil and veg-
etation is the colour of these categories. Whilst soil is for the most part
brown or grey, vegetation is often mainly green or yellow. This difference
in colour is also used in crop segmentation techniques. Most conventional
cameras used in ground level field photography will generate RGB images.
One problem with RGB images is that they are dynamic, meaning that the
colour of soil varies throughout an image. The soil may be less moist in
one place and very moist in another, affecting its RGB values. The same
holds for different shades of green on leaves. To give more prominence to
the soil/vegetation colour difference this RGB colour space is converted to
another colour space, for example by attributing different weightings to the
R, B, and G values, resulting in a colour index. In extreme cases, this may
directly lead to a binary image that can be used for segmentation. These
indices are often generated using either expert knowledge, or machine as-
sisted methods such as fuzzy classifiers [56].

Examples of alternative colour spaces are the Normalized Difference In-
dex (NDI), and Excess Green Index (ExG) proposed by Woebbecke et al.
[119] [118]; The Excess Red Index (ExR), and Excess Green minus Excess
Red Index (ExGR) proposed by Meyer et al. [73] [74]; The Modified Excess
Green Index (MExG) proposed by Burgos-Artizzu et al. [30]; The Colour
Index of Vegetation Extraction (CIVE) proposed by Kataoke et al. [61]; The
Normalized Green-Red Difference Index (NGRDI) proposed by Hunt et
al. [60]; And the Vegetative Index (VEG) proposed by Hague et al. [55].
Weighted combinations of these indices were also researched by Guijarro
et al. (COM1) [53] and Guerrero et al. (COM2) [52]. Patrignani et al. [88]
developed a tool called CANOPEO (CANO), using a colour index based
on the Excess Green (ExG) index. An overview of the formulation of these
indices is presented in Table 3.1.

Colour index based methods of vegetation segmentation have the ad-
vantage that they are simple, fast and computationally light, but struggle
to perform accurately when lighting conditions are bad (i.e. in overcast
or sunny weather, or with shadows). This is apparent when one observes
the large number of different indices used throughout literature for vari-
ous purposes. The indices found in Table 3.1 also show such a variation in
performance based on the type of images they are applied to [56].

Usually, these colour indices are using in combination with a set thresh-
old to generate a binary image that can be used for segmentation. The Otsu
method [85] is one of the most common approaches to thresholding. It cal-
culates the optimal value to separate two classes by maximizing the inter-
class variance (based on a foreground/background histogram). Equation
1.1 shows the formula of the weighted sum of variances (or intra-class vari-
ance) of the two classes that need to be separated. Otsu’s method then
searches for a threshold that minimizes this intra-class variance (and in do-
ing so maximizes inter-class variance). The class probabilities are calculated
from the image histograms. Other techniques include local dynamic thresh-
olding [91], hysteresis thresholding [72], and homogeneity thresholding
[46] (deriving a local threshold by calculating local homogeneity from con-
verted greyscale intensity images). Dynamic thresholds increase an algo-
rithms complexity (and therefore influence execution time and memory us-
age), but often provide better results compared to using only simple colour
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index based methods with fixed thresholds.

σ2w(t) = w0(t) · σ20(t) + w1(t) · σ21(t)
with

wi(t) = Probability of the class separated by threshold t

σ2i (t) = Variance of the class

(1.1)

1.2 Hot target detection

Hot targets such as wildfires and volcanoes have a devastating impact on
the planet, our infrastructure, and our personal health. Wildfires across the
globe result in a yearly additional 3.5 · 1015g to the existing atmospheric
carbon emission [98] [113]. These emission numbers vary per type of fire.
If the aim is to decrease emission numbers, grassland, savannah, and de-
forestation fires are the prime targets for hot target detection. Fire emission
time series analysis conducted by van der Werf et al. [114] shows that the
largest contributors to carbon emissions were grassland and savannah fires
(44%), with tropical deforestation and degradation fires (20%), woodland
fires (16%), and forest fires (15%) being big factors as well. Most fires in re-
mote areas and at higher elevation are caused by lightning, while we see an
inverse effect near urban conglomerations [108] [63]. Wildfire detection is
increasingly important, due to the globally increasing prevalence of wild-
fires. Westerling et al. show that wildfires have increased in both frequency
and duration in the US since the 1980’s [117]. We also see a global increase
in yearly burned area, though there is quite some spatial variability in these
assessments [42].

However, the risk and hazards of wildfires are not restricted to just at-
mospheric carbon emission. Humans, wildlife, and vegetation are severely
affected as well. Injury and death resulting from exposure to heat and
smoke inhalation, and trauma due to the loss of structural integrity are just
two of the most prominent examples of the adverse effects of wildfires for
humans. Other examples include indirect exposure to chemicals released
during a fire, through water or soil contamination [44] [105] [70]. The con-
sequences of the destructive nature of wildfires detailed above take years
to restore, and can cost billions: the US Forest Service estimates the cost
of fire suppression to increase to nearly USD 1.8 billion by 2025 [15]. That
is leaving out other costs such as ecological and infrastructural reconstruc-
tion, and medical aid.

Clearly, effective detection, suppression, and prevention are necessary
to combat wildfires. Detecting hot targets early and monitoring their progress
is important to successfully manage and control these situations.

1.2.1 Related work

Detection and suppression of both urban and rural wildfires has been im-
portant for many civilizations throughout history. In ancient Rome, the Vig-
iles was a proto-firefighting brigade created by Nero (though they could not
prevent the Great Fire of Rome), and similar watch forces were maintained
in Europe through the ages [109]. More modern approaches to fire detect-
ing came in the 20th century, when fire lookout towers, infrared camera’s,
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and smoke detectors where employed. These approaches are referred to as
remote sensing, which is the collecting and interpreting of information about
the environment and earth’s surface without making physical contact [6].
Fire analysis using satellite imagery or aerial data, also part of remote sens-
ing, was first performed in the 1980’s [22]. Beside local sensor networks and
regular fire lookout towers, it is one of the main practices for fire detection
used today.

In the following sections we will give a brief overview of current rele-
vant research in automatic hot target detection using satellite imagery. We
will also expand on relevant research in machine learning, and its role in
hot target detection.

1.2.1.1 Remote sensing

Remote sensing approaches such as wireless sensor networks are growing
in terms of research and implementation [21]. Wireless sensor networks
have been shown to be effective in detecting and forecasting forest fires
in real-time, as opposed to satellite-imagery-based methods that have low
spatial and temporal resolution. Yu et al. [120], for example, propose a neu-
ral network paradigm for wireless sensor networks in which sensor nodes
collect data (i.e. temperature, humidity, smoke) that gets sent to a cluster
node that - together with other cluster nodes - processes the data using a
neural network. The neural network takes the input data and produces
a weather index (likelihood for the current weather to cause a fire) and
reports it to a manager node, which in turn produces a fire danger rate.
Though no comparison with imagery-based methods is made, their neural
network approach is more efficient than other in-network processing meth-
ods.

Most existing data-driven approaches of fire detection however, are satellite-
imagery-based [50] [101] [35] [39] [48]. The moderate-resolution imaging
spectroradiometer (MODIS) was launched into orbit aboard the Terra (1999)
and Aqua (2002) satellites respectively. Combined, Terra MODIS and Aqua
MODIS can map the Earth’s surface in 1 to 2 days, obtaining data from
36 spectral bands. These bands come in 3 spatial resolutions: 2 bands at
250m/px, 5 bands at 500m/px and 29 bands at 1km/px [10]. MODIS pro-
duces global fire products every day using the original detection algorithm
by Kaufman et al. [62] and currently the improved contextual algorithm
proposed by Giglio et al. [50] [49]. This implementation of the MODIS fire
detection algorithm relies - besides pre-/post-processing steps like cloud
masking and sun-glint rejection - on manually selected thresholds for top
of atmosphere (TOA) reflectance/radiance (see Equations 1.2, 1.3 and 2.1),
though improvements are still being actively researched [51]. Vilar et al.
[115] compare fire activity as reported by the MODIS algorithm to official
government reports in the Mediterranean Europe (EUMED) region, and
show that burnt area prediction coincides in more than 90% of the cases
with these reports.
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ρλ′ =MρQcal +Aρ

with
ρλ′ = TOA planetary reflectance, without correction for solar angle
Mρ = Band-specific multiplicative rescaling factor
Aρ = Band-specific additive rescaling factor
Qcal = Quantized and calibrated standard product pixel values

(1.2)

Lλ =MLQcal +AL

with

ρλ′ = TOA spectral radiance (Watts/( m2 * srad * µm))
ML = Band-specific multiplicative rescaling factor
AL = Band-specific additive rescaling factor
Qcal = Quantized and calibrated standard product pixel values

(1.3)
Fire detection algorithms based on data acquired by the Visual Infrared

Imaging Radiometer Suite (VIIRS), an imager with a higher spatial reso-
lution than MODIS, also rely on these manually selected thresholds. VI-
IRS launched in 2011 aboard the Suomi-NPP satellite, and obtains spectral
imaging data from 21 bands (16 at 750m/px and 5 at 375m/px). A sec-
ond VIIRS is expected to launch aboard the JPSS-1 in 2017 on the same
orbit as the first VIIRS. VIIRS fire products are generated using a stripped
down version of the MODIS algorithm, where C4 (The 4th iteration of the
algorithm) is used for the 750m/px product, and C6 for both 750m/px and
375m/px products [100] [20] [13] [12]. These fire products are used for
further analysis on, for example burned area mapping [82], modelling of
freight traffic [104], or combustion source characterization [123].

FIGURE 1.2: Bandpass wavelengths for the Landsat 8 OLI
and TIRS sensors, compared to the Sentinel-2 MSI sensor,

and Landsat 7 ETM+ sensor. Image obtained from [16]

Even higher resolution imagery is provided by the Landsat 8 satellite.
Landsat is the longest running satellite imagery program, running since
1972. The latest satellite, Landsat 8, was launched in 2013 and provides
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images with a spatial resolution of 15 to 100 m/px and a temporal resolu-
tion of 10-16 days. Landsat 8’s Operational Land Imager (OLI) can acquire
data in 9 spectral bands with 30m/px spatial resolution, while the Ther-
mal Infrared Sensor (TIRS) collects 2 spectral bands with 100m/px spatial
resolution. Figure 1.2 shows the bandpass wavelengths for the Landsat 8
sensors [8]. High spatial resolution imaging data acquired by the Landsat
satellites have been used for a range of topics, including hot target detec-
tion such as volcanism [83] [43] [87] and fires [79] [81] [101]. Due to open
access policies, the full Landsat archive has been made publicly available by
NASA/USGS. The European Space Agency (ESA) has also adopted similar
policies, providing access to data obtained through their Copernicus pro-
gram (including the latest Sentinel-2 missions), as well as Japan and their
ASTER mission. However, even Sentinel-2 data ranging up to 10m/px is
insufficient to chart the small fields in the Bangladesh delta, exposing the
need for non-satellite based methods as well.

Fusion of different imaging data has also been used to overcome the
spatial and temporal limitations of each imager. Boschetti et al. [29] have
used MODIS-Landsat fusion to identify burned area with MODIS active
fire detection at a 30m/px spatial resolution. Similar fusion has also been
applied for gap filling, and radiometric normalization [96]. Murphy et al.
[81] present a novel global hot target detection algorithm with high detec-
tion rates (80%) and low false positive rates (<10%) that incorporates both
Landsat 8 and Sentinel-2 data. An visualization of an implementation of
their novel daytime detection algorithm can be found in Figure 1.3. Fu-
sion of Landsat and MERIS imagery has been performed by Zurita-Milla et
al. by applying unmixing-based data fusion to combine Landsat’s spatial
resolution with MERIS’ spectral resolution [125].

FIGURE 1.3: Classification of hot pixels in Land-
sat 8 data in the vicinity of Adelaide, Australia
(LC80970842015004LGN00). a) Landsat 8 spectral bands
2 (top left); 5 (top right); 6 (bottom left); and 7 (bottom right).
b) False colour RGB image of bands 2, 3, and 4. c) Binary
image of hot pixel classification output by the algorithm
proposed by Murphy et al. [81]. d) Hot pixels marked in
red superimposed on the original false colour RGB image.

1.2.1.2 Learning-based remote sensing

There have been a number of approaches to remote sensing that rely on ma-
chine learning. Petropoulos et al. [90] have investigated the use of SVMs
with Landsat data to perform burned area mapping with high accuracy.
Persello et al. [89] use SVMs to classify urban areas in an active and semi-
supervised learning context, in which the SVM is fed training data, anno-
tated by a human expert, that is expected to be most effective for training. A
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full review of the use of SVMs in remote sensing is provided by Mountrakis
et al. [80].

In the domain of remote sensing, some research on DNNs has been
done. Le et al. [67] show that deep learning architectures can be used to
classify RS multispectral data on a dataset with 9 classes ranging from Wa-
ter to Trees to Asphalt. Basu et al. [27] also use a DNN approach to classify
satellite imagery in land cover classes, and obtain impressive results on the
SAT-4 and SAT-6 datasets, outperforming other deep methods. Pakhale &
Gupta [86] compare an ANN-based method of land pixel classification to
an SVM method, and find that the ANN-based method outperforms the
SVM-based method (average accuracy of 82.5% and 75.00% respectively on
5 different classes). Castelluccio et al. [32], and Hu et al. [59] utilize a CNN
to classify different types of land (i.e. forest, buildings, beach) with great suc-
cess.

To the best of our knowledge, no DNN-based approach has been pub-
lished for hot target detection. However, this type of multispectral data
lends itself well for DNN analysis, as we have argued in previous sections.

1.3 Machine learning

Machine learning (ML), programming computers to learn from experience
[99], has been applied in a vast range of data-driven research areas for clas-
sification, clustering, segmentation, and regression. Kotsiantis et al. [65]
provide a review of supervised ML methods, a category of ML approaches
by which a model is trained using labelled example data. The model is it-
eratively corrected, according to the labels corresponding to the input data,
through which a function that maps the input data to the desired output
data emerges. Machine learning, including Bayesian-, RF-, SVM-, and neu-
ral network-based approaches, has been proven to be very successful in
the medical [28], bioinformatics [75], and computer vision domain [95] [38]
[102] [92].

1.3.0.1 Support Vector Machines

Support vector machines (SVMs) are a type of supervised learning paradigms
used to perform classification, segmentation, and regression. As described
above, SVMs utilise labelled training data to classify new data. SVMs have
also been used in combination with image analysis. Zhu et al. [124] take an
SVM-based approach to classify imagery data from the Advanced Space-
borne Thermal Emission and Reflection Radiometer (ASTER, a 15-band im-
ager aboard Terra) into 6 different classes of ground type, obtaining an ac-
curacy rate of 89.9% on average. Tellaeche et al. [112] use SVMs to identify
detrimental weeds in between healthy crops to decide if an area needs to be
sprayed with pesticide. Although machine learning based methods show
good accuracy, they require training on large labelled datasets to reach ef-
fective classification/segmentation. These datasets are not always avail-
able, and may be costly to create. Mitra et al. [76] use SVMs in combination
with active learning to classify different types of land cover. They try to
overcome the problem of having only a small set of labelled data by train-
ing on a small set initially and refining the classification by querying for
the most ambiguous data point at each subsequent set (allowing it to train
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very effectively). Guo et al. [54] use a decision tree model to overcome the
problem of shadows and specular reflection, as described in the previous
sections. Yu et al. [121] researched a well performing crop segmentation
algorithm, AP-HI, also dealing with dynamic lighting conditions and other
environmental elements. The algorithm combines hue intensity analysis
with affinity propagation clustering (as proposed by Frey and Dueck [45]).
Although AP-HI has excellent performance and can deal with shadow ar-
eas quite well, it still struggles on regions that are very brightly illuminated,
especially on larger canopies.

1.3.0.2 Random Forest

Another type of ML method is Random Forest (RF). It can be applied for
classification, regression, and segmentation, and perform well when the
task is a multi-class problem. RF constructs a large number of decision
trees, the nodes of which are initialised with random weights, and restric-
tions are placed on the decision parameters. This is why RF is called an
ensemble learning method. The data is then run through all the decision
trees, after which each decision tree gives its own classification. Boosting,
the application of random bias in the decision trees can also be used to
good effect, so that the trees initially favour a certain class more. An ag-
gregate function such as the mean or maximum value can then be taken to
end up with a final classification result. Rodriguez-Galiano et al. [93] have
assessed the effectiveness of RF classifiers in land cover classification, and
shown that RF can give reasonable results for 14 types of ground cover.

1.3.0.3 Neural networks

More recently, deep learning methods - a branch of artificial neural net-
works (ANNs) - have gained increasing interest in the machine learning
community [68], and in mainstream media due to the success of AlphaGo
[106] (The first AI to ever beat a professional human Go player) and IBM’s
Watson/DeepQA [41] (having participated in a televised episode of Jeop-
ardy! against two of the most successful contestants, and won). ANNs
are a type of model inspired by its biological counterpart, hence the name.
They are structured as a network of nodes and directed weighted edges,
and incorporate an activation function similar to the natural neuron. The
input for a given node can consists of one or many connections to other
nodes. The input from all input nodes is combined using a transfer func-
tion (i.e. summation), and tested against an activation function containing a
set threshold. When the threshold is reached, the node will fire, after which
its input is available to succeeding nodes. Eventually the network will cal-
culate an output value (or multiple, depending on the number of output
nodes), based on its input, weights, transfer functions and activation func-
tions. Backpropagation [97] is then used to allow the model to learn. When
the network has calculated its output value, it can be right or wrong with
a certain error margin, which can be defined as an error function. By back-
wardly propagating this error into the network, it can adjust its weights to
provide a more accurate output value in the next iteration. This is done us-
ing gradient descent [33], an optimization algorithm that minimizes the error
function stepwise by iterating over the training set (a faster stochastic ver-
sion using a single data point can also be used, but can provide suboptimal
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results). ANNs can be built using many layers, allowing it to learn complex
relationships between input data and evaluation data.

There are many types of neural networks: Feedforward networks such
as autoencoders, and restricted Boltzmann machines (RBMs); Convolutional
networks such as AlexNet [111] or R-CNN [92] that have layers that con-
volve kernels with the image; Recurrent networks such as LSTM [47] (often
used in time series analysis); and Recursive networks (recursive autoen-
coders, for example). Often, a combination of these networks is used, as
is the case in convolutional networks that combine fully connected autoen-
coders, or stack RBMs.

Deep neural networks (DNNs) are a subclass of ANNs that incorpo-
rates a multitude of hidden layers, allowing it to learn more complex func-
tions. They are often called Deep Learning methods. DNNs show state-of-
the-art results in various domains including natural language processing
(NLP) [34], speech recognition [58], and computer vision tasks like concept-
detection [107] and visual question answering (VQA) [23]. An example of
a DNN architecture (AlexNet [66]) can be found in Figure 1.4.

FIGURE 1.4: Visualization of the AlexNet architecture,
showing a dual-GPU setup that each process a different part

of the input image. Image obtained from [66].

The prime component of a convolutional neural network (CNN) is the
convolutional layer. This convolutional layer consists of a kernel (smaller
than the original input layer) that is convolved with the image, comput-
ing dot products. The main advantage of a convolutional layer is that they
are able to learn both spatial patterns across multiple input pixels and pat-
terns between pixel channels (R,G,B for example), instead of only the latter.
Often, many of these layers are sequenced together, intermixed with acti-
vation functions. Activation functions define the output of a neuron given
its input. A simple example of this is the rectified linear unit (ReLu) acti-
vation function (f(x) = max(0, x)), but more complex functions are used
as well (SoftPlus, Gaussian). This results in an activation map per kernel.
A feature visualization of convolutional networks is shown in Figure 1.5.
Fully (or dense) connected layers contain neurons that are connected to all
input neurons (as is the case with normal neural networks). Pooling lay-
ers, such as (soft-)max pooling, can be used a well to downsample and re-
duce the size of feature representations. Dropout layers, layers that remove
nodes based on a certain probability distribution, have also been shown
to improve performance because they can prevent overfitting (especially
in fully connected networks). An example of the full CNN architecture of
AlexNet [66] can be found in Figure 1.4. Typical CNN architectures employ
a number of convolution and pooling layers initially, followed by a number
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of fully connected layers and finally a pooling layer, although recent advances
by ResNet [57] and GoogleNet [110] question this prototype.

One of the main disadvantages that neural networks have is that train-
ing them requires a lot of labelled data, which may not always be readily
available. In addition, localization is not the prime strength of neural net-
works, therefore accurate pixel-wise segmentation is a challenge. To over-
come this problem, Ronneberger et al. propose an effective network ar-
chitecture (U-net) that relies on data augmentation, that allows pixel-wise
state-of-the-art classification [94]. U-net consists of a contracting, down-
sampling pathway that incorporates a number of convolutional layers, and
an expanding, upsampling pathway that allows for localization. A more
exhaustive analysis of U-net is given in chapter 3.

FIGURE 1.5: Visualization of features in a convolutional
neural network. Activation maps of high scoring layers
(right side) are shown for random inputs (left side). Images

obtained from [122]

Although DNNs are used for semantic segmentation (for example by
Long et al. [71] and Badrinarayanan et al. [24]), not much research has
been done on ground cover segmentation using a deep learning approach.
Li et al. [69] use denoising autoencoders to segment RGB images of cotton
fields, achieving state-of-the-art performance. To the best of our knowl-
edge, no other publicized research has been performed to perform ground
cover segmentation using deep neural networks.

Deep learning based approaches to image segmentation have other in-
teresting applications beside ground cover segmentation. Trained networks
may be applicable to other domains with little adjustment. That means we
can train a model on, for example, biomedical data such as images of tis-
sue, and use the same model to do segmentation in other domains. One
such domain is the field of hot target detection, where deep learning also
has the potential to obtain impressive results.

1.4 Research questions

As we have described in the previous sections, the classification of RGB im-
agery into ground cover categories and the classification of multispectral
imagery into hot target categories are related. Both problems can be de-
scribed as a pixel-wise multi-class classification problem, that can benefit
from taking into consideration information outside of that pixel. In both
these domains, current methods do not leverage that information. There-
fore, we aim to investigate the use of machine learning, in particular SVM,
RF, MLP, and DNNs (CNNs in particular), for the application of hot target
classification.
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1.4.1 Ground cover analysis

Since agricultural tracts of land are small in the Bangladesh delta, open
satellite data is not sufficient to chart these fields due to their spatial res-
olution. Even Sentinel-2 data, ranging up to 10m/px is still insufficient to
map these plots of land. Alternatively, ground cover classification can be
done with RGB imagery using smartphones. Although this method does
not provide multispectral data, it does allow the monitoring of small crop
fields, and additionally circumvents the problem of cloud cover due to the
camera location.

Ground cover classification using RGB imagery must deal with diverse
illumination conditions caused by the sun, rain, clouds, and the vegeta-
tion itself. Images taken using smartphones will pick up not only various
changes in soil hydration, but also remnants of other plants. Algorithms
have been proposed that estimate ground cover with RGB imagery using
thresholded colour space analysis, but either require too much calibration
for practical use [40] [56], or have not been tested for these conditions [31]
[116]. Deep learning based approaches are hard to find in literature, though
they have the potential to give state-of-the-art results. We therefore believe
this research can make a valuable contribution to the field of ground cover
analysis.

1.4.2 Hot target detection

Much research has been done in the domain of satellite image classifica-
tion. Machine learning methods such as SVMs and DNNs have been used
to classify pixels into different land cover classes with great success. How-
ever, none of this research is applied to hot target detection. Existing global
hot target detection systems have mostly relied on data with low spatial
resolution sensors (MODIS: 1 km; VIIRS: 750/375m), but are insufficient to
detect small active hot targets due to a tendency for background radiation
to dwarf the signal. Higher spatial resolution imagery is available from the
Landsat program, with recent advancements in the Landsat 8 series push-
ing spatial resolution to 30m. This enables improved detection of small
fires, and refined mapping of large fires.

Recent studies have shown that small wildfires can be detected in Land-
sat 8 imagery by using Top of Atmosphere (TOA) reflectance (see Equation
1.2) in bands 5, 6, and 7 (central wavelengths of 0.87, 1.61 and 2.2 µm, re-
spectively) of the Operational Land Imager (OLI) sensor, combined with
hand-selected thresholds. Although detection rate is high (>85%), false
alarms are also frequent, especially in urban areas (where accurate detec-
tion might be most important).

The approaches that are taken in current state-of-the-art research on hot
target detection use carefully crafted logic functions and manually selected
thresholds. Considering the impressive results that DNN-based methods
obtain in related computer vision tasks such as land cover classification
and event detection, we believe research on the effective use of DNNs in
hot target detection is warranted.

The aim of this research will be to investigate how machine learning can
be used to perform ground cover classification of RGB smartphone pho-
tography for crop fields, and hot target detection in multispectral satellite
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imagery. We propose the following research questions:

How can machine learning be applied to improve ground cover analysis?

1. Do the machine learning methods proposed in this work, namely
SVM, RF, MLP, and DNN, improve ground cover segmentation ac-
curacy and precision over existing methods of ground cover segmen-
tation?

2. Do the machine learning methods proposed in this work, namely
SVM, RF, MLP, and DNN, improve ground cover estimation over ex-
isting methods of ground cover estimation?

The following research questions are also considered, specific to the hot
target detection domain.

How can machine learning be applied to improve hot target detection?

1. Do the machine learning methods proposed in this work, namely
SVM, RF, MLP, and DNN, improve accuracy and precision of hot tar-
get detection over existing methods of hot target detection?

1.5 Hypotheses

In order to evaluate the methods proposed in this work, several hypotheses
must be formed. The following subsections will briefly go into more detail
on the hypotheses about method performance.

1.5.1 Ground cover analysis

If the methods proposed in this work are effective, they should outperform
existing methods of ground cover analysis.

1. Hypothesis 1. Accuracy and precision are higher using the methods
proposed in this work than existing methods of ground cover seg-
mentation.

2. Hypothesis 2. Accuracy is higher using the methods proposed in this
work than existing methods of ground cover estimation.

1.5.2 Hot target detection

If the methods proposed here can be applied effectively to hot target detec-
tion, we should see an improvement here as well.

1. Hypothesis 3. Accuracy and precision of hot target detection is higher
using the methods proposed in this work than existing methods of hot
target detection.

In the following chapter, we will go into further detail on the data and
methodology applied to verify these hypotheses.
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Chapter 2

Data

We have applied machine learning for image segmentation in the ground
cover domain as well as the hot target domain. Therefore we must inves-
tigate the data of each of these categories. The following sections describe
the data used for both of these domains.

2.1 Ground cover analysis

To train and evaluate our machine learning methods for ground cover anal-
ysis, we use the extensive labelled dataset produced in the framework of
two projects by NWO through an Applied Research Fund (ARF) [14], and
the STARS project [17], a research consortium consisting of the Bangladesh
Institute of ICT in Developement (BIID) [2]; the International Maize and
Wheat Improvement Center (CIMMYT) [4]; and the Geo-Information Sci-
ence and Earth Observation (ITC) [7]. The STARS project is funded by the
Bill and Melinda Gates Foundation. The NWO projects are funded by the
Dutch government.

FIGURE 2.1: The three types of crops present in this dataset.
Mung bean (left); Maize (middle); and Wheat (right). No-
tice the common obstacles for good segmentation: Shade
casting, hard lighting, overlapping leaves, and residu on the

ground.

An 8GB dataset consisting of 2564 images of varying quality and di-
mensions (around 2000x1500 pixel JPEGs) was hand-annotated by the team
in Bangladesh using CAN-EYE imaging software [3]. This dataset is the
basis of our ground cover research. Using the CAN-EYE software, the
Bangladesh team extracted canopy structure characteristics, such a Leaf
Area Index (LAI), and Vegetation cover fraction (FCOVER). Various plant
species, including Wheat, Maize, and Mung bean, are photographed (see
Figure 2.1 for examples of these crop types). Per plot, around 9 to 10 images
are taken in a square formation. Some small overlap is present in these im-
ages, but these do not cause any problems for our proposed method since
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all 9 images are annotated. This is the ground-truth data to which com-
pare our method. The original dataset consisted of 2801 images, and but
was reduced to the number mentioned previously, due to the pruning of
corrupted and identical images. After pruning, preprocessing was applied
to normalize the RGB images. Some images in the dataset were taken in
portrait mode, while others were taken in landscape orientation. To ensure
easier processing, we converted all images in the dataset to landscape mode
by rotating the subset taken in portrait orientation. Figure 2.3 shows a sam-
ple of this dataset. Further statistics can be found in Table 2.1. From here
on out, we will refer to this dataset as CROPS.

Type Number of samples Fraction

Maize 925 36.076%

Wheat 684 26.677%

Mung bean 955 37.246%

All 2564 100.0%

TABLE 2.1: Statistics of CROPS dataset.

FIGURE 2.2: Frequency of FCOVER value occurence per
plant type.

An additional smaller dataset was provided that contains more com-
plex images of plants with more crop residual, and with phone type an-
notations. This dataset, which we will refer to as CROPS PHONES, con-
tains 239 images of variable plant types. Table 2.2 lists the smartphone
types present in this dataset, and the number of images belonging to these
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FIGURE 2.3: Sample data of vegetation RGB imagery taken
using a smartphone, and hand-annotated ground truth data

using CAN-EYE software [3].

types. The CROPS PHONES dataset will be used to determine which type
of smartphone is best suited to take photos to be used for ground cover
analysis. The CROPS dataset was created using a single type of Samsung
smartphone, while this dataset was created using a range of cheaper smart-
phones. The goal of the analysis on the CROPS PHONES dataset is to eval-
uate the impact of the quality of the camera of a large number of smart-
phones.

Smartphone type Number of samples Fraction

Prime 43 17.992%

Haweii 13 5.439%

Lava 45 18.828%

Nikon 25 10.460%

Okapia 35 14.644%

Symphony 37 15.481%

Tab 41 17.155%

All 239 100%

TABLE 2.2: Statistics of CROPS PHONES dataset.

2.2 Hot target detection

For hot target detection we use multispectral Landsat 8 imaging data ob-
tained from open-access portals, such as Amazon AWS [9]. Data from these
portals can be used in combination with search portals such as the USGS
Earth Explorer [5] and news sources to easily locate and obtain imaging
data from large and small wildfires. We use all multispectral data as input
for our machine learning methods, except OLI band 8, since the spectral
information in this panchromatic band is already captured by bands 2, 3,
and 4 (see also Figure 1.2). Although the Near Infrared (NIR) and Short-
wave Infrared (SWIR) bands are commonly used in hot target detection,
the other bands, including the Thermal Infrared Sensor (TIRS) bands, can
provide additional information. The machine learning methods may pick
up on more subtle relations between irradiative energy output on different
wavelengths.



18 Chapter 2. Data

TOA reflectances 1.2 (corrected for solar angle using Equation 2.1 as
described by [19]), and TOA radiance 1.3 from all used bands will be used
as input for our network, including an 8-neighbourhood window. For the
11-band Landsat 8 scenes, excluding OLI band 8, this would result in an
input layer of 10x3x3 neurons.

ρλ =
ρλ′

cos(θSZ)
=

ρλ′

cos(θSE)

with
ρλ = TOA planetary reflectance
θSE = Local sun elevation angle
θSZ = Local solar zenith angle

(2.1)

However, to be able to use our machine learning models, we need an-
notated data. Meaning that beside Landsat or Sentinel scenes, we require
the exact positions of hot target pixels in these scenes to be able to allow
the network to learn which pixels are hot targets. The size of academic
literature on hot target detection algorithms is relatively small, and anno-
tated datasets hard to come by. This makes evaluation of any new method
quite labour intensive and error-prone. We augment our data to simulate
hot target pixels to generate training data for our network, by extracting
obvious hot target pixels from Landsat scenes and incorporating these fea-
tures in a new dataset. This method however, might cause the machine
learning methods to overfit, and we lose the generalization property of ma-
chine learning. We have therefore reached out to the authors of [81] with
the request of sharing their evaluation set consisting of 45 Landsat 8 OLI
scenes, manually annotated by human analysis. They have kindly allowed
us to use this dataset for our research. In this dataset, there are five Land-
sat 8 scenes per geographic region, including radiance and TOA reflectance
maps, and pixel coordinates of hot targets. We use this dataset as an evalua-
tion benchmark, together with the simulation dataset. From here on out, we
will refer to this dataset as FIRES. An example scene of the FIRES dataset is
provided in Figure 2.4.

FIGURE 2.4: Example data of the FIRES dataset by Mur-
phy et al. [81] used in this research. Imagery was taken
in the vicinity of Alaska, USA (LC80690182014140LGN00).
Shown are OLI bands 1 to 9 (excluding Panchromatic band
8), TIRS bands 10 and 11, a False Colour (FC) composite im-

age, and the binary Ground Truth (GT) labelling.
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Chapter 3

Method

In the following sections we will expatiate on the various methods pre-
sented in the previous chapter and describe how they are implemented and
applied.

3.1 Ground cover analysis

First, we will discuss the methods applied for ground cover analysis. These
range from colour indices to machine learning methods. Some methods can
also be applied for segmentation, from which we can then infer a ground
cover estimate. Other methods are suited for ground cover estimation only,
for example the Support Vector Regression algorithm. It is important to
realise that this direct way of estimating ground cover fraction avoids errors
spawning from suboptimal segmentation. This noise, in essence, is not a
factor. Although one can argue that estimation without segmentation is an
easier task, this is not always true. Thresholded colour indices methods
are simply not able to do estimation without first doing segmentation. On
the other hand, regression algorithms are not suited for segmentation. Both
methods of analysis have their own difficulties and require different ways
of approaching them.

3.1.1 Colour indices

To obtain a score for the colour indices methods, we implement all algo-
rithms listed in section 1.1.1.1, namely NDI, ExG, ExR, ExGR, MExG, CIVE,
VEG, COM1, COM2, and CANO(PEO), and apply them to our CROPS
dataset. Since these algorithms are basic colour space transormations, they
require a threshold to do obtain a binary segmentation map. For ExGR the
threshold is set at 0, in accordance with literature. For VEG and MExG, we
use the mean value of the resulting image as threshold [53]. For the other
algorithms, we apply Otsu thresholding [85]. Otsu thresholding is based
on a foreground/background histogram and calculates the ideal value to
separate the plant and non-plant classes by maximizing the inter-class vari-
ance. For ExR and CIVE, due to their formulation, the Otsu threshold [85]
is taken as an upper bound. For the others, NDI, ExG, COM1, and COM2,
this threshold is a lower bound. CANO’s formulation already ensures the
generation of a binary map. We leave the P1, P2, and P3 parameters to their
default values as reported in the CANOPEO paper [88].

Applying these methods results in a binary segmentation map of the
input image. From these binary images, we can determine the estimation
and segmentation errors. The estimation error is determined by calculating
the percentage of plant pixels in the binary map, and comparing this to
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Index Formula

NDI 128 ∗ ((G−RG+R) + 1)

ExG 2g − r − b, with r, g, and b the percentage of R, G, and B
pixels respectively (normalized).

ExR 1.3R−G

ExGR ExG− ExR

MExG 1.262G− 0.844R− 0.311B

CIVE 0.441R− 0.811G+ 0.385B + 18.78745

VEG G
Ra·B1−a with a = 0.667

COM1 ExG+ CIV E + ExGR+ V EG

COM2 0.36ExG+ 0.47CIV E + 0.17V EG

CANO R/G < P1 and B/G < P2 and 2G − R − B > P3 with
P1 = P2 = 0.95, and P3 = 20

TABLE 3.1: Mathematical notation of different colour in-
dices.

the ground truth FCOVER. The segmentation error can be determined by
evaluation of the True Positives, True Negatives, False Positives, and False
Negatives (c.f. sections 3.4, and 3.5).

3.1.2 AP-HI

We also use the method proposed by Yu et al. [121] for evaluation, due to
their high reported performance. After reaching out to the researchers, they
were kind enough to share their MATLAB implementation [1]. The pipeline
was easily adapted to be able to run on our CROPS dataset. The AP-HI
algorithm produces a binary segmentation image, which can be evaluated
in the same way as the colour indices methods described in the previous
section.

3.1.3 SVM

Using a regular SVM to do pixel-wise classification is difficult due to the
large size of our dataset. However, we can implement a Support Vector Re-
gression (SVR) algorithm to do regression using our ground truth FCOVER
values. One obstacle we find is that our input images are quite large. If
we opted to use all information in the 8-bit RGB images, we would obtain
a feature vector of over 9 million features (an R, G, and B value for each
pixel). This is too large for our SVR, and unnecessary to boot. Clearly, we
need something better to be able to compare our method to an SVM imple-
mentation.

To deal with the large size of our feature vector, we instead use the per-
centage of each R, G, and B value in the 8-bit image. Initially, this increases
the feature vector length to 2563, but we apply some additional restrictions.
To be able to predict the amount of crops, we do not need the precision of
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256 values per colour. We can reduce the feature vector space by convert-
ing the initial 8-bit colour space to a smaller one. For example, we can cast
each R, G, and B value to a value between 1 and 4. This reduces our fea-
ture vector length to a manageable 43. An example of such a conversion is
shown in Figure 3.1. In our experiments, we use a colour range of 4. This
number was determined by an exhaustive search over an array of colour
ranges ranging from 1 to 256. We show the results of these experiments in
section 4.1.2.2 of our Results chapter. As described in the example above,
this results in a feature vector of 43 features.

Obviously, detail is lost when doing these kinds of conversions. This
can be a good effect since it can decrease noise in the image, but if we take
a colour range that is too narrow we may see detrimental effects. We run
additional tests to highlight the effect of the size of the colour range in this
colour range conversion.

We initialize our classifier with a radial basis function (RBF) kernel. The
SVMs hyperparameters were experimentally tuned, the results of which
can be found in section 4.1.2.2. 10-fold cross validation is performed to
ensure optimal use of training data, and to reduce the variance of our pre-
dicted FCOVER values. The dataset is randomized, after which it is parti-
tioned into 10 equal parts. 1 part is used as the evaluation set, and the other
9 parts are used together as training set. This process is repeated 10 times,
each time using a different partition as evaluation set. The resulting mean
errors are averaged to obtain a Mean Average Error.

FIGURE 3.1: Sample data downsampled into smaller colour
ranges, and upscaled again for visualization purposes.
Colour ranges from top left to bottom right: 1, 2, 3, 4, 8,

16, 32, 64, 128, 256 (original).

3.1.4 Random Forest

We also implement a Random Forest classifier to use as benchmark for our
deep neural network method. Similar to our SVM method, we convert our
feature vector by calculating a colour fraction and decrease the colour range
to 4. In accordance with literature [84], we generate 100 decision trees per
cross-fold iteration. In preliminary experiments we saw diminishing re-
turns when using a larger number of trees. Bootstrapping is used to reduce
variance. No restrictions are set on the number of leaf nodes, the decision
tree depth, or the maximum number of features. 10-fold cross validation is
applied here as well, in the same manner as with the SVM method. We also
inspect the influence of the colour range size when using an RF classifier.
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3.1.5 Deep neural network

Convolutional neural networks have shown great promise in classifying
image data using annotated training data [111] [92]. This is why we re-
search the use of this type of deep neural network architecture. U-net [94] is
a convolutional architecture that obtains state-of-the-art results (better than,
for example, sliding window conditional random field CNNs) on biomedi-
cal segmentation and allows for pixel-wise classification. We use this archi-
tecture as the basis of our experiments, and must therefore go into further
detail on its inner workings in this section. We also implement a more sim-
ple multilayer perceptron (MLP) network architecture, and run it on our
converted feature vectors, as described in section 3.1.3. The side effect of
this conversion is that we are not able to do segmentation, but are forced to
treat ground cover estimation purely as a regression problem. We vary our
the number of layers and nodes in smaller experiments to obtain the most
optimal parameters for this problem. We employ stochastic gradient based
weight optimization as presented by Kingma et al. [64], due to it’s capacity
for large datasets, computational efficiency, and low memory requirements.

3.1.5.1 U-net

The U-net architecture consists of two pathways. First, a contracting, down-
sampling pathway is used, that includes 2 unpadded convolutions (using
ReLu as activation function) followed by a max pooling operation with a
stride of 2 for downsampling. Then, an expanding, upsampling pathway
is used, that includes an up-convolution followed by crop and merger step,
followed by 2 convolutions (again using ReLu as activation function). The
upsampling pathway uses the high resolution feature maps generated in
the contracting pathway for localization in combination with the upsam-
pled output. A full overview of the U-net architecture can be found in Fig-
ure 3.2. We use an adapted version of the MXNet [11] implementation pro-
vided by de Wit [18]. Our network architecture consists of 23 convolutional
layers. The final step is a 1 by 1 convolution and Otsu thresholding to pro-
duce a binary segmentation map. In our experiments we reduce the num-
ber of features to 10 in the first convolutional layer, and increase the amount
further down the pipeline (up to a 3x3x80 convolution). We employ Logis-
tic Regression as our loss function. The complete DNN architecture used in
our experiments can be found in Appendix A.

Weight initialization is very important for DNNs, especially in deeper
networks with a large number of layers. To ensure that each layer is used in
the output, and not starved, weights should be calibrated so that the feature
maps have roughly unit variance [94]. In an architecture such as U-net, this
is done through random weight initialization by drawing from a Gaussian

distribution with µ = 0 and σ =
√

2
N with N = Number of incoming nodes

for a neuron.
To deal with the high-resolution data, we split the input into 256x256

pixel tiles, and train/test the network on these samples. The input for the
network therefore consists of an 8-bit 3-channel 256x256 pixel RGB image.
The output will be a single channel 256x256 pixel binary map. Since we
cannot divide the original image into tiles of this shape perfectly, some
overlap is apparent. It can be argued that the overlap will introduce some
overfitting, but this is overfitting is marginal. The samples are augmented
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by performing 5 independent semi-random elastic transformations on the
original image, and 4 rotations. This boosts the size of our training set, and
decreases variance. This results in a total set of 5,101,076 input images, to
be split into training and validation data using K-fold cross validation.

We also train the net using scaled images where no transformations
are performed. This has the added benefit of negating any imprecise an-
notations by downsampling the errors together with the image, while the
FCOVER remains the same by definition. By downsampling the original
images using a nearest neighbour resampling filter, and applying the same
transformation to our ground truth images, we obtain input images of 256x194x3
pixels. We verified that the FCOVER does not change significantly upon
downsampling, and found that the mean difference in FCOVER between
the original and scaled down version is around 0.0009512. This corresponds
to a 0.9512 percentage point difference, which we deem acceptable for our
experiments, since we use the scaled down FCOVER in these cases.

We will vary the networks hyperparameters, such as number of layers,
and number of features, as part of our experiment. Starting with the archi-
tecture described above, we will adjust the hyperparameters for maximum
performance. Since the literature on the subject of tweaking deep learning
architectures does not provide an optimal strategy for this, we vary the pa-
rameters until we see diminishing returns. In similar manner we also eval-
uate the effect of Dropout at different positions, since this has been shown
to increase performance in DNNs (see Section 1.3.0.3).

In addition to a single network for all plant types in our CROPS dataset,
we will also evaluate the DNNs performance by training it on each type in-
dividually. This will result in three networks - a Wheat, Maize, and Mung
bean segmentation network. We believe this might give a performance
boost.

Finally, we will evaluate the DNN on our CROPS PHONES dataset, to
assert which smartphone is best suited to create phones for our method of
ground cover analysis. We will scale the dataset as described above in the
same way and use our default DNN architecture.

3.2 Hot target detection

In this chapter we also discuss the methods applied for hot target detection.
Since we have already outlined the current state of hot target detection re-
search in previous sections, we will only briefly touch on their implemen-
tation in the following sections. Then we will go into more detail on the
machine learning methods proposed in this work.

3.2.1 HOTMAP

HOTMAP, the algorithm proposed by Murphy et al. [81], depends on a
number of parameters, mainly the α and β parameters. They can be de-
scribed as boolean mapping functions, taking a multispectral image (con-
verted to TOA reflectances using Equation 1.2) as input and outputting bi-
nary maps. We show their formulas in Equations 3.1 and 3.2.
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FIGURE 3.2: U-net architecture. The blue boxes represent
multi-channel feature maps. The number of channels is de-
noted at the top of the boxes, and the shape data is denoted
at the bottom. The white boxes in the upsampling pathway
correspond to the copied feature maps. Arrows denote var-
ious layer operations (see legend). Image taken from Ron-

neberger et al. [94].

α =
ρ7
ρ6

≥ 1.4 AND
ρ7
ρ5

≥ 1.4 AND ρ7 ≥ 0.15

with
ρn = Top of Atmosphere reflectance in band n

(3.1)

β = (
ρ6
ρ5

≥ 2.0 AND ρ6 ≥ 0.5) OR S6 OR S7

with
ρn = Top of Atmosphere reflectance in band n
Sn = Top of Atmosphere reflectance is saturated in band n

(3.2)

Theα and β maps are merged using a simple logical OR operator (α OR β),
after which a clustering algorithm generates clusters of hot target candi-
dates. Clusters that do not contain at least a single α pixel are discarded.
Remaining clusters are labelled as hot targets.

The α parameter is designed specifically to produce as little false alarms
as possible, but to detect at least a single pixel in a fire cluster. Its precision
means that it can sometimes miss hot target clusters (especially on satura-
tion of band 7 with very hot targets), which is why the β parameter is used
in combination with the α parameter. The β parameter is used to detect the
particularly hot targets, for example in cases of saturation of bands 6 and 7.
The β map will have good accuracy, but can also produce a large number
of false alarms. When used together, the parameters provide effective hot
target detection.
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We have implemented the algorithm to verify its effectiveness on the
dataset. We will compare our results to the results reported in [81] consid-
ering we use the FIRES dataset as well.

3.2.2 SVM

We also implement an support vector approach for hot target classification.
We initialize our classifier with a radial basis function kernel, with kernel
coefficient γ = 1

n with n =Number of features, in accordance with our
feature vector size. The other hyperparameters are tweaked as part of our
experiment. Each pixel is used as a data point, consisting of 10 features,
being the combined OLI and TIRS channels. The binary labels are used for
ground truth validation. To ensure a balanced dataset, we use all hot target
data points, and use the same amount of non-hot target data points. The
rest of the non-hot target data points are discarded. We randomize the data
before we apply pruning. This results in a total size of 43546 data points
(with 21773 hot target pixels). Using 10-fold cross-validation we utilize the
entire dataset, each fold being employed as validation set once.

3.2.3 Deep neural network

We use the same architecture reported in the previous section, but adapt
it to be applicable for multispectral images. Instead of a 3-channel 8-bit
RGB input, we use 10-channel 16-bit multispectral images. The output (and
concurrently validation data) remains the same, a binary segmentation map
the size of the original input image. We again employ data augmentation
(rotations, and elastic transformations) to generate more training data, and
so allow the network to encounter a broader range of data.

We also train an MLP using the feature vectors described in section 3.2.2,
with Adam [64] stochastic gradient based weight initialization. The MLP’s
hyperparameters are tweaked as part of the experiments.

3.3 Evaluation

Root mean squared error, as described in Equation 3.3, will be used as a
measure of ground cover estimation. Additionally, we determine accuracy
(defined by Equation 3.4), precision (defined by Equation 3.5), and algo-
rithm classification run-time. Omission (missed ground cover or hot target
pixels) and commission (false alarm) errors are often reported numbers in
relevant literature. We use accuracy and precision to easily compare our
method to state-of-the-art results [56] [81] [101] of ground cover and hot
target segmentation.

RMSE =

√∑N
i=1(yi − ŷi)2

N

with
RMSE = Root Mean Squared Error
N = Number of predictions
yi = Actual value for data point i
ŷi = Predicted value for data point i

(3.3)
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These numbers are obtained through comparison with our labelled dataset.
The evaluation set by Murphy et al. [81] contains hand-annotated hot target
data. It is hard to verify by hand which pixels are hot and which are not,
meaning that every evaluation dataset annotated by human experts con-
tains an uncertainty factor. Therefore we must note that these figures are
only relative to the evaluation as performed by a human expert. This com-
plication can partly be alleviated by creating a simulation dataset, as is our
aim in this work. Murphy et al. [81] also report numbers of associated false
alarms, which are the false alarm pixels that are part of a detected hot tar-
get cluster (compared to false alarms that are not inside a cluster). This also
helps to distinguish between truly missed hot targets, and targets missed
(possibly) due to the subjectivity in annotating the evaluation dataset.

Accuracy =
TP + TN

TP + TN + FP + FN

with
TP = Number of true positives
TN = Number of true negatives
FP = Number of false positives
FN = Number of false negatives

(3.4)

Precision =
TP

TP + FP

with
TP = Number of true positives
FP = Number of false positives

(3.5)

We compare our ground cover method with the colour indices meth-
ods mentioned in section 1.1.1.1, the AP-HI method by Yu et al. [121], an
SVM (SVR) implementation, and a Random Forest implementation. K-fold
cross validation is performed where our data allows it to effectively use the
dataset for both training and evaluation. Wherever we can, we will distin-
guish between different crop types: Maize, Wheat, and Mung bean. Our
hot target detection method is compared to the findings of Murphy et al.
(HOTMAP) [81] and Giglio et al. (CA) [49].

In this chapter we have presented the type of data we use in our exper-
iments, the methods that are currently being used to perform ground cover
analysis and hot target detection, the methods we will implement as part
of our research, and the metrics we employ to evaluate these methods. The
following chapter is dedicated to the results of this evaluation.
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Chapter 4

Results

In this chapter, we present the results of our work. First, we will report
the results of our ground cover analysis experiments. Starting with ground
cover segmentation, we will continue with ground cover estimation, since
methods that are able to do segmentation can also be used for estimation.
Then, we will present the results of our hot target detection analysis using
deep neural networks.

4.1 Ground cover analysis

We have implemented a number of different methods to be used as bench-
mark for our machine learning methods. For some of these methods, we
have conducted additional experiments to gauge the effects of certain pa-
rameters on the resulting segmentation or estimation. We set out with the
exposition of these results, and reserve the findings of our primary experi-
ment - the deep learning method - to latter sections (4.1.1.3).

4.1.1 Segmentation

There are a number of ground cover analysis algorithms that can be used to
generate a binary segmentation map. The colour indices methods coupled
with a threshold, the AP-HI algorithm, and our deep neural network, all
have this capacity. We present examples of their segmentations for the three
types of crops in Table 4.1, and will discuss their individual advantages and
disadvantages in the following sections.

Method Maize Mung bean Wheat

Original

NDI



28 Chapter 4. Results

ExG

ExR

ExGR

MExG

CIVE

VEG

COM1
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COM2

CANO

AP-HI

DNN

TABLE 4.1: Example segmentations of Maize, Mung bean,
and Wheat crops for the given segmentation algorithms

(scaled images).

We evaluate the segmentations using the methods described in Equa-
tions 3.4 and 3.5, using RMSE, and precision and accuracy scores. Overall,
Maize seems to be the easiest crop type to segment using these methods.
Figure 4.2 shows the algorithms’ precision plotted against their accuracy,
split on crop type. The algorithms are able to score highest on Maize im-
ages, and lowest on Wheat images. We see that DNN outperforms all con-
ventional methods, although there are instances where another method has
a slight edge on the DNN - for example COM2 shows a minor improve-
ment in accuracy for Wheat images. We see that in most cases, RMSE scores
correlate with accuracy and precision scores. However, this is not always
the case. For instance, we can observe that COM2 has quite a high preci-
sion score for Maize images, but the corresponding RMSE is contrastingly
relatively high. This discrepancy is due to COM2 underestimating Maize
images quite a lot (which, in turn, is caused by the index not being able to
recognize very light leaf areas). Since COM2 does not classify many pixels
as plant pixels, it does not generate many false positives either.
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FIGURE 4.1: RMSE and standard deviation of scaled images
for ground cover estimates for all segmentation methods.

FIGURE 4.2: Precision and accuracy scores for methods of
ground cover segmentation of scaled images. Full resolu-

tion image available in Appendix C.

4.1.1.1 Colour indices

The colour indices methods we implemented provide varying segmenta-
tion results. Depending on the method, we see the detrimental effects of
changing lighting in the leaves, clutter on the ground, and shadows cast by
other leaves. First we will consider the scaled images, because we this pro-
vides us with a fairer comparison with the DNN method. We see MExG
performing best overall. ExG, NDI, VEG, COM1, and COM2 have the
biggest trouble with hard lighting changes, as can be seen in the examples
above. The other indices, ExR, ExGR, MExG, CIVE, and CANO, overcome
this problem. However, this feature also makes them tend to overestimate
the crop area, as can be seen in the Wheat examples most prominently due
to the density of the crops in this type of vegetation. Their ability to pick
up light surfaces has the downside of not being able to distinguish between
darker surfaces adequately.

Striking is that the colour index that performs best is surprisingly sim-
ple. The MExG index is a weighted linear combination of the R, B, and G
planes. We find that MExG only really struggles when dealing with very
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hard lighting, and near-white surfaces. An example of this can be found in
the Maize column in Table 4.1, in the area on the large leaf on the left side
of the image. We see the error rate increase in images of Wheat especially,
since the spikelets are highly reflective. The high blue values in white pixels
cause problems for this index. Red values are relatively high even in green
leaves, which is why MExG penalizes them strongly. Since colour indices
methods do not take into account other information than the R, G, and B
values of a single pixel, they cannot infer that white pixels with high RGB
values values actually belong to a leaf element in the image, rather than
background noise.

The colour indices that perform the worst, most notably ExGR, drasti-
cally underestimate the vegetation area, due to their inability to deal with
big changes in leaf colour when the light conditions are extreme. On the
other hand, ExGR sometimes labels shadows as being part of the plant, re-
sulting in an overestimation of the FCOVER.

We must also review the results of the segmentations of our original
images. When looking at Table B.1 we see results that mimic the results for
the scaled images, with a few notable exceptions. COM2, ExR, and NDI
each show a much higher RMSE value. This is peculiar, given the fact that
these indices do not rely on other information beside the RGB values for a
given pixel (disregarding normalization). The index itself therefore, should
not change by a large margin. After further (visual) inspection, we find that
this is indeed the case. The only factor affecting the resulting segmentation
map is the thresholding step. We see that, indeed, Otsu thresholding does
not provide an optimal threshold value for most of the segmentation maps
generated by these indices. This is due to the intensity level histogram for
these indices for the original image being more skewed, as can be seen in
Figure 4.3.

FIGURE 4.3: Histogram of the intensity levels of the NDI in-
dex for an original Mung bean image and downscaled ver-
sion, and corresponding segmentation maps (Found Otsu

threshold in red).
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4.1.1.2 AP-HI

The AP-HI method as proposed by Yu et al. [121] performs relatively well
for the original images, but not quite as well as, for example, MExG or
the DNN. Especially when segmenting images of Wheat plants, it lacks the
power to identify the yellowish, lighter spikelets on the top of the plant as
being part of the plant. The AP-HI method, like some of the colour indices,
struggles to appropriately classify strong highlights, albeit to a much lesser
degree.

The resulting segmentations of the scaled images paint a slightly dif-
ferent picture. AP-HI performs somewhat worse on our scaled CROPS
dataset, as it does on the original set. We believe that due to the decrease
in pixel availability in smaller images, the sample size of the hue intensity
lookup table decreases as well. In addition, the affinity propagation clus-
tering algorithm has less data to work with, leading to non-optimal results.

4.1.1.3 Deep neural network

We will look at the results of our convolutional neural network using the
original images and the scaled images, as we did with the other segmen-
tation methods. Since the DNN cannot handle very high resolution input
images, we split our original input images into separate blocks of 256x256
pixels (and augmented our data using a number of transformations), as
described in Section 3.1.5. These results are displayed next to the other seg-
mentation methods in Figure B.1. The DNN did not perform well here,
when considering RMSE. A closer look at the DNNs segmentations com-
pared to the original image and ground truth is provided in Figure 4.4.

FIGURE 4.4: Comparison of cropped original image (left),
extracted ground truth (middle), and resulting DNN seg-

mentation map (right).

What is apparent is that our ground truth is not always the best. We
touched on this briefly in previous sections. Therefore, the comparison we
make with the ground truth has its disadvantages. We will elaborate on this
issue more extensively in Section 5. However, the suboptimal labelling of
our ground truth images is not the only source of misclassification. In many
cases we observe that the DNN overestimates the plant region, which could
be caused by a combination of the input images being rather small, and the
large variety in lighting conditions in our CROPS dataset. We do observe
the potential of the DNN to overcome intra-leaf lighting changes. We did
not train separate networks for each plant type for the original image, but
this could potentially lead to improvements in DNN segmentation.
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When we investigate the resulting segmentation map of our scaled im-
ages, we see that the convolutional neural network provides segmentations
that overcome the problems that hinder conventional colour indices meth-
ods. Comparing the DNN to the other methods we clearly see that DNN
outperforms conventional colour indices methods, and the AP-HI method.
Not only is it the best performing segmentation method overall, we also see
top performance for each individual plant type. Especially for Maize and
Mung bean we can observe exceptional performance. The DNN obtains
similar performance to the well performing colour indices methods for the
Wheat type.

The DNN is able to handle extreme changes in lighting conditions, more
so than conventional methods. This is due to the added information of
other pixels surrounding the target pixel. The convolutional layer helps
in learning these gradual and abrupt hue and intensity differences in a leaf.
This does lead to rounded edges in most segmentation maps, as can be seen
in Table 4.1. In Mung bean images, this is an advantage since the leaves are
relatively round themselves. In Maize, but especially in Wheat, this leads
to misclassification of a large number of pixels, but the DNN is still able to
outperform the other methods.

When looking at the precision and accuracy of the DNN scaled segmen-
tations, we again see that it outperforms all methods. Per individual plant
type, there is only one other method that obtains better accuracy: COM2 on
Wheat images. The combination of good accuracy and precision, and a low
mean error provide solid evidence for our hypothesis.

We have trained a array of different network setups. The DNN results
shown in Figure 4.1 show the most optimal performance of our method,
which corresponds to three separately trained networks for each plant type.
Initially, we trained a single network on our CROPS dataset, which resulted
in the scores listed in Table 4.2. The largest improvement in RMSE is vis-
ible in Maize imagery (16.029%), followed by Wheat (13.914%). There is a
10.121% improvement in Mung bean imagery.

Network All Maize Mung bean Wheat

Single 0.0901
(0.0175)

0.0418
(0.0113)

0.0494
(0.0046)

0.1653
(0.0240)

Typewise 0.0779
(0.0193)

0.0351
(0.0053)

0.0444
(0.0040)

0.1423
(0.0351)

TABLE 4.2: RMSE results (standard deviation) of a single
net versus the scores of the three separately trained net-

works.

As part of our experiments, we varied the number of features for our
convolutional layers. We observed a minimum in our error rates at a 10-
channel feature map in the first layer. Adding more layers did not increase
performance significantly. Dropout was tested at several locations, since it
is difficult to gauge where they are most effective, and due to the dropout
layer affecting the entire network (not simply the layer that succeeds it).
Adding dropout layers directly after the copying and merger of the fea-
ture maps from the downsampling pathway showed good results, but the
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best results were obtained when adding dropout layers directly after each
upsampling convolutional layer. We show the results for various dropout
layer positions in Table 4.3. The full architecture can be found in Appendix
A.

Dropout type All Maize Mung
bean

Wheat

de Wit [18] 0.0779
(0.0193)

0.0351
(0.0053)

0.0444
(0.0040)

0.1423
(0.0351)

Only in up-pathway 0.0798
(0.0157)

0.0393
(0.0080)

0.0566
(0.0049)

0.1379
(0.0262)

Alternating in up-pathway 0.0894
(0.0171)

0.0623
(0.0064)

0.0784
(0.0073)

0.1316
(0.0310)

Additional in down-pathway 0.0923
(0.0145)

0.0677
(0.0067)

0.0885
(0.0093)

0.1251
(0.0248)

After up-convolution 0.0702
(0.0105)

0.0360
(0.0072)

0.0578
(0.0076)

0.1144
(0.0142)

TABLE 4.3: The effect on RMSE (standard deviation) of
varying ways to apply dropout.

In other experiments, we evaluated the segmentation of more complex
images. The images in our CROPS PHONES dataset were made with a
number of different smartphones (and tablets), each with it’s own resolu-
tion and image quality. We show the RMSE for all phone types in Figure
4.5. We will discuss these results further in the next section.

FIGURE 4.5: Comparison of RMSE for different smartphone
types.

4.1.2 Estimation

We have explained how segmentation algorithms can also provide an es-
timation of ground cover. A number of algorithms are able to provide an
estimate of the percentage of vegetation in our images without creating a
binary map first. They are machine learning methods that are trained on the
ground truth cover fraction. Together with the segmentation methods, we
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show their estimates here. Figure 4.6 shows the RMSE for each regression
method, and the DNN (on scaled images).

FIGURE 4.6: RMSE and standard deviation of scaled images
for ground cover estimates for all regression methods.

4.1.2.1 Colour indices

To further investigate the estimation properties of the colour indices, we
have plotted the predicted FCOVER values against the actual FCOVER val-
ues for each method. This investigation was done on the original dataset.
These results are shown in Figure 4.7. This figure immediately shows the
under- or overestimation of the FCOVER for each method. For example,
CIVE does quite well overall, but consistently overestimates the FCOVER.
ExG, on the other hand, shows a general underestimation. This informa-
tion gives an indication of how to adjust the colour indices to generate
better segmentation maps. A notable phenomenon in these figures is the
presence of a conglomeration of data points in either the top or the bottom
of the graph. This is a side effect of the threshold failing to create a good
split between plant and background. If the threshold is set too high so that
the leaves do not get classified correctly, most of the image will be labelled
as background - resulting in the severe underestimation of FCOVER. Vice
versa, if the threshold is set too low, most of the image will be classified as
plant, leading to a drastic overestimation of the FCOVER. Visual inspection
learns us that in most of these cases the Otsu algorithm fails to find a good
threshold because the colour index mislabels many pixel instances, which
skews the colour histogram on which Otsu acts.

4.1.2.2 SVM

The SVM obtains just a slightly higher RMSE than the MLP, and overall
gives very accurate estimations. We experimented with a large number of
variations of the SVM’s parameters to obtain the most optimal results. We
varied each parameter while fixing the other parameters to their default
(RBF kernel, γ = 1

64 , C = 1.0, ε = 1e − 1, t = 1e − 3). The results of
these additional experiments are shown in Figure 4.8. A linear kernel gave
the best results disregarding other parameters, but a radial basis function
kernel combined with an epsilon value (the maximum distance between
the actual value and the predicted value at which no penalty is associated
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FIGURE 4.7: Actual FCOVER values plotted against the pre-
dicted value for colour indices methods. Warmer colours

indicate higher discrepancies.

in the loss function) of around ε = 1e− 1, an error term penalty of C = 1.0,
a kernel coefficient of γ = 0.6952, and a tolerance for stopping of t = 1e− 3
gave the best overall results.

FIGURE 4.8: Effect of tweaking, in order, kernel type k, er-
ror term penalty C, maximum distance between actual and
predicted value at which no penalty is given ε, tolerance for

stopping t, and kernel coefficient γ, on mean error.

We also ran additional experiments to discover the effect of the colour
range size in the conversion step on the error rate. We ran a simple SVR
implementation (RBF kernel, γ = 1

64 , C = 1.0, ε = 1e − 1, t = 1e − 3) on a
range of variations of colour ranges of our dataset. Figure 4.9 describes the
outcome of these experiments. We can observe a clear minimum around a
colour range of 4 to 8. We believe this is because of heavy loss of informa-
tion in smaller colour ranges, and the gradual introduction of more noise in
larger colour ranges. We have used a colour range of 8 in our other experi-
ments, because it gave the best overall results.
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FIGURE 4.9: Effect of colour range size on mean error.

4.1.2.3 Random Forest

We ran the same tests on our RF implementation, sticking to 100 generated
trees in our random forest. In initial tests with lower numbers we observed
diminishing returns around this number. A minimum mean error of µ =
0.0468, σ = 0.0557 was found at a colour range (CR) of 4. A full overview is
given in Table 4.4.

CR All Maize Mung Bean Wheat

1 0.2627 (0.2053) 0.2175 (0.2098) 0.2169 (0.1995) 0.3879 (0.1466)

2 0.0529 (0.0589) 0.0429 (0.0552) 0.0491 (0.0566) 0.0716 (0.0627)

3 0.0473 (0.0532) 0.0388 (0.0504) 0.0463 (0.0529) 0.0604 (0.0547)

4 0.0468 (0.0557) 0.0413 (0.0575) 0.0422 (0.0507) 0.0607 (0.0573)

8 0.0479 (0.0540) 0.0420 (0.5188) 0.0453 (0.0536) 0.0597 (0.0557)

16 0.0529 (0.0619) 0.0484 (0.0654) 0.0501 (0.0611) 0.0628 (0.0573)

TABLE 4.4: Mean errors (standard deviations) of an RF clas-
sifier for varying colour ranges (CR).

4.1.2.4 Deep neural network

We have already indirectly touched on the estimation results of the DNN
in the previous section where we discussed the segmentation results. All
regression methods outperform the DNN. However, the difference in per-
formance is small. In fact, the DNN provides better estimation results for
Maize type vegetation, and is on par with the SVM and MLP for estima-
tion of images containing Mung bean plants. The regression methods do
significantly outperform the DNN method on Wheat imagery, however.

It is hard to gauge exactly why the regression methods do so much bet-
ter on Wheat images, since we converted the original image to a percentage
based feature vector. We know that our DNN underperforms on Wheat im-
age because it is prone to generate rounded, thick edges, quite the opposite
of Wheat leaves. Methods that do direct regression on the FCOVER value
do not encounter this problem, which might help to explain the discrepancy
in scores. We will further discuss this in Chapter 5.
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4.2 Hot target detection

To benchmark our deep neural network implementation of hot target detec-
tion we implemented the CA, and HOTMAP algorithms proposed in [101]
and [81]. In addition, we implement an SVM and a simple MLP neural
network. We have optimized the parameters of these implementations in
the same manner described in Section 4.1.2.2, the full results of which we
will also show in the following sections. We will start with an overview of
the accuracy and precision scores as noted in section 3.3, and continue with
a more expansive view of our results - most notably the machine learning
results.

Method Accuracy Precision

CA [49] 0.9999 0.2397

HOTMAP [81] 0.9999 0.6766

SVM 0.9847 0.9954

MLP 0.9844 0.9951

DNN 0.9797 0.0015

TABLE 4.5: Hot target detection by method.

4.2.1 CA & HOTMAP

The contextual algorithm (CA) of Giglio et al. [49], and the HOTMAP algo-
rithm both provide excellent accuracy. However, this good result is primar-
ily due to the large number of non-hot target pixels in the satellite imagery.
We get a clearer picture of how these algorithms perform when looking at
the precision scores, the fraction of true hot targets over all marked hot tar-
gets (also called positive detection rate in Giglio et al. [49]). In line with
Murphy et al. [81], we observe that CA results in many false positives,
while HOTMAP performs much better. We believe this difference is caused
by incorporating extra information from additional wavelengths.

4.2.2 SVM & MLP

The SVM and MLP were both trained on a dataset consisting of 50% hot
target pixels and 50% non-hot target pixels (selected randomly from the
complete FIRES dataset). We obtain exceptional precision scores, even with
10-fold cross validation. Accuracy scores are slightly lower than CA and
HOTMAP, but this is due to the difference in dataset size. We ran CA and
HOTMAP on the full images, the majority of which were non-hot target
pixels, while the SVM and MLP saw only 50% non-hot target pixels. When
we use the trained SVM to predict on full images, we achieve similar accu-
racy results.

To determine the effectiveness of these methods we first determined the
data separability in n-dimensional feature space, by generating crossplots
of the pixel values in every wavelength band, and labelling them with our
ground truth (hot target or non-hot target). An example of these crossplots,
namely for OLI band 7, is shown in Figure 4.10. We can see that there exists
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a near linear separability when comparing the values of OLI band 6 versus
that of OLI band 7.

FIGURE 4.10: Crossplot of pixel values for band 7 versus
pixel values other bands, showing seperability. Red data
points are hot targets, blue data points are non-hot targets.

We have also looked at the effect of our features (being the 10 OLI and
TIRS channels) on the performance of the SVM, by removing these features
from our dataset. These results are reported in Table 4.6. In line with the
results of our visual inspection of separability, we observe that removing
the information in OLI band 7 results in the most severe performance drop.

4.2.3 Deep neural network

The DNN fails to perform accurately, as the results in Table 4.5 clearly show.
When we investigate individual segmentations, a batch of which is dis-
played in Figure 4.11, we see that not only does the DNN not pick up the
hot targets, it also tends to label other structures such as cloud formations
as hot targets.

FIGURE 4.11: Examples of DNN segmentations of aug-
mented satellite imagery. Shown are the original OLI band
7 image (left), ground truth hot target annotation (middle),

and DNN labelling (right).

This detrimental effect could be caused by the lack of large swaths of hot
targets. The hot targets in our satellite imagery are usually only a couple of
pixels large, while our DNN architecture works better for larger targets, as
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Removed
band

Accuracy Precision

1 0.9848 0.9955

2 0.9850 0.9955

3 0.9853 0.9955

4 0.9846 0.9951

5 0.9844 0.9954

6 0.9754 0.9906

7 0.8941 0.9347

9 0.9851 0.9952

10 0.9877 0.9953

11 0.9870 0.9941

TABLE 4.6: Accuracy and precision scores of the SVM when
removing all information of a certain band.

is evident by our ground cover analysis results. We have tried a number of
changes in architecture, similar to those reported in previous ground cover
analysis sections, but found no major improvement.
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Chapter 5

Discussion

We will now discuss the results described in the previous chapter. First,
we will consider the problem of ground cover analysis, after which we will
cover our results for hot target detection. We will evaluate our methods,
note the shortcomings of our experiments, and finally, address other av-
enues for future research.

5.1 Ground cover analysis

Accurate ground cover analysis has to overcome a number of obstacles,
such as dealing with various lighting differences, shadows, rubble, et cetera,
as we have discussed in previous sections. We have implemented current
methods that are based on transforming the RGB colour space to another
index, and compared them to methods that use machine learning. We find
that colour indices are simple to understand, which makes them easily
tweakable. Since most variables can be directly linked to the RGB values,
it is immediately apparent how to best change the index to better suit the
data. Their simplicity also ensures their fast runtime, and their ability to
handle large images is very advantageous since most modern camera se-
tups produce high resolution images. On top of that, most of these colour
indices methods do not require training.

Considering all these advantages, one would expect colour indices to
be a top choice for ground cover analysis. With a little tweaking, for some
problems, they certainly are. Keeping in mind that there are large differ-
ences between colour indices (as shown in Figure 4.1, for example), we see
that some indices (MExG) can obtain great RMSE scores for certain plant
types. However, there are also large downsides to colour indices methods.
Because the indices can only use the information stored in a single pixel, the
RGB values, they fail to deal with, for example, the downward curvature
of some leaves casting shadows. Some colour indices try to make up for
this by incorporating the average values calculated in the entire image, or
setting lower thresholds to compensate for the index’ specificity.

This is where the DNN outperforms conventional methods. When con-
sidering estimation results, we see that the convolutional layers allow the
DNN to deal with intra-leaf changes in lighting. Shadows and hard light-
ing have little effect on the resulting segmentation map. We see that the
DNN outperforms all other segmentation methods by a large margin. Even
when looking at pure regression methods that cannot perform segmenta-
tion (MLP, RF, SVM), we see that the DNN can obtain comparable results,
and for some plant types even surpass those regression methods (see Fig-
ure 4.6). Our DNN architecture has many advantages, the main one being
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its robustness to lighting changes, the one thing colour indices methods re-
ally struggle with. Especially when we train our networks on each plant
type specifically, we see a big increase in performance (see Table 4.2). This
does require an extra preliminary step of labelling the data with the plant
types. When we look at the results of more complex plant types we can see
that the strength of the DNN lies in rounded, smooth, segmentations. For
images of more weedy, grass-like plants, or lean plant types with a lot of
stalks, we observe a degradation in performance (often caused by overseg-
mentation). This may be fixed by decreasing the number of features in the
network architecture.

We must note that our architecture also has a number of disadvantages.
First of all, neural networks, convolutional neural networks in particular,
are heavily reliant on properly labelled data. This means that a lot of pre-
liminary work and preprocessing steps are involved with using this type
of method for ground cover analysis. In addition, the learning phase is
quite slow, especially compared to the colour indices methods that were
able to handle high resolution input. Training time was around an hour on
an 8-core i7-4700MQ with an NVIDIA Quadro K1100M. This means that for
regression tasks, it is probably preferable to use an SVM-based approach,
considering the algorithms speed and very accurate estimation results. Sec-
ond, the architecture we used was not able to handle very large input im-
ages. The original image resolution of around 2000x1500px was too large
for our network c.q. machine, and we were forced to scale down our in-
put images. Initially, we split our original images into smaller blocks and
used those as input images, however, we found that our ground truth data
was not always optimal. We must also address that while we get very good
results on networks trained separately on each crop type, this will have im-
plications for the operational use of our methods, and introduce additional
costs. A final disadvantage of DNNs is that while they can achieve good
performance, it is hard to observe why they perform so well. Methods of
visualizing layer activation are currently being researched however to try
and overcome this problem.

This brings us to the limitations of our experiments. When we per-
formed visual inspection on our original ground truth, we found that there
were many small errors. This was an artefact of doing annotation with the
CANEYE software, but difficult to resolve. We expect that the non-optimal
ground truth labelling is the reason that the DNN did not perform accu-
rately on the original splitted images. By scaling the original image, and
with it the ground truth, we solved many small errors through nearest-
neighbour resampling. This leads to a better ground truth, and much better
results. We expect that with more accurate ground truth, the DNN is also
able to obtain better results on the original (splitted) images. In addition,
we expect that with a better machine, larger size input images can also be
processed.

When we review our hypotheses on ground cover analysis, we must
answer positively to both the hypotheses of segmentation, and estimation.
The methods proposed in this work outperform existing methods of ground
cover analysis, both in RMSE, as well as accuracy and precision. Out of our
machine learning methods, the SVM, RF, MLP, and DNN, our DNN archi-
tecture shows the best segmentation performance while also being able to
provide accurate ground cover estimation. In line with our hypotheses,
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machine learning is an effective tool that can be applied to perform more
accurate ground cover analysis than conventional methods.

5.2 Hot target detection

We will now evaluate our results of hot target detection. The existing al-
gorithms of Giglio et al. [49] and Murphy et al. [81] both have excellent
accuracy. This is due to the combination of the algorithms effective ability
to discern non-hot target pixels (under-classification) and the large number
of non-hot target pixels in our FIRES dataset. When we consider precision
however, the fraction of accurately labelled hot targets out of all labelled hot
targets, we see that there is definitely room for improvement. The existing
algorithms were able to be run on the original input image, and somewhat
resemble the colour indices methods of ground cover analysis. Their ad-
vantages, much like the colour indices methods, are the speed of execution,
simplicity, and ability to handle large input. Their disadvantages are im-
mediately apparent in the precision scores listed in Table 4.5.

When we look at our machine learning methods, we see that these meth-
ods can obtain a much higher precision rate. When we investigate the fea-
ture space, we can see why. There is a relatively clean segregation between
hot target pixels and non-hot target pixels, even when only considering just
two features (as can be seen in Figure 4.10). The SVM and MLP are able
to find this as well and generate an accurate decision boundary cq. dis-
tribution of weights. A downside of these methods is that they require
some time to generate full resolution segmentation maps. The other ma-
chine learning methods we implemented, our DNN architecture, fails to
perform. We observe very low precision results, due to the network’s in-
ability to generate effective feature maps. We believe these low scores can
be explained by the shape of our ground truth data. The fires present in
our dataset usually only contain a few pixels. In some cases, there are a
few hundred (for example, the imagery in Figure 4.11), but spread out and
sparse. The architecture we used generates smooth, round, segmentation
maps, which we showed earlier as well. While we tried various alternative
architectures, with a lower number of features, and convolutional layers, to
decrease the daubing effect visible in the segmentation maps, we did not
observe any major increase in performance. An additional limitation was
our small dataset. As mentioned previously, convolutional neural networks
require large datasets to perform accurately, and even with augmented data
our FIRES set was not very sizeable. These shortcomings, in combination
with the innate training time of DNNs, make them unfit, in this form, for ac-
curate hot target detection. We do believe other DNN architectures might
be able to generate better segmentation maps, although it is hard to rival
SVM-based approaches.

When we consider our hypothesis on hot target detection, we cannot
answer it positively in its entirety. While machine learning methods such
as SVM and MLP outperform conventional methods, our DNN drastically
underperformed. To summarize, we believe that machine learning can pro-
vide very large gains in effective hot target detection, but DNNs are in its
current state, too slow, and too inaccurate to outperform other methods.
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Chapter 6

Conclusion

In this thesis we researched the applicability of machine learning in the
domains of ground cover analysis and hot target detection. Our main fo-
cus was on the effectiveness of deep neural networks in these areas. Ex-
isting methods in both ground cover analysis and hot target detection rely
on converting the original feature space (be it RGB or multispectral) to a
more suitable one. However, since these methods only use the information
of a single pixel per classification, they often fail to pick up overarching
features such as the curvature of a leaf casting a shadow. We evaluated
whether machine learning methods could improve on the results of con-
ventional methods, since they are able to learn, and overcome these obsta-
cles, from examples. Support Vector Machine (SVM), Multilayer Perceptron
(MLP), Random Forest (RF), and Deep Neural Network (DNN) methods
were implemented and compared to existing colour indices methods, and
other methods found in relevant literature (AP-HI, CA, HOTMAP).

We found that for ground cover analysis, machine learning improves
on existing methods for both segmentation and estimation. Regarding seg-
mentation, we observed that our DNN implementation outperforms all
other existing methods on our scaled dataset, especially when trained on
each plant type specifically. On our original dataset the DNN does not per-
form as well, due to suboptimal ground truth labelling. Regarding esti-
mation, we see that machine learning methods outperform all other con-
ventional methods. SVM, RF, and MLP, all do regression on our converted
colour range dataset, but cannot provide segmentation maps. Our DNN
implementation, which can provide segmentations, shows comparable re-
sults.

For hot target detection we found that machine learning methods can
greatly improve on current methods. We see that our SVM and MLP imple-
mentations have a significantly higher precision rate than existing mteh-
ods. Our DNN implementation is not able to produce the same results. Al-
though we mainly see very positive effects of the machine learning methods
presented in this research, one disadvantage of learning-based approaches
is the necessity of large quantities of accurately-labelled ground truth data,
which is not always available in these domains.

Concluding, we have presented a number of machine learning algo-
rithms that outperform existing methods applicable to the ground cover
analysis and hot target detection domains. Although these learning-based
methods have their own shortcomings, they far outweigh their advantages
compared to conventional methods in most problem domains.
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6.1 Future Work

We have seen that our machine learning methods have its advantages, but
also some shortcomings. In addition, we have described a number of short-
coming in our experiments. In this section we will provide a number of
ideas and pointers for future research in this area.

We have experimented with different types of DNN architectures for
ground cover analysis, all based on U-net researched by Ronneberger et
al. [94] since it provided the best pixel-wise segmentation results to date.
However, many other network architectures exist. In preliminary experi-
ments we have shown that networks trained separately for each plant type
perform better than a single network trained on the entire CROPS set. Each
plant type has its own characteristics, which could be captured better by
different networks. Further research could be done to investigate the best
architecture for specific plant types, or even stages of growth. Taking this
idea one step further, one could imagine training a generative network to
determine the optimal network architecture for a specific stage. For exam-
ple, work in the domain of architecture-learning by Denil et al. [36] shows
that by learning only a small number of weights, over 95% of the other
weights can be predicted without affecting prediction performance.

With regards to regression, an avenue of research would be to extend the
feature space created by the colour conversion with pixel-specific features.
Currently, we only use information on the fraction of a certain colour for
our SVM implementation. However, this information could also be useful
for segmentation methods, including our DNN.

Regarding our hot target detection research, we propose to experiment
with different DNN architectures. Our current architecture was clearly in-
sufficient to generate correct segmentation maps, however, we believe that
the information of neighbouring pixels can be helpful in detecting hot tar-
gets. Alternatively, we expect that DNNs can be useful in detecting smoke
patches (indicating commencing, low visibility fires). We also advise to
evaluate the SVM and MLP methods on a larger dataset, building on the
FIRES dataset. We found that wildfire data is very hard to come by, and
working towards an extensive historical wildfire dataset would greatly aid
research in this area.
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DNN Architecture
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Appendix B

Ground cover estimates RMSE

FIGURE B.1: RMSE of original images for ground cover es-
timates for all segmentation methods.

FIGURE B.2: RMSE of scaled images for ground cover esti-
mates for all segmentation methods.
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FIGURE B.3: RMSE of scaled images for ground cover esti-
mates for all regression methods.



Appendix C

Ground cover segmentation
accuracy & precision



54 Appendix C. Ground cover segmentation accuracy & precision



55

Appendix D

FIRES dataset scenes and
topographical location

FIGURE D.1: Locations of the scenes in the FIRES dataset.
Image taken from [81].

ID Product Region

1 LC81680812014210LGN00 Africa

2 LC81710592015010LGN00 Africa

3 LC81790682014207LGN00 Africa

4 LC81920542015029LGN00 Africa

5 LC82000542015005LGN00 Africa

6 LC80950862014019LGN00 Australia

7 LC80900892015018LGN00 Australia

8 LC80970842015004LGN00 Australia

9 LC81040692014210LGN00 Australia

10 LC81090762015024LGN00 Australia

11 LC81790272014207LGN00 Europe

12 LC81880322014238LGN00 Europe

13 LC82020342014256LGN00 Europe
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14 LC81890342014229LGN00 Europe

15 LC81940182014216LGN00 Europe

16 LC81340412015023LGN00 India

17 LC81340432015023LGN00 India

18 LC81360412015021LGN00 India

19 LC81440422014090LGN00 India

20 LC81440472015029LGN00 India

21 LC80290442015023LGN01 Mexico

22 LC80290452015023LGN01 Mexico

23 LC80290462015023LGN01 Mexico

24 LC80290472015023LGN01 Mexico

25 LC80320402015028LGN00 Mexico

26 LC81200222014226LGN00 Russia

27 LC81310142014207LGN00 Russia

28 LC81360202014210LGN00 Russia

29 LC81660252014228LGN00 Russia

30 LC81750282014211LGN00 Russia

31 LC81160482015025LGN00 South East Asia

32 LC81250372014069LGN00 South East Asia

33 LC81260522015031LGN00 South East Asia

34 LC81280482015029LGN00 South East Asia

35 LC81260592014060LGN00 South East Asia

36 LC80040552015024LGN00 South America

37 LC80070572015029LGN00 South America

38 LC82140652015023LGN00 South America

39 LC82200662014206LGN00 South America

40 LC82330862015028LGN00 South America

41 LC80690182014140LGN00 North America

42 LC80290322014084LGN00 North America

43 LC80430332014262LGN00 North America

44 LC80430302014198LGN00 North America

45 LC80170242013173LGN00 North America

TABLE D.1: List of scenes used in the FIRES dataset.
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Appendix E

Impact on society

In closing, we present a text reflecting on the relevance of this research in
society.

As we have explained in previous sections, it is difficult for poor farmers
in second- and third-world countries to develop efficient irrigation systems.
Dry seasons and low soil moisture levels make it a struggle to cultivate their
land. Water pumps that allow access to sweet surface water are expensive,
therefore farmers need to optimize their irrigation systems. Plants require a
certain level of irrigation to grow quickest, depending on the plant’s stage
of development. The estimation of ground cover is a good metric for this
since it correlates well with biomass yield. Previous research has shown
that accurate ground cover estimation can help in developing an advisory
system for irrigation scheduling. In this work we have researched the best
approach to use machine learning to perform ground cover analysis, and
proposed a number of new methods that outperform conventional methods
of ground cover analysis. In doing so, we have made a contribution to
the advance of small-scale agriculture in developing regions that have little
access to high-tech machinery.

We have also detailed the devastating effects wildfires have on our soci-
ety. Flora and fauna alike are threatened by this destructive force of nature.
The cost of wildfire suppression in the US alone ranges in the billions, and
comes at the cost of many lives, devastation of vegetation, and increased at-
mospheric carbon emission. Fast and accurate wildfire detection and mon-
itoring is therefore incredibly important. While conventional methods can
obtain relatively accurate detection results, they report many false positives
as well. In this work we have shown that machine learning is an effective
tool for detecting wildfires in satellite imagery accurately, and presented
methods surpassing existing methods in terms of precision. We hope to
have made a valuable contribution to the domain of hot target detection,
and the decline of loss of life and destruction of nature due to wildfires.

G.L.J. Pingen
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