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Abstract

In this thesis, we fabricate silicon-germanium core-shell nanowire on bottom gate
devices. Using these gates, we create electrostatically defined, fully tunable single
and double quantum dots. In a previous device we were unable to reach the single
hole regime due to quantum dots forming between adjacent gates. In this work, we
show two routes for solving this problem: the first is to reduce the pitch from 100 to
40 nm and embedding 60 nm pitch gates. The latter has a larger pitch but results in
a more homogeneous surface for the deposited nanowires. Both approaches have
yielded functional devices although only one device with gate defined quantum dots
was realised on the 60 nm embedded gates. On this device, two adjacent gates
do not induce a quantum dot but instead function as one bigger tunnel barrier.
Intentional single and double quantum dots were realised using a total of 3 or 5
adjacent gates respectively. At 4.2 K, a region of regular sets of bias triangles were
observed indicating a clean system. The single hole regime has not been observed
due to local disorder causing fluctuations in the valence band edge.
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1
Introduction

"Can you do it with a new kind of computer–a quantum computer?" Approximately
35 years ago, Richard Feynman posed this question in his "keynote speech": simu-
lating physics with computers [1]. This is one of the big technological challenges
for the 21st century: the realisation of a quantum computer to simulate quantum
systems [2]. These computers are based on qubits instead of normal bits, which
opens up a whole new way of computation. While classical bits are limited to
digital calculations based on 1’s and 0’s, qubits can utilize the quantum mechanical
phenomena entanglement and superposition. This has the potential to increase
the computational power of computers enormously for some types of problems, for
example factorising large prime numbers [3], more efficient search algorithms [4]
and exact first-principles calculations of molecular properties [5][6]. These sorts of
computations get exponentially more complicated when done one classical comput-
ers, rendering them impossible even for supercomputers. On quantum computers
on the other hand, these problems are in principle solvable, by simulation of one
quantum system on another.
Over the last decades the development of quantum algorithms has started [7][8],
as well as the design of fault tolerant computing methods [9][10]. All these de-
velopments have one thing in common: the need of qubits. These are steadily
being developed in different platforms [11][12]. Many of these qubits are based
on electrons, while hole spin qubits are relatively unexplored. For example, useful
properties that enable control of spins using electric fields have been predicted for
holes confined in Si-Ge Core-Shell nanowires [13][14].
In the NanoElectronics group at the University of Twente, attempts are made to
confirm all of these theoretically predicted properties [15][16][17] using nanowires
fabricated at the University of Eindhoven [18]. Highly tunable quantum dots are
electrostatically defined in nanowires using a gate structure beneath the wire, which
allows control over tunnel barriers and dot potentials. The challenge remains to
reach the single hole regime. This was not possible in previous generation devices
due to quantum dots splitting up into double dots before they could the last hole
could be reached.
In an attempt to improve on this, we aim to reduce the pitch of the bottom gate
structure, fabricate successful nanowire devices and reach the single hole regime.
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In this thesis, we will first present a selection of theory in chapter 2. We start of
with theory of Si-Ge core-shell nanowires and the physics of holes in these wires,
follow up with single and double quantum dot theory and finally present how these
quantum dots can be used to read out spin states by using Pauli spin blockade and
single-shot readout. Chapter 3 explains the design for the fabricated devices and
what has been improved over previous generations. Chapter 4 shows and discusses
measurements done on single and double quantum dot configurations, as well as
the results of samples fabricated for determining the hole mobility. Additionally, the
effect of one of the fabrication methods (UV-Ozone treatment) on the devices is
shown. Chapter 5 and 6 ends the thesis with concluding remarks on the research
and an outlook to what the future might bring us.

4 Chapter 1 Introduction



2Theory

In this chapter, the theory related to silicon-germanium shell-core nanowires and
some of the interesting physics of holes in these wires is explained. The second part
explains how to form quantum dots in these wires, with a summary of the theory
behind electron transport in quantum dots. Single quantum dots are well explained
in L.P. Kouwenhoven et al. 2003 [19], double dots in W. Van der Wiel et al. 2003
[20] and spins are covered in R.Hanson et al. 2007 [21]. As this thesis deals with
holes, electron-hole symmetry is assumed, "which states that electrons with energy
above the Fermi sea behave the same as holes below the Fermi energy"[22]. While
this allows us to make use of the extensive literature for electrons, does not hold for
all properties. Particularly the few hole regime has deviating properties, for example
the mixing of heavy and light holes, as explained in section 2.1.2.

2.1 Silicon Germanium Nanowires

In this thesis, mono-crystalline nanowires grown at the TU Eindhoven by Ang Li et al.
are used. They consist of a germanium core surrounded by a silicon shell (Fig. 2.1a).
Silicon-germanium shell-core nanowires make use of the ≈ 500 meV difference in
valence band energies between the Si shell and Ge core, which causes the Fermi
level to be pinned below the valence band energy of germanium. This results in the
accumulation of free holes in the germanium core (Fig. 2.1b) [23][24][25]. The
hole gas formed is radially confined by the Si shell, forming a (quasi) 1D system.
These holes exhibit a high mobility [26] due to the low amount of defects in these
wires. Locally, the hole gas can be depleted by the application of a positive gate
voltage using metal electrodes, which confines the free holes in the lateral direction.
A multi-gate structure allows the formation of a quantum dot system and the control
of its parameters: the energy levels of the dots, the coupling between the dots and
the barriers between the dots and the leads. [27] Holes are also more susceptible
to electric fields, due to the spin orbit interaction (SOI) being much stronger in the
valence band [28]. An exceptionally strong Rashba-type SOI is predicted (section
2.1.2), enabling control of hole spins using electric fields [29] as opposed to magnetic
fields [11] .
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Fig. 2.1: a) Cartoon of the cross-section of a SiGe shell-core nanowire with its corresponding
band structure. b) Free holes are induced in the germanium core. [23][24]

2.1.1 Nanowire growth

The nanowires are grown using the vapour-liquid-solid method, assisted by gold
nanoparticles on germanium <111>substrates. A More details can be found in Ang
Li et al. GH4 vapour is adsorbed onto the surface of Au colloids and diffuses into
the drop. Supersaturation results in Ge growth at the interface of the droplet and
the substrate. An Si shell is grown on the wire from Si2H6 [18]. While the growth
substrate is mono crystalline, three different growth orientations are obtained for
the wires: <111>, <110>and <112>. These orientations are strongly correlated
to the core radius where for smaller r, <110>and <112>directions are preferred.
The mismatch of lattice parameter between silicon and germanium results in strain
in the wire. While other crystal orientations have a high defect density, <110>wires
show a nearly defect free shell. This growth direction has mostly been found for
wires with a diameter smaller than 30 nm [18].

2.1.2 Holes in Si/Ge nanowires

At zero magnetic field, four degenerate valence-band edge states exist in Si-Ge core-
shell nanowires. These are formed from the different z-axis spins of heavy holes:
J = 3/2, Jz = ±3/2 and light holes J = 3/2, Jz = ±1/2 (Fig. 2.3a). Below these
states is a split-off band due to spin orbit coupling, with J = ±1/2. Confinement lifts
the degeneracy of the heavy and light hole states due to strain, resulting in energy
splitting. Mixing occurs due to spin orbit interaction [30]. Applying a magnetic field
lifts the degeneracy of the different spin states. Single and few hole quantum dots
experience a large g factor which is strongly anisotropic and tunable by direction
and magnitude of applied magnetic and electric fields [31][16].
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Due to the strong spin orbit interaction (SOI) of holes, they can have an effective
spin J = 3/2 instead of J = 1/2. Strong coupling of spin and momentum enables
efficient spin manipulation by electric fields. The mixed state gives rise to a Rashba
type spin orbit interaction, resulting from dipolar coupling of the spin states to an
external electric field (direct Rashba SOI) [13].

5 nm5 nm

b)a)

Fig. 2.2: a) High resolution transmission electron microscopy (HRTEM) image of a repre-
sentative <111>oriented Si-Ge shell-core nanowire imaged along the <110<di-
rection b) HRTEM image of the cross-section of a <110>nanowire.

b)

c)

a)

d)

b)a)
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E E

Fig. 2.3: Schematic of the top of the valence band in a) a typical semiconductor and b)a .
Heavy-hole (HH) and light-hole (LH) states are distinguished by their different
z-axis spins: Jz = ±3/2 and Jz = ±1/2 and different mass. The split-off (SO) band
lies below.[30] b) Top of the valence band for holes experiencing confinement.
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2.1.3 Mobility

Electron or hole mobility (µ) is a measure for the drift velocity (vd) of a charge
carrier moving through a material as function of an electric field (E). Thus it is
defined as vd = µE. It is frequently used as a measure for the performance of a
semiconductor, as it depends on defect concentration. In Si-Ge shell-core nanowires,
a higher mobility indicates a lower defect density, thus better quality dots and less
unintentional dots. It also results in easier or depletion of the wire thus easier
formation and manipulation of quantum dots.
An equation for the mobility can be derived from the equation for conductivity:

σ = neµ (2.1)

Here σ is the conductivity ( S
m2 ), n is the charge carrier density ( 1

m3 ), µ is the mobility
( cm

2

V s ) and e is the electron charge (eV).

Using the gate capacitance, the mobility of the holes in the nanowire can be calcu-
lated. Starting with equation 2.1 this is done by first expressing the charge carrier
density as

n = Q

eπr2L
(2.2)

Where Q is the total charge in the nanowire and πr2L is the volume of the nanowire.
Using Q = C · V (capacitor equation) with the assumption Q = 0 at the pinch-off
voltage Vp, the charge in the nanowire can be defined as

Q = CG(Vp − VG) (2.3)

Combining 2.1 and σ = G L
πr2 (conductance as function of conductivity of a circular

wire), the mobility can be related to the charge carrier density as:

µ = G · L
πr2e · n

(2.4)

Using equations 2.2 and 2.3 this becomes

µ = G · L2

CG(Vp − VG) (2.5)

Taking the charge carrier density at Vp = 0, G/Vp can be replaced by the derivative
dG
dVG

, resulting in:

µ = L2

CG

dG

dVG
(2.6)

The mobility is proportional to the slope of the wire conductance as a function of
gate voltage, the wire length and the wire capacitance. The wire conductance can be
related to the voltage over and the current through it by Ohm’s law: G = I/V [32].

8 Chapter 2 Theory



To determine the mobility of a wire, the slope of ISD in the linear regime is extracted
from measurements at different source-drain bias voltages using a least squares fit.
Figure 2.4 shows the fitting of two curves. Details of this method can be found in
the supplementary info of [18].

VG (V)

I
 (

n
A

)

0

200

400

600

800

0 2 4 6

VSD

VSD = 4 mV

Least squares !t

 = 10 mV

4 K

Fig. 2.4: Plot of ISD vs VG for VSD = 10 mV (blue) and VSD = 1 mV (green). The red
dotted lines show the fit made by the script using the least squares method.
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2.2 Quantum dots

Quantum dots are small regions defined in a semiconductor with typical dimensions
of around 100 nm. By application of electric fields, these dots can be gradually
depleted of electrons or holes, so that a small, controlled number N is present.
Because of coulomb repulsion, each added electron or hole requires additional an
additional energy cost, causing electrons on these dots to occupy quantized energy
levels. Figure 2.5 shows how these dots are formed electrostatically using two barrier
gates and a plunger gate. Figure 2.6 depicts a schematic of a quantum dot with
tunnel coupled source and drain contacts and a capacitively coupled gate (plunger).

VB

EF

VPlunger

TB TB

VBarrier1 VBarrier2

Fig. 2.5: Schematic depiction of the band diagram of a single quantum dot. EF denotes the
Fermi level, VB the valence band, TB a tunnel barrier and QD where the quantum
dot is formed. Two tunnel barriers form a quantum dot with quantized energy
states. Voltages VBarrier1, VBarrier2 and VP lunger control the height of the tunnel
barriers and the energy levels of the dot.

Quantum dots can be described by the constant interaction model, which combines
a quantized energy spectrum and the Coulomb blockade effect. Firstly, it assumes a
constant dot capacitance C = CS +CD +CG, the total capacitance which consists of
the capacitances between the dot and the leads (CS and CD) and that between the
dot and the gate (CG). Additionally, it is assumed that the single-particle energy-level
spectrum is independent of the number of electrons on the dot. These assumptions
lead to a ground state energy of [19][21]

U(N) = [−|e|(N −N0 + CgVg]2

2C +
N∑
n=1

En(B) (2.7)

where N is the amount of electrons in the dot, VG is the applied gate voltage, B is
the applied magnetic field, N0 is the charge in the dot compensating for background
charge and the last term is a sum over the occupied energy levels EN .

10 Chapter 2 Theory
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Fig. 2.6: Schematic picture of a single quantum dot, its terminals and the corresponding
capacitances and tunnel barriers.

The electrochemical potential of the dot is defined as the energy need to add another
electron to the dot, and is derived as [19]

µdot(N) = U(N)− U(N − 1) = (N −N0
1
2)EC −

EC
|e|

CgVg + EN (2.8)

with the charging energy EC = e2

C . Transitions between successive ground states are
spaced by the addition energy [21]

Eadd(N) = µ(N + 1)− µ(N) = U(N + 1)− 2U(N) +U(N − 1) = EC + ∆E (2.9)

The addition energy can be zero when multiple electrons are added to the same
spin-degenerate level.
To be able to observe this quantized charge tunnelling, two assumptions have to be
made:

• (1) e2/C >> kBT The charging energy must be greater than the thermal
energy, which can be obtained by cooling the sample or decreasing dot size.

• (2) Rt >> h/e2 The tunnel barriers to the dot must be opaque enough to
localize the electrons i.e. the quantum fluctuations in N due to tunnelling off
and on the dot is much smaller than one during the measurement timescale.
This follows from the Heisenberg uncertainty principle ∆E∆t = (e2/C)RtC >

h. This implies that Rt should be much larger than h/e2 = 25.8kΩ, the
resistance quantum, which can be obtained by weakly coupling the dot to
source and drain contacts.

2.2 Quantum dots 11



Fig. 2.7: Diagram of the potential landscape of a quantum dot. µS , µD and µ(N) are the
chemical potentials of the source, drain and dot. a) A dot in Coulomb blockade,
no levels in the dot fall within the bias window, no transport is possible. b) A dot
with a chemical potential level falling in the bias window, resulting in a tunnelling
current. The amount of electrons in the dot changes between N and N − 1. c)
Current through the dot as a function of gate voltage, resulting in the characteristic
Coulomb oscillations. The potential landscape around the dot changes between
situation a) and b) as a function of the gate voltage VG. The peak spacing in this
plot indicates the addition energy Eadd times α, the lever arm of the gate [21].

Figure 2.7 shows the potential levels of the dot. If a level in the dot falls within the
source-drain window, the number of electrons on the dot can alternate between N
and N + 1 and a tunnelling current is observed. If no levels fall in the window, the
number of electrons on the dot is fixed and no tunnelling occurs: coulomb blockade.
By adjusting the chemical potential of the dot using VG, its different energy levels
can be aligned to the potential of the leads, lifting the coulomb blockade. Figure 2.7c
shows a plot of the current versus the gate voltage, resulting in coulomb oscillations.
Peaks indicate a fluctuation of the amount of electrons on the dot between N and
N + 1, valleys indicate a fixed number of electrons.

12 Chapter 2 Theory



b)a)

Fig. 2.8: Schematic diagrams of the potentials of a quantum dot in high bias regime. Gray
levels indicate an excited state. a)VSD exceeds ∆E, electrons can tunnel via two
levels. b) VSD exceeds the addition energy, leading to double-electron tunnelling.
[21]

.

When VSD is increased such that also a transition involving an excited state falls
within the bias window, two tunnelling paths are available for the electrons (Fig.
2.8a). Because the presence of an additional electron increases the charging energy,
it is not possible for electrons to tunnel through these barriers simultaneously. This
does lead to an increase in effective tunnelling rate. If the bias window is increased
to be larger than the addition energy, double-electron tunnelling can take place. (Fig.
2.8b) [21]

2.2 Quantum dots 13



2.2.1 Coulomb diamonds

Plotting the conductance versus VSD and VG (bias spectroscopy) results in a plot
showing coulomb diamonds. At zero source-drain bias, conduction is only possible
on specific gate voltages where a dot level exactly aligns with µ0. An increasing bias
voltage expands these points of conductance into ranges of gate voltage. At high bias
multiple levels in the quantum dot conduct, resulting in double electron tunnelling.
Inside the diamonds no conduction is possible and each diamond corresponds to a
certain number of electrons on the dot, in the example shown for a depletion dot,
an increasing gate voltage reduces the amount of electrons on the dot. To find out
the exact amount, the last electron needs to be determined, which can be found by
its non-closing corresponding diamond.

To form these diamonds, the drain is grounded and a voltage is applied to the source
to obtain chemical potentials of µS = µ0 + eVSD and µD = µ0 where µ0 is the
potential for zero applied bias. The charge on the dot is constant i.e. no conduction
is possible when µdot(N) < µ0 and µdot(N + 1) > [µ0 + eVSD] or in words, when
the energy levels in the dot lay outside the source-drain window (the situation in
figure 2.7a). Combining this with equation 2.8 gives the following equations for the
diamond edges for VSD > 0:

0 = (N − 1
2)EC − e(CG/C)VG + EN − µ0 (2.10)

eVSD = (N −N0 + 1
2)EC − e(CG/C)VG + EN+1 − µ0 (2.11)

Finding a VSD that satisfies both these equations (the crossing of the edges thus the
peak of the diamond) results in eVSD = EC + ∆E and a difference in peak height
between subsequent diamonds N and N + 1 of δE, assuming N + 1 corresponds to
a new orbital level. For VSD < 0 a similar exercise can be done to yield the other half
of the diamonds. The conversion factor between gate voltage and energy α = CG/C

follows from equation 2.8) and can be extracted from the diamonds as the ratio
between its height and width. The slopes of CG/(C − CS) for tunnelling to the
source and −CG/CSfor tunnelling to the drain can be derived from the work needed
to move an electron between the quantum dot and those terminals (derivation in
appendix 6)[33].

14 Chapter 2 Theory
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Fig. 2.9: a) Schematic depiction of coulomb diamonds with its energies and equations for
its slopes. No conduction is possible inside the diamonds. b) Example of coulomb
diamonds (dI/dVSD vs VSD and Vg5). [16]
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2.3 Double quantum dots

While a single quantum dot is defined electrostatically by two barriers and a plunger
gate (Fig.2.5), a double dot structure has two capacitively coupled plungers, two
tunnel barriers to the source and drain from dot one and two respectively, and one
tunnel barrier in between the dots (see figure 2.10).

The constant interaction model can be expanded from single quantum dots to

VSD

+

-

+

-
Vg1

S D

CL CM CR

RL RM RR

N1 N2

+

-
Vg2

Cg1 Cg2

ISD

Fig. 2.10: Schematic representation of a double dot system with its leads, tunnel barriers
and capacitances. [20]

double quantum dots [20]. The double dot energy is now given by:

U(N1, N2) = 1
2N

2
1EC1 + 1

2N
2
2EC2 +N1N2ECm + f(Vg1, Vg2), (2.12)

with

f(Vg1, Vg2) = 1
−|e|

[Cg1Vg1(N1EC1 +N2ECm) + Cg2Vg2(N1ECm +N2EC2)] (2.13)

+ 1
e2 [12C

2
g1V

2
g1EC1 + 1

2C
2
g2V

2
g2EC2 + Cg1Cg2Cg2Vg2ECm], (2.14)

where N1(2),EC1(2), Cg1(2) and Vg1(2) are the occupations number, charging energy,
gate capacitance and gate voltage for the first (second) dot, respectively. ECm is the
electrostatic coupling energy, the energy of one dot when an electron is added to the
other. The different and capacitances energies can be related as:

EC1 = e2

C1

1
1− C2

m
C1C2

EC2 = e2

C2

1
1− C2

m
C1C2

ECm = e2

Cm

1
1− C1C2

C2
m

, (2.15)

where C1(2) is the sum of all capacitances attached to dot 1(2): C1(2) = CL(R) +
Cg1(2) + Cm.
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Setting Cm = 0 (the coupling between the dots), results in the mutual charging
energy ECm = 0, which reduces equation 2.12 to the sum of the energy of two
independent single dots. Setting Cm ≈ C1(2) results in a single large quantum dot
with a charge occupancy of N1 + N2.
More interesting is the region with intermediate coupling, resulting in a series double
quantum dot.
Similar to the single quantum dot, the electrochemical potential µ1(2)(N1, N2) of dot
1(2) is defined as the energy needed to add the N1(2)th electron to dot 1(2), while
having N2(1) electrons on dot 2(1). Its expression (in a way similar to equation 2.8)
is derived from equation 2.12:

µ1(N1, N2) ≡ U(N1, N2)− U(N1 − 1, N2) (2.16)

= (N1 −
1
2)EC1 +N2ECm −

1
|e|

(Cg1Vg1EC1 + Cg2Vg2ECm), (2.17)

µ2(N1, N2) ≡ U(N1, N2)− U(N1, N2 − 1) (2.18)

= (N2 −
1
2)EC2 +N1ECm −

1
|e|

(Cg2Vg2EC2 + Cg1Vg1EC2), (2.19)

2.3.1 Stability

From the chemical potential equations, a charge stability diagram can be constructed
(Fig. 2.11), with equilibrium electron numbers N1(2) as a function of Vg1(2). By
changing the barrier potential between the dots, a system with weak, intermediate
or strong interdot coupling can be formed. In weakly coupled or decoupled dots (Fig.
2.11a), the gate potential applied on one dot does not change the electron occupation
of the other dot. When the coupling is increased, a hexagonal "honeycomb" structure
(2.11b) appears, with so called "triple points" (dotted square). Increasing the
coupling causes the dots to behave as one large dot with the combined charge of
two dots (2.11c).
The triple points (Fig. 2.12a on page 19) form for double dots coupled in series
(intermediately coupled dots). The tunnel barriers need to be sufficiently opaque
to localize the electrons to a dot but still allow measurable transport. Conductance
is only possible when electrons can tunnel through both dots (this requires three
available states), so both dot potential levels align with the source and drain (as
seen in figure 2.13a).
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Two points are distinguished, state corresponding to two different charge transfer
processes. One around the (0,0) state indicated by • and path e in Fig. 2.12a.

(N1, N2)→ (N1 + 1, N2)→ (N1, N2 + 1)→ (N1, N2)

and one around the (1,1) state, indicated by© and path h:

(N1+1, N2+1)→ (N1 + 1, N2)→ (N1, N2 + 1)→ (N1 + 1, N2 + 1)

The energy difference between these cycles determines the spacing between these
points, and is given by ECm. The other dimensions of the honeycomb cells (figure
2.12b) can be related to the capacitances from equation 2.15 [20].

∆Vg1 = |e|
Cg1

(2.20)

∆Vg2 = |e|
Cg2

(2.21)

∆V m
g1 = |e|Cm

Cg1C2
= ∆Vg1

Cm
C2

(2.22)

∆V m
g2 = |e|Cm

Cg2C1
= ∆Vg2

Cm
C1

(2.23)

Fig. 2.11: Schematic stability diagram of a double dot system for (a) small, (b) intermediate
and (c) large interdot coupling, with the charge occupation of the system noted
between the solid lines. [20]
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b)a)

Fig. 2.12: a) Zoom of a triple point, indicating the two possible ways of transport: hole
transfer and electron transfer. b) Schematic of one honeycomb cell from the
stability diagram, indicating the spacings between coulomb peaks. [20]

2.3.2 Bias triangles

A bias voltage to the source and grounding the drain (µL = −|e|V and µR = 0)
couples to the double dot through the source capacitance CL. This causes these
triple points to expand into triangular regions, bounded by the conditions: −|e|V =
µL > µ1, µ1 > µ2, and µ2 > µR = 0. δVg1 and δVg2 are now related to the bias
voltage as:

α1δVg1 = Cg1
C1|e|δVg1

= |eV | α2δVg2 = Cg2
C1|e|δVg2

= |eV | (2.24)

where α1 and α2 are the conversion factors (lever arms) between gate voltage and
energy [20].

b)a)

Fig. 2.13: a) Schematic representation of the triple points between charge states (region in
dotted square of figure 2.11. Four charge states are present, separated by solid
lines. At the solid line connecting the two triple points, the state (0,1) and (1,0)
are degenerate. b) Effect of a finite bias. Current can flow in the triangular gray
regions. [20]
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2.3.3 Pauli spin blockade

Electrons can have either a spin up or a spin down. When no magnetic field is
present, these states are degenerate i.e. have the same energy. Applying a magnetic
field splits the two spin states in energy by the Zeeman energy[21]. Using this
energy difference, Pauli spin blockade can be formed i.e. spin dependent tunnelling.
It can be utilized to implement spin-to-charge conversion in double quantum dot.
This has been experimentally realised in different double quantum dot systems
[34][35][36][17].

Figure 2.14 illustrates this effect.[21] A spin blockade occurs in one bias direction
due to the energy difference between two spin states. With (N1, N2) = (0, 1), at
negative bias, the transfer sequence: (0, 1)→ (0, 2)→ (1, 1)→ (0, 1) occurs. There
is permanently one electron on the right dot, which excludes another electron with
the same spin from entering the dot due the Pauli exclusion. Only an opposite spin
can be added, forming the singlet state S(0, 2). From this state, one electron can
tunnel to the left lead via the left dot.
In contrast, at positive bias the transfer sequence: (0, 1) → (1, 1) → (0, 2) → (0, 1)
occurs, and electrons with either spin state can tunnel onto the left dot, independent
of that of the left dot. If these form the singlet state S(1, 1), the electron can tunnel
to the right lead via the right dot. Otherwise, a triplet state T (1, 1) is formed and
no transport is possible due to T (0, 2) being too high in energy. Relaxation of the
spin state allows the electron to tunnel, but due to the relaxation time, this current
is negligible. A bias voltage exceeding the singlet-triplet splitting EST enables
tunnelling from the T (1, 1) to the T (0, 2), lifting the spin blockade.

Figure 2.15 schematically shows a method to manipulate and read out spins, exploit-
ing Pauli spin blockade [38]. After an energy difference between the two spin states
is realized, we can tune the left dot potential to allow an electron to tunnel onto
the left dot in with a parallel spin (triplet state) exclusively (initialize). Now, the
two spins are isolated by pulsing the potentials, so that no tunnelling between to
source and drain and between the dots is possible (isolate). The spin can now be
manipulated by applying a high frequency burst to the right dot gate (manipulate),
which rotates the spin over an angle dependent on the burst length[38]. Finally, in
the read-out stage, tunnelling from the left to the right dot is only possible if the
spins are anti parallel. (read-out). Subsequent tunneling to the right lead results in
a measurable current and thus spin-to-charge conversion is realised.
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b)a)

Fig. 2.14: Schematic and measurements of Pauli spin blockade. a) Potential diagrams of the
different regimes in bias triangles illustrating the process of Pauli spin blockade.
In the one electron regime (top row), transport is possible at positive and negative
bias. In the two-electron regime (bottom row) however, this is not possible for
a negative bias. Color edges of a) represent points in the experimental results
b) Double dot current as a function of VL and VR. Insets: simple rate equation
predictions of charge transport. Image from [21], reproduced from [37].

Fig. 2.15: Schematic of a spin initialization, manipulation and read process, controlled by a
combination of a voltage pulse and burst.[38]
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3Fabrication and measurement
setup

This chapter explains the device design and the fabrication steps involved to create
successful devices. The two main types of devices are shown: a field effect transistor
(FET) device (Fig. 3.1a), which is used for characterisation of nanowires, and bottom
gated nanowire devices (Fig. 3.1b), used for measuring quantum dots. Both devices
consist of with a p++ doped <100> Si substrate with a 105 nm layer of SiO2 on
top. Wires are deposited either directly on the sample or on bottom gate structures.
The bottom gate structures consist of Ti/Pd gates with a very small pitch, covered
in Al2O3. As last step, Ti/Pd source and drain contacts are deposited on the wires.
The designs of the devices are explained, as well as different generations of bottom
gate devices. The process flow can be found in appendix A. The chapter ends with
showing a finished sample and the setup used to conduct measurements on the
nanowire.

Si

SiO
2

Al2O3g1 g2 g3 g4 g5 g6
15nm

15nm

105nm

50nm

nanowire

nanowire
S D

Ti/Pd
S D

a) b)

550nm

40nm

700nm

Fig. 3.1: Schematic cross-sections of a) A FET device with 700 nm spaced 0.4/50 nm thick
Ti/Pd source (S) and drain (D) contacts on a nanowire directly on the sample (a
p++ doped Si substrate with a 105 nm layer of SiO2). b) A device with a nanowire
on 40 nm pitch, 0.4/15 nm thick Ti/Pd bottom gates (g1-g6), encapsulated in 15
nm Al2O3. Dimensions vary between different generations of devices.
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c) d)

20 µm

a)

Fig. 3.2: Deposition of nanowires using a Micro Manipulator. Optical microscope images of
a) Part of the nanowire growth chip. b) A wire on the tip. c) A wire deposited on
bottomgates. A low light intensity is used to attempt to increase the visibility of
the wire. d) AFM image of the same wire, confirming it’s deposition.

3.1 Wire deposition

In order to make bottom gated devices, nanowires need to be deterministically place
on top of bottom gates with high precision. In order to do this, we use a Micro
Manipulator (Kleindiek MM3A-EM). This tool consists of a sharp tip (≈100 nm
diameter) on an arm which can be displaced in the X, Y and Z direction and rotated
around its axis using piezo elements. Wires are picked up from or broken off the
growth chip (Fig. 3.2a and b), and then put down either directly on the chip for
nanowire FET devices or on a set of bottom gates (Fig. 3.2c). Vanderwaals forces
cause the nanowire to stick to the substrate when laid down.
The mobility of the wires is highly correlated with the diameter of the wires, wire
with diameters smaller than 25 nm result in the best devices (Fig. 4.1 in the results
section). Because the nanowire size is below the diffraction limit, they are very
hard to see with an optical microscope. To determine their diameter and check their
position, they are imaged using Atomic Force microscopy (Fig. 3.2d). We look for
thin wires laying straight across the gates, similar to the example shown.
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S D

1 µm

Fig. 3.3: Design of a nanowire FET device. a) Overview of the chip. b) A single writefield,
the unit cell of the design. c) A deposited nanowire. Inset: AFM image of the wire.
d) Source and drain contact design for the nanowire.

3.2 FET devices

To characterize the performance of the nanowires, devices similar to field effect
transistors (FETs) are fabricated. Source and drain contacts are patterned onto the
deposited nanowires, explained in Fig. 3.3, while the substrate will serve as a global
back-gate. The first layer is fabricated using optical lithography, contact pads of 200
by 200 µm are patterned and connected to smaller structures. The big pads are
connected to the paths seen on the edges of Fig. 3.3a. Markers are patterned on
each field of 100 by 100 µm (Fig. 3.3b) using electron beam lithography (EBL) on a
layer of PMMA.
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Titanium and palladium (Ti/Pd) structures are deposited using electron-beam evap-
oration and lift off. These markers encode for a specific location on the sample and
are used to locate deposited nanowires by aligning microscope images to the design
(Fig. 3.3c). Cross shaped markers are also written to align an EBL pattern with
the source drain contacts to the nanowires, seen in Fig. 3.3d. Before depositing
metal, the silicon oxide covering the wire needs to be etched, to ensure good contact.
This oxide has grown while the wire was exposed to ambient conditions: during
deposition. Etching is done using 12,5% buffered hydrogen fluoride, and imme-
diately after a metal layer of 0.5 nm titanium and 50 nm palladium is deposited
using e-beam evaporation and lift-off. Titanium is used as a sticking layer for the
palladium, while palladium is chosen because its work function matches the electron
affinity of germanium [39], thus allows for good ohmic contacting. An AFM image
of a fabricated device can be seen in Fig. 3.5b.

3.3 Bottom gate devices

To form tunable hole quantum dots, we fabricate devices with nanowires on bottom
gates. These structures consist of 6 gates (0.4nm/15nm Ti/Pd) covered in 15 nm
Al2O3 (Fig. 3.4b) and are patterned in the middle of the fields using EBL as seen in
Fig. 3.4a. After deposition, promising wires are contacted using an additional EBL
step aligned to markers written simultaneously with the gates. An AFM image of a
finished device can be seen in Fig. 3.5a.
Various processes and parameters in the bottomgate design can be tuned or changed.
This section will cover a few important aspects which were improved.

3.3.1 Pitch

The pitch of the bottom-gates is critical for reaching the single-hole regime without
splitting the dot into a double dot, which became evident in the previous generations
of devices with a pitch of 100 nm [15].
While attempting to reach a lower pitch, a limiting factor turned out to be the
collapsing of the PMMA bridges in between the defined gates. Adjusting the EBL
dose alone was not sufficient to reduce the pitch much more. To reach smaller
pitches, the development procedure was changed by employing cold development
[40][41]. By developing at temperature of -15 °C, the developer becomes more
selective for short PMMA chains. This increases the dose (a measure for the amount
of exposure by an electron beam) required greatly, but in turn reduces the influence
of the proximity effect. This procedure allowed us to reach pitches as small as 48 nm.
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Fig. 3.4: Design of a bottom-gated nanowire device. Colors represent the dose used for each
structure. a) Overview of a writefield. b) The bottom gate structure, consisting
of the gates (orange and green), an oxide layer (blue) and pads to supply a flat
surface for the nanowire to attach to (red). The oxide layer actually covers the
whole structure. c) A zoom of the gate structure.
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Fig. 3.5: AFM images of a) A bottomgate device (with an older design of oxide windows)
and b) A typical nanowire FET device.
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Fig. 3.6: AFM images of a) 40 nm pitch gates and b) 60 nm pitch embedded gates with
height profiles taken at the red lines for c) 40 nm pitch gates. d) 60 nm pitch
embedded gates. Blue lines mark the centres of the outermost gates, which are
separated by five times the pitch.

Now, exposure by scattering electrons [42] is the limiting factor of the feature size.
A decrease in thickness of the PMMA layer reduces the path length for an electron to
scatter, thus also the width. A reduction from 85 to 55 nm allowed for pitches down
to 40 nm (Fig. 3.6a and c).

3.3.2 Embedded gates

The smoothness of the bottom gate structures has an effect on the nanowire deposi-
tion: wires stick better to smooth surfaces due to a higher contact area.
To obtain a more even surface, the gates can be embedded in the silicon oxide layer
(Fig. 3.6b and d). Before depositing metal on the developed gate patterns, a 12,5%
BHF etch is used to etch a trench in the SiO2 approximately as deep as the thickness
of the gates. The etch is isotropic, causing it to also etch the SiO2 in between the
trenches. Etching away the SiO2 below the PMMA bridges separating the trenches
causes them to collapse, so the etch depth is limited. A pitch of 60 nm and thickness
of 0.4/12 nm Ti/Pd is used in this design resulting in samples with a high yield.
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3.3.3 Gate oxide

Previously, the Al2O3 covering the sample was etched using 12,5% BHF. Problems
arise from the aggressiveness of this etchant: it has a fast etch rate ( 1 nm per
second) etches the SiO2 layer too. When attempting to etch layers thicker than 15
nm, the resist covering the gates would be removed during the etch causing the
oxide to be attacked, and slight over etches resulted in attack of the silicon oxide
layer.
To be able to etch thicker layers of AL2O3, another etchant is used: Tetramethy-
lammonium hydroxide. TMAH is selective to AL2O3 and etches at a rate of ∼1 nm
per 40 seconds. Coincidentally, this is the main ingredient of the developer used for
the etching mask, allowing us to develop and etch in one step. The timing of this
process is non critical and results in a 100% yield of the gate oxide layer.

3.3.4 Oxide capping

To increase the coupling between the gates and the wire, devices are capped with an
additional layer of Al2O3 all over the sample, grown by atomic layer deposition at a
temperature of 100 °C. Higher temperatures have been found to destroy nanowires.
This layer embeds the wire in Al2O3, increases the coupling between the gates and
the nanowire by a factor 1.8 [43].
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3.4 Measurement preparations and setup

Finished chips are "glued" to a printed circuit board using PMMA/copolymer. Wires
connect the contact pads on the chip and those on the PCB (Fig. 3.7). These are
made using a W7476E Wedge-wedge wirebonder, which uses ultrasonic energy to
"weld" aluminum wires to a substrate. The contacts on these PCB’s can be connected
to the wiring in a dipstick or dilution refrigerator and then be addressed using a Delft
Electronic IV/VI rack. The PCB’s are mounted in a dipstick and lowered into a dewar
of liquid helium (4.2K). A metal canister shields the sample from electromagnetic
interference and a temperature sensor is in place to be able to confirm that the
sample is at liquid helium temperature.

After loading a sample, the contacts on the PCB are connected to the IV-VI rack. This
setup contains low noise voltage sources and current measurement units. To reduce
noise from the power grid, it is connected optically to the controlling computer and
is powered by batteries.

Fig. 3.7: Picture of a finished sample on a PCB. Wire bonds connect the contacts on the
sample to those on the PCB.
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4Results and discussion

In this chapter, the results of the measurements performed on successful devices
are presented. First, we show the determined mobilties for multiple low diameter
nanowire FET devices. Secondly, we were able to create single and double quantum
dots in one of the bottom gate devices and show measurements of coulomb diamonds
and bias trangles. Lastly, to better understand the effects of UV ozone treatment
and Al2O3 capping, measurements of bottom gate devices are shown for different
treatments of the device.

4.1 Mobilities

At the start of this thesis, I have fabricated several nanowire FET samples with
low diameter wires, because more low diameter data points were needed for a
paper about mobility in Si-Ge core-shell nanowires [18]. The resulting mobilities
can be found in Fig.4.1. This data confirms that low diameter wires have a higher
mobility, with a maximum measured mobility of (4267 ± 219) cm2V −1s−1 in
a 15 nm diameter nanowire. This is much higher than the previously reported
values [26][44]. TEM studies have shown that the highest mobility wires all had
a <110>crystal orientation, confirming that these wires have the lowest defect
density.
When forming quantum dots, it is essential to have a low defect density so no
unintentional dots are formed. Contrary to the previous studies [24] the mobility is
found to decrease dramatically due to an increased temperature. It is possible that
the effect of phonons only becomes relevant at a low defect density.
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Fig. 4.1: Graph of the extracted mobilities versus wire mobility. A significant increase is
observed for low diameter wires. Image courtesy of Joost Ridderbos.

Fig. 4.2: Plots of ISD vs Vg (pinch off curves) of the nanowire using single gates.
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Fig. 4.3: Configurations of gates used to form single dots a) left dot and b) right dot.

4.2 Single quantum dot

This section explains the formation of a quantum dot in a nanowire using the
finegates and shows the resulting coulomb diamonds and stability diagrams. Unless
stated otherwise, all measurements are done with a source drain voltage (VSD) of
1mV.

To characterize the effect of the gates on the conductance of the wire, we measure
source-drain current as a function of gate voltage for each gate, as seen in figure
4.2. Increasing a gate voltage locally decreases the amount of charge carriers in the
wire, with a decreasing conductance as result, until current is blocked (pinch-off).
Different gates have a different effect, mainly due to inhomogeneities in the wire
and partly due to an inhomogeneous oxide layer. Gate 6 in particular shows multiple
resonances around its pinch-off voltage, indicating the presence of an unintentional
dot due to a defect. Pinch-off using gate 1 is not possible (the voltage source is
limited to 12 V), this could be due to the close presence of the source contact (see
appendix C), influencing the electric field. Ideally, you want to see pinch-off without
resonances, indicating that no unintentional quantum dots are formed.
To form and tune a singular quantum dot, three gates will be used. Two to tune
tunnel barriers to source and train respectively (barrier gates) and one to influence
the dots energy levels (plunger gate) (Fig. 4.3). Two different configurations are
used.
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4.2.1 Stability maps

First, stability maps are made using the barriers (Fig. 4.4a and 4.5a). Additional
resonances not coupled equally to both gates (green arrows Fig. 4.4b and 4.5b)
indicate that you are not (exclusively) forming an intentional quantum dot between
the two barriers, but that unintentional dots are also formed due to defects. These
are usually very small, so have slower resonances as a function of gate voltage.
For these quantum dots, there is cross coupling between adjacent gates i.e. the
barriers partly act as plunger and vice versa. To make sure the dots tunnel barriers
are not too high when also applying a plunger gate voltage, additional maps are
made while having a fixed voltage on the plunger (Fig.4.4b and 4.5b). We observe
that the gate voltages required to pinch-off are lower.
In both stability maps, regular diagonal resonances can be observed. Diagonal lines
result from a quantum dot equally coupled to both gates, indicating it is a (likely
intentional) dot formed in between the gates. Barrier voltages that result in such a
regime are used as parameters for a bias spectroscopy.
Both maps also show additional resonances coupled strongly to a single gate. The
left dot shows a resonance in the direction of gate 4, the right dot similarly shows
resonances in the direction of gate 6. These can be traced back to the pinchoff curves
(Fig. 4.2) and are attributed to unintentional dots formed on defects beneath the
gates.
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Fig. 4.4: Plots of log(ISD vs Vg2 and Vg4 for the left dot a) without using the plunger and b)
with the plunger at 5.5 V. Resonances in the direction of gate 4 are marked with
a green arrow. The blue circle indicates the point chosen for bias spectroscopy
measurements (Fig. 4.6a).
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with a green arrow. The blue circle marks the point chosen for bias spectroscopy
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4.2.2 Coulomb diamonds

Figure 4.6 shows bias spectroscopies (conductance as a function of gate and source-
drain voltage) measured on both quantum dots. Charging energies, coulomb peak
spacings and slopes can be extracted from the diamonds, allowing us to calculate
the corresponding capacitances, as explained in section 2.2.1. These properties are
constant over the regime shown in Fig. 4.6. Left (right) dot denotes the dot formed
between gates 2 and 4 (4 and 6) (Fig.4.3).

Left dot Right dot

EC = 18 meV EC = 10 meV

∆Vg = 55 mV ∆Vg = 47 mV

α = 0, 32 α = 0, 28

CG/(C − CS) = 0, 37± 0, 02 CG/(C − CS) = 0, 33± 0, 02

−CG/CS = −1, 8± 0, 1 −CG/CS = −1, 4± 0, 1

C = 8, 9 aF C = 16 aF

Cg = 2, 85 aF Cg = 4, 48 aF

CS = 1, 58 aF CS = 9, 75 aF

CD = 4, 46 aF CD = 1, 78 aF

The difference in charging energy indicates differently sized dots. In principle, both
dots should have the same size in a defect free wire. Assuming the length of the
gate defined dots to be the distance between the inner edges of the barrier gates,
using a tunnel barrier width of ∼ 30 nm, the resulting dot length is 90 nm for both
dots. Comparing these charging energies to those of dots in previous generation
devices [15], the left dot has a charging energy of 18 meV, similar to a dot of 60 nm
length (18,3 meV). The right dot has a charging energy of 10 meV, similar to a dot of
160 nm length (10,2). The different charging energy between the dots shown here
is attributed to an additional unintentional dot beneath gate 6. This dot is highly
coupled to the intentional dot, resulting effectively in a larger dot.
The difference in gate capacitance is also attributed to this larger dot size.
Difference in lever arm compared to the previous generation dots is attributed to
a decrease in capacitance due to having a thicker gate oxide (25 vs 10 nm). The
difference in source and drain capacitances is due to the left (right) dot simply
having different tunnel barriers to source and drain.
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4.3 Double quantum dot

Double quantum dot systems can be formed using five gates, as shown in Fig. 4.7.
Two gates are used to tune the coupling of the left and right dot to source and drain
respectively, one is used to tune the interdot coupling and are two gates as plungers
for both dots respectively.

S D

S D

S D

Left dot

Right dot

b)a)

Barrier

Plunger

Interdot

Fig. 4.7: Configuration of gates used to form
a double dot.

4.3.1 Stability maps

First, similar to single quantum dots, a
stability map is made using the outer
barriers (Fig. 4.8a) to determine a
regime where a stable intentional dou-
ble quantum dot can be formed. This
measurement is done with the plungers
and interdot gates at a fixed voltage
which causes a singular quantum dot
to split up, thus forming a double dot
system between the barriers. We can
observe that the lines are not diagonal:
the left dot has a higher coupling to the left barrier than the right dot to the right
barrier. This is due to the lower charging energy (thus larger size) of the right dot
(Fig. 4.6). In Fig. 4.8b the diagram starts to resemble the honeycomb structure
characteristic for intermediately coupled double dots, as explained in section 2.3
[20]. Lines in the vertical direction show a decrease and increase in current due
to an additional unintentional dot formed beneath gate 6 (also observed in Fig 4.2
and 4.5. Further decreasing the interdot coupling and increasing the outer barriers
results in bias triangles appearing (Fig. 4.8b). This is caused by the barriers partly
functioning as plunger due to cross coupling.

The barriers are now fixed on voltages chosen from this region in a regime with
high current and a stability map as function of the plunger gates is made (Fig.
4.9a on page 40). Several features and regimes can be observed, namely diagonal
resonances, honeycomb patterns and bias triangles.
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Fig. 4.8: Plots off log(ISD vs Vg2 and Vg6 for the double dot configuration a) Large map. b)
More precise measurement of a small area. c) The same area with tuned interdot
coupling and tunnel barriers.

Diagonal lines (marked by blue arrows) reveal an additional resonance (along the
green arrow) compared to a double dot stability map (Fig. 2.11b), which is equally
affected by both plunger gates. We interpret these as quantized charge states of a
third (unintentional) quantum dot located beneath gate 4. Changing the energy
levels in this middle dot has a similar effect to changing the interdot coupling.
A honeycomb pattern can be observed at the region marked by a blue square,
indicating an intermediately coupled double quantum dot. Parallel lines can be
observed in the region marked by a green square, indicating a strongly coupled
quantum dot, starting to resemble a single quantum dot. Lastly,the tunnel current
due to the left and right barrier goes down with an increasing Vg3 and Vg5 respectively,
due to cross coupling to their neighbouring barrier gates. Cross coupling to the
plunger also reduces the the tunnel current as well as the coupling between the dots.
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4.3.2 Bias triangles

We now look for an area with clear bias triangles. Due to cotunneling, transport can
still take place outside the bias triangle pairs via intermediate states. Suppressed
cotunneling indicated by a low tunnel current along the honeycomb edges. A region
from Fig. 4.9 (marked by a white rectangle) that shows this behaviour is zoomed in
upon (Fig. 4.9b,c). From fig. 4.9c, we determine the voltages needed to add a hole
to the left (right) dot ∆Vg3 (∆Vg5) and calculate the corresponding capacitances
using equation 2.23[20].
We observe that there is a mutual capacitive coupling CM that leads to a separation
between the two triple points [20]. This shift is equal to the separation between the
bias triangles (and incidentally equal to the size of the bias triangles) and can be
expressed in terms of the voltages ∆Vg3,M and ∆Vg5,M (Fig. 4.9c). Corresponding
mutual capacitances can be calculated using equation 2.23 [20].
Lever arms α3 and α5 for both gates δVg3 and δVg5 are now calculated using equation
2.24[20] with |eV| = 1 meV due to the 1 mV source-drain bias. The capacitances
CLeftdot, CRightdot and CM can now be calculated via 2.23[20]:

Left dot Right dot

EC,Leftdot = 5, 2 meV EC,Rightdot = 4, 6 meV

∆Vg3 = 60± 2 mV ∆Vg5 = 53± 2 mV

Cg3 = 2, 67 aF Cg5 = 3, 02 aF

αg3 = 0, 083 αg5 = 0, 083

δVg3 = ∆Vg3,M = 12± 1 mV δVg5 = ∆Vg5,M = 12± 1 mV

Cg3,M = 0, 53 aF Cg5,M = 0, 68 aF

CLeftdot = 32 aF CRightdot = 36 aF

CM = 7, 74 aF EM = 1, 04 meV

The gate capacitances are all about a factor two lower than those in previous devices
[15] which can be explained by having a thicker gate oxide (25 vs 10 nm). Mutual
capacitances are approximately equal. We assume that the increase in capacitance
due to oxide thickness is compensated for by a decrease in pitch. Individual dot
charging energies are about half, as is the mutual charging energy. This has also
been seen in the single dot measurements, and is attributed to increase in length of
the quantum dots due to defects in the wire.
Note that these measurements were performed at 4.2 Kelvin as opposed to in a
dilution refrigerator with a base temperature of 8 mK for the previous devices [15],
so the resolution of these measurements is limited.
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Fig. 4.10: Plot of log(ISD) vs Vg1 and Vg2. This shows that no quantum dots are formed
between adjacent gates.

4.4 Quantum dots between adjacent gates

As a final quantum dot experiment, we attempt to form a quantum dot between
two adjacent gates. As seen in Fig. 4.10, no regular resonances coupled equally to
both gates can be observed, indicating no intentional quantum dot is formed. This
provides sufficient evidence that double quantum dots will not split up into two dots
with the plunger gate acting as barrier.

Fig. 4.11: ISD vs Vg curves for two different gates before (circles) and after (squares) UV
Ozone treatment.
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Fig. 4.12: ISD vs Vg curves for two different gates before (circles) and after (squares)
capping with Al2O3 and after subsequent UV Ozone treatment (stars).

4.5 Effect of UV Ozone

A big difference between this generation of devices and the older generation with
100 nm pitch gates is the higher electric field required to pinch off (Fig. 4.2). This
is attributed to the increase in oxide thickness from 10 to 25 nm, reducing gate
capacitance. The different gate design could also have an effect, but simulations
are needed to investigate the gate behaviour. Another cause could be the effect of
treating the sample in a UV ozone reactor. An increase in pinch off voltage could be
the result of removing positive charge or adding negative charge in Al2O3.
Figure 4.11 shows the effect of a UV ozone treatment on the pinch of curves of
another device. While previously we were able to pinch the current with both gates,
this is no longer the case after treatment. The saturation current has also increased
from 20 nA to 25 nA.
Figure 4.11 shows the effect of capping a wire with an Al2O3 layer and subsequent
UV ozone treatment. Both gates have a lower pinch off voltage after capping. This
is expected because the gate coupling is increased due to the nanowire now being
embedded in oxide [43]. This does not explain the decrease in saturation current
from 28 to 20 however. Contrary to an uncapped sample, UV Ozone treatment now
reduces the pinch off voltage and also changes the gate behaviour.
The decrease in pinch off voltage could be a result of adding positive charge or
removing negative charge in the Al2O3. Similarly an increase could be the result of
removing positive charge or adding negative charge in Al2O3.
We can conclude based on these measurements that it seems UV ozone has the
effect of shifting pinch off voltages towards lower values when the devices is capped
with Al2O3. We do not currently understand the exact mechanism however. More
statistics are needed to determine the exact behaviour and the cause of this effect.
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5Conclusion

A successful change in the design and fabrication procedure was made, resulting in
bottom gate structures with gates with a pitch of 40 nm and with embedded gates
with a pitch of 60 nm. Oxide thicknesses of over 15 nm are also possible now.

Single and double quantum dots have been observed in one device with 60 nm
embedded gates at 4.2 K. A decrease of single dot charging energies compared to
a previous 100 nm pitch device is attributed to unintentional quantum dots due to
defects in the wire, effectively increasing dot size.
The resonances seen in the stability map of the double dot are explained by an
additional unintentional dot mediating the coupling between the two intentional
dots. Bias triangles have been observed, but measurements at 4.2 K experienced too
much thermal noise to extract accurate data.
We were not able to form a quantum dot between adjacent gates, which indicates
that we should be able to reach the single regime without the dot splitting up with
a clean enough device. We were not able to reach the single hole regime in the
measured device.

Additionally, a decrease in lever arm of the gate has been observed. We attribute
this to a decreased capacitance due to the thicker oxide and cross coupling between
gates due to the lower pitch.
The cause of the increased pinch off voltage is still unclear. UV-Ozone has an effect
that still needs to be investigated.
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6Outlook

In this thesis, 4.2K measurements of bias triangles in double quantum dots were
shown. The single hole regime could not be reached due to a too high defect
density in the wire. In this measurement setup, thermal noise is too large to observe
excited states. The plan was to load device in the triton setup, so we can perform
experiments with magnetic fields and high frequency electronics. This would allow
us to set up Pauli spin blockade [17], read it out using single-shot readout [45]
and try and manipulate spin states using RF electric fields [29]. We would then be
able to experimentally investigate the theoretical predictions about Si-Ge core-shell
nanowires [29].
Unfortunately, the measured device was sent to quantum heaven by a static shock
(see appendix C).
This brings us to the bottleneck for these experiments: successfully fabricating low
diameter nanowire bottom gate devices. It proves difficult and laborious to find and
deposit thin nanowires, due to the limits of the optical microscope and the large
amount of thicker wires present. During subsequent fabrication steps wires could
still move or break. Improvements could be made to the design to be more flexible
for the location of nanowires, for example increasing the length of the and amount
of gates. Now, multiple wires can be deposited allover the gate array, and source
and drain contacts are only patterned on one nanowire per gate structure. This also
improves the chances of finding thinner wires, as these are very hard (sometimes
impossible) to see and thus the thinnest wires are rarely deliberately picked up.
Furthermore, more than 6 gates could be used to form a multi dot system in a single
long nanowire, and transport a spin state across multiple quantum dots. Wires of a
few µm length are not uncommon, easily allowing for 15 gates to form 7 quantum
dots.
As a final remark, UV-ozone treatments still have an unclear effect on the electrical
properties of both wires and sample. Previously, this method has been used purely
as a cleaning step, but more care should be taken in the future.
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Appendix A: NW device fabrication process flow 
 
 

1. Clean samples after wafer dicing 

Date DSMO or 

acetone 

Ozone cleaning 

 

   15 min 

 

180 sec 

 

Isopropanol rinse, blow-dry 

 

Ozone UV PRS 100 

Spin resist immediately afterwards 

 
 

2. Finegates, bitmarkers and crosses: EBL 

Date PMMA A2 

Bake 

EBL write 

MIBK:IPA 

 

6000 rpm 

160 °C 

28 kV 

 

~45 sec 

180 sec 

 

~30 sec 

 

~65 nm 

 

28 kV; 10 (or 7.5 or 20) um aperture 

Cold development 

Blow-dry 

 

3. Finegates, bitmarkers and crosses: Ti-Pd evaporation and lift-off 

Date Ozone cleaning 

Ti : 0.8 nm  

Pd : 15 nm 

Lift-off 

 

0.4 nm set  

11 nm set  

DMSO 

120 sec 

 

 

~1 h 

Ozone UV PRS 100 

 

BAK no rotation 

80 °C US 1 or 2 

Rinse with IPA, blow-dry 

 

4. Al2O3 ALD 

Date Al2O3: 10-30 nm  x cycles Picosun ALD cluster system 

 

5. Al2O3: EBL + development/etching 

Date AR-7520.11 

Bake 

EBL write 

Development 

 

4000 rpm 

85 °C 

20kV 

AR300-47 : DI 

Dilute 3:1 ! 

~60 sec 

60 sec 

 

120 sec 

 

~200 nm 

 

20kV; 60 (or 30) um aperture 

Development+etch in one step 

  



 

Etching 

 

Rinse 

Resist strip 

 

Ozone 

cleaning 

 

AR300-47 : DI 

Dilute 3:1 ! 

DI-water 

DMSO 

 

 

~40 sec/nm 

 

~30 sec 

~1h 

 

 

Blow-dry 

 

 

80 °C 

Rinse with IPA, blow-dry 

Optional, keep in longer to remove strongnecked 

resist.  

 

6. a Nanowire deposition: Micromanipulator 

Date Microman. 

 

AFM check 

 

 

 

 Take sample out of cleanroom � deposit � back to 

cleanroom 

 

7. Writing wire contacts 

Date PMMA A4 

Bake 

EBL write 

MIBK:IPA 

Isopropanol 

4000 rpm 

160 °C 

20kV 

 

45 sec 

180 sec 

 

33 sec 

30 sec 

~180 nm 

 

20kV; 20 (or 30) um aperture 

Rinse, then blow-dry 

 

8. Ti-Pd Evaporation 

Date Ozone cleaning 

SiO2 shell etch 

 

Ti : 0.5 nm 

Pd : 50 nm 

Lift-off 

Isopropanol 

 

BHF 12.5% 

DI water 

0.2 set 

35 set 

DMSO/ 

120 sec 

~3 sec 

30 sec 

 

 

~1 h 

Optional Ozone UV PRS 100 

 

 

 

 

80 °C NO US!!!, spray with acetone every 10 m 

Rinse with IPA, blow-dry 

 



Appendix B: Coulomb diamond slopes
From circuit analysis, the circuit of figure 2.6 can be described as

QS = CS
VS(CD + CG)− CGVG −Q

C
(6.1)

QD = CD
CSVS + CGVG +Q

C
(6.2)

QG = CG
VG(CS + CD)− (Q+ CSVS)

C
(6.3)

The total energy stored in the system is

E = 1
2C [CGCS(VS − VG)2 + CSCDV

2
S + CDCGV

2
G + (N)2 (6.4)

where Q is the net charge on the island N · e. The energy change due to an electron
tunnelling onto the island from the drain is

δE = (N · e)2 − [(N + 1)e]2

2C = −e2 2N + 1
2CS

(6.5)

the work associated with this

WS = ∆QSVS = CS
e

C
VS (6.6)

WG = ∆QGVG = CG
e

C
VG (6.7)

requiring the tunnelling to be energetically favourable gives

∆Et = ∆E − (WS +WG) > 0 (6.8)

thus obtaining

e(n+ 1
2 + (CSVS + CGVG) > 0 (6.9)

and similarly for a tunnelling event to the source:

e(−n+ 1
2 + VS(CD + CG)− CGVG) > 0 (6.10)

Assuming an initial charge of N = 0, an electron tunnelling onto the island from the
drain requires

VS >
1
CS

(−e2 − CGVG) (6.11)

Resulting in a slope of −CG/CS .
For this electron to tunnel to the source

VS >
1

C − CS
(e2 + CGVG) (6.12)

Resulting in a slope of CG/(C − CS .

Bibliography 55



Appendix C: Bottom gate device

SEM and and AFM of the used device are shown.

1 µm 1 µm

b)a)

Fig. 6.1: The bottomgate device used for the quantum dot measurements a) AFM image
before measurements and b) SEM image after measurements, blown up due to a
static shock.
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