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S U M M A RY

Modern day vehicles contain many IT components that have been
designed for isolated vehicles. The shift towards vehicles that are con-
nected to other devices creates an increased attack surface for attack-
ers. Together with a shift towards more autonomous vehicles, which
introduce more cyber-physical systems, it becomes evident that the
IT in vehicles needs to be properly secured.

Vehicle manufacturers have only recently started to incorporate se-
curity in the design process, and lack techniques to do this. This thesis
therefore proposes a composite threat model focused on identifying
all threats under the assumption that the system is already breached.

The proposed composite threat model consists of two steps that a
security expert within a vehicle manufacturer should follow for all
relevant applications or systems.

First, a complete interconnections drawing should be created to
get a complete overview of all relevant components in the system,
including all entities and high level data flows.

Second, using the drawing from step 1, the STRIDE threat mod-
elling technique is used to identify all possible threats. Then, for
all threats on the list, the threats are analysed based on their con-
sequences on two aspects: Severity and Controllability. Severity de-
scribes how severe a threat is if it occurs, this is analysed on four
aspects: Safety, Operational, Privacy, and Financial. Controllability de-
scribes how controllable a threat is if it occurs.

Using these results, a security expert can reason about the different
threats and prioritise them on how important they are, and use this
to find mitigation techniques.

Since our model focuses on identifying all possible threats, the main
recommendations from the validation include creating a tool that can
help a security expert in identifying the possible threats, and in par-
ticular help in reducing irrelevant threats, as well as finding a way to
make the results sellable to management.

With this composite threat model, security experts can identify and
analyse their vehicles for possible threats and make their vehicles
more secure, as is evidently needed for future vehicles.
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Part I

I N T R O D U C I N G T H E R E S E A R C H





1
I N T R O D U C T I O N

The automotive market is undergoing rapid changes. Since the intro-
duction of the first car in the late-1880s until now, a lot has changed
inside the car, ranging from better engines to more comfort for the
driver. One of the biggest changes however, is that of IT becoming
increasingly integrated into the car to help it become faster and safer.

As early as the late-1970s, IT was added to the car to make it more
fuel efficient in the form of Electronic Control Units. In the years to
come, IT would take over a wide variety of functions, ranging from
mirror-adjustments to Antilock Braking Systems.

The most recent development in the automotive industry is the
introduction of self-driving technology. Major vehicle companies have
announced to be working on autonomous vehicles, a technology to be
ready in 2025. This trend is making IT take over even more functions
of the driver. To achieve this, systems inside the vehicle are becoming
more connected to each other, as well as to other vehicles and the
internet.

That IT is becoming dominant inside the vehicle brings a lot of op-
portunities, but also a lot of threats. The fact that a vehicle is becom-
ing connected to the internet means a hacker could possibly disable
the brakes from anywhere in the world, with possibly severe conse-
quences. That vehicles need to be properly secured seems evident.

This thesis looks at the security of vehicles. In particular, it focuses
on how an organisation should act upon the threats possible future
functionality might bring, by looking at how such threats should be
identified and analysed.
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2
B A C K G R O U N D

This chapter provides some high-level background information on
the topic of automotive cyber security to familiarise the reader with
the subject and introduce the problem. This chapter will first provide
a brief history of the application of IT in vehicles. Some aspects will
be explained in more detail in upcoming chapters, however, some
design decisions are better understood when knowing the history of
IT in vehicles. A quick overview is therefore given to keep in mind
when reading upcoming chapters.

2.1 history

From the creation of the first car in the late-1880s until now, many
changes have been made to make the car faster, safer and more aes-
thetic. In the beginning, these changes were purely mechanical. How-
ever, as early as the late-1970s, intelligence was added to the car to
make it more fuel efficient in the form of what was then still called an
Engine Control Unit (ECU). By measuring the oxygen present in the
exhaust fumes, the ECU could adjust the fuel/oxygen ratio before
combustion, making it more efficient and reducing pollution. Since
then, more intelligence has been added in a variety of other systems
such as the door locking mechanism, light control, brake control, en-
tertainment system and many more. With this change, the name of
the ECU also changed to a more general Electronic Control Unit.

The digitalisation of the ECU meant that it basically became a small
computer specialised in one task and operated on an individual basis.
The Power Door Lock had no connection with the Anti Blocking Sys-
tem of the wheels. However, after a while, these systems became more
and more intertwined. The modern day Electronic Stability Control
system for example, combines steering angle, accelerometers, individ-
ual wheel speeds and throttle position for the stability of the vehicle
[37].

Since more and more ECUs got connected, it was no longer cost ef-
ficient to connect every ECU with every other ECU. Therefore, Bosch
developed the Controller Area Network bus (CAN bus), a vehicle bus
standard designed for real-time communication to connect all ECUs
in a vehicle via this single bus. Since then, other buses with other
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6 background

properties have been designed and implemented, though, none of
these have yet replaced the CAN bus as the default in-vehicle com-
munication system.

Because the ECU became more and more dominant in vehicles, re-
placing other mechanical components, its functioning also became
more important for the safety of the vehicle and its passengers. A
faulty ECU could mean the life or death for a passenger. This started
a movement by governments and vehicle manufacturers to integrate
safety risk assessments into the development process of ECUs, and
to formalise this process. The biggest standard being ISO 26262 [28]
that defines the functional safety of electrical and/or electronic sys-
tems in production automobiles. Worth noting is that until this point,
the in-vehicle communication system was still considered to be iso-
lated from other systems. Therefore, security of these components
has never been a part of the design process.

Although the vehicle became more and more digitalised in all these
years, it was still an isolated systems of ECUs. However, starting in
the mid-1990s, this changed. Cars began integrating GPS-modules,
started providing On-Board Diagnostic (OBD) modules for diagnosing
the internal network of the car via the so called OBD-II port, and in
later years even let a passenger connect his devices via Bluetooth or
even WiFi. This meant that the in-vehicle communication system in
the car was no longer an isolated system, and with this, susceptible
to outside attackers.

In the mean time, the ECUs themselves became more and more
complex, making them more prone to errors. At first, ECUs could not
be reprogrammed at all, meaning a defective unit had to be replaced
on site with a newer version of the software, making it very expensive.
In later years, ECUs became reprogrammable, but this often meant
the manufacturer or a mechanic still had to physically connect to the
ECU, either directly, or via the CAN bus. Replacing the unit was no
longer necessary, but a recall because of a defective ECU was still very
expensive.

In recent years, vehicles have become even more connected. Many
new vehicles provide cellular communication systems meant for let-
ting the vehicles communicate with its manufacturer. This new way
of communicating provides the manufacturer with great capabilities.
A vehicle can for example be monitored extensively to predict when a
component is going to break down, or to provide over-the-air firmware
updates of its ECUs, making recalls unnecessary. However, this also
provides attackers access to the vehicle from an even greater distance.

In the near future, vehicles are very likely to communicate with
each other and the surrounding infrastructure. To this end, vehicles
will set up so called Vehicular Ad-hoc Networks (or VANETs) and
exchange information such as upcoming collisions, road conditions
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and current speed. Particularly challenging in this area is determining
which information can and which information cannot be trusted.

2.2 automotive security

The increased role of IT in the functioning of the vehicle brings a lot of
possibilities; in the future, vehicles will probably drive autonomously
without any intervention from a driver. However, this increased role
of IT also has its downsides. Before the introduction of ECUs in the
vehicle, malfunctions were often due to wear of certain parts, such
as the brakes. Historical data of those parts could often be used to
predict or calculate the chance of malfunction, and more importantly,
be mitigated. However, with more and more ECUs in the vehicle, a
malfunctioning part can no longer only be attributed to wear, but to
programming errors as well.

To cope with these new kinds of risks, vehicle manufacturers be-
gan integrating functional safety processes in the design process to
explicitly incorporate safety goals in the design of software and min-
imise the chance of malfunctions due to software errors. Many of
these processes, however, have existed for quite some time and often
do not incorporate any security goals. At first, these security goals
were hardly needed; the software components in a vehicle were con-
sidered to be isolated; an attacker would need physical access to the
vehicle, where cutting a brake line would have the same effect.

However, modern and future vehicles are more and more connected
to each other and the internet. Due to this trend towards more con-
nected vehicles, the IT within a vehicle can no longer considered to
be an isolated system and properly securing these systems against
adversaries has become critical.

2.3 problem statement

According to an initial literature search, no framework exists that de-
scribes a threat modelling technique that identifies risk for future ve-
hicle functionality.

Older frameworks often only focus on the safety aspect of software
in the vehicle, and do not consider security. Many newer frameworks
that do consider security, either in an integrated approach with safety,
or in a separate approach, have no way of incorporating the new
attack vectors that have been introduced by all new communication
channels such as the telecommunication module.

The problem considered in this thesis therefore focuses on: how to
design a framework to help a security expert at a vehicle manufac-
turer to control threats and risks for future functionality in a vehicle?





3
D E F I N I T I O N S

In order to better understand the research and subject, this chapter
provides definitions for the key concepts of the research.

threat modelling

A procedure for optimising network security by identifying ob-
jectives and vulnerabilities, and then defining countermeasures
to prevent, or mitigate the effects of, threats to the system.

threat model

A model describing possible attack points/threats concerning a
system or subsystem based on the resources within the (sub)system
the designer cares about. This is often described in a high level
model of the (sub)system.

attacker model

A model describing possible attackers of a system or subsys-
tem, including their motives, capabilities, knowledge, window
of opportunity, etc.

attack surface

The total sum of the different points (the "attack vectors") in
a system where an unauthorised user (the "attacker") can try to
access the system.

attack vector

A path or means by which a hacker (or cracker) can gain ac-
cess to a computer or network in order to deliver a payload or
malicious outcome.

automotive safety

Field of safety in the automotive industry that focuses on min-
imising the occurrence and consequences of traffic collisions
and road safety.

9



10 definitions

automotive security

Field in the automotive industry that focuses on securing ve-
hicle components and communication systems.

drivetrain

Group of components that deliver power to the driving wheels,
often consisting of the clutch, axles, gearbox, final drive, etc. The
Drivetrain does not include the engine or motor that generates
the power.

powertrain

The main components that generate power and deliver it to the
road surface. The powertrain includes components such as the
engine, transmission, differentials, final drive, etc.

its - intelligent transportation system

Systems in which information and communication technologies
are applied in the field of road transport, including infrastruc-
ture, vehicles and users, and in traffic management and mobil-
ity management, as well as for interfaces with other modes of
transport.



4
R E S E A R C H D E S I G N

The research problem stated in chapter 2 is a design research and
can be divided into two problems: a design and knowledge problem,
a distinction that comes from design science [70]. This chapter will
first describe the research objective and translate these to research
and knowledge questions. It will finish by describing the approach
how these questions will be answered, and the contributions of this
research.

4.1 research objective

The objective of this research is to help a security expert within a
vehicle, manufacturer to manage threats and possible risks for future
functionality in the vehicle by designing a threat model.

This requires answering a few knowledge questions. The first two
questions focus on getting a better overview of the IT landscape in
which threats and risks are located in the future. The last questions
focus on identifying and analysing threats and risks within this land-
scape.

4.2 research questions

The main research question is therefore formulated as:

RQ: What could be a suitable framework that helps a
security expert within a vehicle manufacturer to control
threats and risks for the vehicle of the future?

In order to answer the research question, the following knowledge
questions need to be answered:

1. What functionality will be present in vehicles in five to ten years’
time?

2. What will a general IT architecture in a vehicle look like?

a) What are the attack surfaces within this architecture?

3. What is a threat model for selected functions within vehicles in
5 to 10 years’ time for a general IT architecture?

11



12 research design

4.3 research approach

An initial framework will be created based on a literature research
and an expert interview. The expert interviewed will be the following:

• The head of Information Security at a European truck manufac-
turer

The interview will be conducted in a semi-structured way by ask-
ing open ended questions to allow the interviewee to focus on ar-
eas where he/she wants to go in-depth. Partial transcriptions will be
made during the interview and the interviewee will be given the op-
tion to review the transcript to ensure no confidential information is
disclosed and the transcript resembles the interview.

The expert interviews and the literature research will be used to
answer the knowledge questions and form the threat model that an-
swers the main research question.

After creating the framework, the model will be applied to some
use cases to illustrate the working of the model. An additional expert
from another truck manufacturer will be interviewed to validate the
designed framework on three areas: Completeness, Focus and Work-
ability. The expert interviewed is:

• Cyber Security Systems Architect at a European truck manufac-
turer

Any feedback from the validation interviews will then be used to
improve the framework.

This process is visually described in Figure 4.1, including refer-
ences to the corresponding chapters.

Literature review/expert 
interview on future car 

functionality

Literature review/expert 
interview on general IT 

architecture

Literature review/expert 
interview on threat model

Use cases

Draft threat model/ 
framework

Expert validation

Validated threat model/
framework

Ch. 6

Ch. 7

Ch. 8 Ch. 9.3

Ch. 9.1

Ch. 9.2

Ch. 9.4

Figure 4.1: Phases, inputs and outputs of this research
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4.4 contributions

This research contributes to the scientific and practical world by creat-
ing a composite threat model that focuses on identifying all possible
threats in a vehicle under the assumption that the vehicle has already
been breached and an attacker can perform any attacks he likes.





5
L I T E R AT U R E R E V I E W

In order to get an overview of the state of the art of cyber security in
the automotive industry, we performed a systematic literature review
based on the approach of Kitchenham [35]. This approach consists of
two phases, an initial search, and an iterative backward and forward
citation search.

5.1 review questions

Firstly, we define some review questions that define the search scope
of the literature review.

1. How is IT integrated in a vehicle?

a) What IT components does a vehicle consist of?
b) How are these IT components connected?
c) How are these IT components secured?

2. How are IT Security Risk Management and Threat Modelling
techniques applied to the automotive domain?

3. What kind of attacks exist against vehicles?

5.2 review method

Because of the fact that there are a lot of papers on the subject of
IT in the automotive industry, we decided to focus the initial search
on a combination of risk analysis and the automotive industry, and
possibly include more detailed studies via the backward and forward
citation search when needed.

Data sources and keywords

Based on these research questions, we define some keywords and in-
and exclusion criteria. The keywords that were used are "risk analy-
sis", "risk assessment", "secur*", "vehic*", "automotive" and "car". The
exact search string that was used can be found in Appendix A. Since
the field is relatively new, and to limit the useful results, we only fo-
cused on results that were published after the year 2011. Any relevant

15



16 literature review

papers published before will probably be found in the backward and
forward citation search. Next to this, the paper would have to be in
the ’Engineering’ or ’Computer Science’ area. For the initial search,
only Scopus was used as database for its wide coverage.

Inclusion criteria

The following inclusion criteria are defined:

1. The study regards information on cyber security in vehicles
2. The study regards information on IT in vehicles
3. The study regards information on risk management in the auto-

motive industry

Needless to say, if the study does not conform to any of these criteria,
it is removed from the results.

Exclusion criteria

The following exclusion criteria are defined:

1. The study is not in English
2. The study is not accessible through the University of Twente

library subscriptions
3. The study is reported several times

Needless to say, if the study conforms to any of these criteria, it is
removed from the results.

5.3 findings

The initial search resulted in 114 papers. However, these papers still
contained some duplicates, which, after being removed, resulted in
110 papers. After reading the abstract, and applying the in- and ex-
clusion criteria, there were 27 papers left.

These 27 papers however, contained 6 proceedings which contain
multiple papers. After manually looking through these 6 proceedings,
we found another 7 papers, resulting in 28 papers.

These papers were read in full, after which 14 final results were left.
This total process is visually described in Figure 5.1.

Figure 5.1: Visual representation of study selection
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category

number

of papers

In-vehicle communication 15

Cyber risk management 27

Security architecture 8

Attacks 12

Other 4

Table 5.1: Overview of found articles per topic

5.4 backward and forward citation search

These 14 results were then subjected to a backward and forward cita-
tion search in an iterative process. In this search, mainly Google Scholar
was used to also include ’grey’ papers. This iterative process was re-
peated for some time, until either no new papers were found, or the
found papers were not relevant or considered to be too old. Please
note that during this search, papers older than 2011 are also consid-
ered.

This resulted in another 144 papers, of which, after reading the
abstract, 82 results remained. These papers were read in full, after
which 41 final results remained.

5.5 results

By performing this literature review, a total of 55 papers were found.
To give an idea about the topics of these papers, we have categorised
them according to the following topics:

in-vehicle communication Papers concerning the internal IT
components and internal communication networks of a vehicle

cyber risk management Papers concerning risk management and
threat assessment

security architecture Papers concerning security frameworks
and architectures

attacks Papers concerning attacks on vehicles
other Papers that do not concern the other topics

Table 5.1 gives an overview of how many papers cover a certain topic
and Table 5.2 shows in which years these papers have been published.
Please note that the total amount of papers covering these topics ex-
ceeds the total amount of papers of 55, since some papers might cover
multiple topics.
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year

number

of papers

Before 2009 9

2009 3

2010 3

2011 4

2012 9

2013 5

2014 12

2015 10

Table 5.2: Overview of found articles per published year

5.6 discussion

There are some concerns for validity applicable in this literature re-
view. First of all, due to there being only one author, this review has
also been performed by only one person. This might introduce a bias
in both the found results, as well as the classification of the papers
on different topics. However, since the goal of the research is not to
provide a good classification, the latter is considered to be not impor-
tant.

The first bias however, is strengthened by the fact that there were
many papers available on the subject, but might not be completely
relevant for further research. That is why only newer papers were
considered in the initial search and older papers were only added if
deemed relevant.

However, since still many papers have been found concerning mul-
tiple different topics, and no topic is discussed in a lot of detail, it is
considered the bias is minimal.
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6
F U T U R E F U N C T I O N A L I T Y

Knowledge Question 1:
What functionality will be present in vehicles in five to ten years’ time?

To answer this question, a literature review has been performed, an
expert has been consulted and websites of vehicle manufacturers have
been consulted. This chapter contains an integrated overview of the
results. Most results follow from the literature review and looking at
the manufacturer’s sites.

As explained in chapter 2, vehicles are becoming more connected
to one another, which opens a whole new set of opportunities that
haven’t been possible before. However, for cooperative vehicles to
be able to communicate with each other, standardised protocols are
needed. Organisations such as the Car 2 Car Communication Consor-
tium (C2C-CC) (a consortium between many car manufacturers, Origi-
nal Equipment Manufacturers (OEMs) and universities), and the Am-
sterdam Group (a strategic alliance for the development of ITS) have
therefore worked on developing use cases and standardising commu-
nication.

Functionality that is not related to cooperative vehicles however is
harder to predict, since no standardisation has been conducted and
no general functionality that every manufacturer builds exists. Some
manufacturers do reveal some futures they are working on or plan-
ning on building via their own websites.

The goal of this chapter is to provide a list of possible future func-
tions that might be present in 5 to 10 years’ time. It will therefore first
provide an overview of future functionality that requires vehicles to
more interactively communicate with one another in section 6.1. Sec-
tion 6.2 provides an overview of functionality that does not require
cooperation between vehicles. Finally, this chapter will be concluded
in a brief summary in section 6.3.

6.1 cooperative functionality

Many different applications have been proposed that vehicles could
do in the future. However, to start small and make sure that there

21



22 future functionality

is a basic set of applications that all vehicles support, the European
Telecommunications Standards Institute (ETSI) has defined and stan-
dardised a basic set of use cases. An overview of these use cases can
be found in Table 6.1. As can be seen, the use cases differ a lot in their
function, ranging from traffic safety to being able to manage a fleet.
To provide an insight in their functions, the classes the use cases fall
in are briefly explained in the upcoming sections.

The complete implementation of these use cases takes multiple
phases, therefore, together with the C2C-CC and the Amsterdam
Group, the ETSI has identified day-one use cases that should be in-
cluded in the first implementation of ITS [13]. These day-one use
cases are highlighted in Table 6.1 and will be described in more de-
tail in the following sections.

6.1.1 Active Road Safety

Applications within the Active Road Safety class have as primary
objective to improve the road safety. However, it is noteworthy to
mention that applications in this class may have secondary benefits
that are not directly associated with road safety, such as improving
the traffic flow by preventing collisions. This class includes functions
such as warning for emergency vehicles, weather or road conditions,
traffic condition warnings, and wrong way driving warnings. Within
this class, a distinction is made between applications for Cooperative
Awareness, which is about sharing information about the surround-
ing, and Road Hazard Warnings, which is about sharing information
about possible hazards.

6.1.2 Cooperative Traffic Efficiency

Applications within the Cooperative Traffic Efficiency class have as
primary objective to improve the traffic fluidity. This includes func-
tionality such as traffic light optimal speed advisory (GLOSA), en-
hanced route guidance and navigation, and in-vehicle signage. Within
this class, a distinction is made between applications for Speed Man-
agement, which is about communicating information about speed,
and Cooperative Navigation, which is about communicating infor-
mation for optimal navigation routes.

6.1.3 Cooperative Local Services and Global Internet Services

Applications within the Cooperative Local Services and Global In-
ternet Services classes are meant to provide on-demand information
to passing vehicles on either a commercial or non-commercial basis.
Examples of these classes are providing notifications of Points of In-
terest, media downloading, and insurance and financial services. The
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basic set application use case

Active
Road
Safety

Driving
Assistance -
Cooperative
Awareness

Emergency vehicle warning*

Slow vehicle indication*

Intersection collision warning*

Motorcycle approaching indication*

Driving
Assistance -
Road Hazard
Warning

Emergency electronic brake lights*

Wrong way driving warning

Stationary vehicle - accident*

Stationary vehicle - vehicle problem*

Traffic condition warning*

Signal violation warning*

Roadwork warning*

Collision risk warning*

Decentralized floating car data - Hazardous location*

Decentralized floating car data - Precipitations*

Decentralized floating car data - Road adhesion*

Decentralized floating car data - Visibility*

Decentralized floating car data - Wind*

Cooperative
Traffic
Efficiency

Speed
Management

Regulatory/contextual speed limits notification*

Traffic light optimal speed advisory (GLOSA)*

Cooperative
Navigation

Traffic information and recommended itinerary

Enhanced route guidance and navigation

Limited access warning and detour notification

In-vehicle signage*

Cooperative
Local
Services

Location
Based
Services

Point of Interest notification

Automatic access control and parking management

ITS local electronic commerce

Media downloading

Global
Internet
Services

Communities
Services

Insurance and financial services

Fleet management

Loading zone management

Life Cycle
Management

Vehicle software/data provisioning and update

Vehicle and RSU data calibration

Table 6.1: ETSI basic set of applications, adopted from [13].
Starred use cases have been identified as day-one use cases. Note
that some use cases have been merged in the list of day-one use
cases
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difference between Cooperative Local Services and Global Internet
Services is that the former services are provided via or by the ITS
infrastructure, whereas the latter is acquired from providers in the in-
ternet. The Global Internet Services class is furthermore divided into
two, the Communities Services, which is about providing services
for certain communities, and Life Cycle Management, which is about
providing data and updates.

6.1.4 Day-One Use Cases

The Car-to-Car Communication Consortium and the Amsterdam Group
have defined a set of day-one use cases that should be implemented
in the first roll out. The following list provides these day-one use
cases including a small description1:

hazardous location warning

The hazardous location warning is designed to inform the driver
of a vehicle about upcoming dangers on the road. This informa-
tion can for example be about obstacles on the road or weather
conditions such that the driver might slow down the vehicle in
advance.

slow vehicle warning

The slow vehicle warning is designed to warn the driver about
slow vehicles in front of the driver to avoid or mitigate rear-end
collisions. The system is not designed to act upon the warnings
to avoid an impending collision, however, it will warn other
vehicles on the potential danger.

traffic jam ahead warning

The traffic jam ahead warning is designed to warn a driver
about an upcoming traffic jam to avoid rear-end collisions. By
communicating this, a driver can be warned about this danger
even before the traffic jam can be noticed by the driver himself.

road works warning

The road works warning is designed to warn a driver about up-
coming road works. Road side units, mounted on a road work
warning trailer, send messages to approaching vehicles so that
they are aware of potentially dangerous conditions at the road
works.

stationary vehicle warning

The stationary vehicle warning is designed to warn the driver
about possible disabled vehicles, or might serve as warning for
vehicles that are about to break down. Vehicles that receive this
information are to relay it to other vehicles.

1 More detailed descriptions can be found on http://www.drive-c2x.eu/use-cases.
Please note that every instance provides other descriptions of the use cases, but they
all boil down to the same information being processed

http://www.drive-c2x.eu/use-cases
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in-vehicle signage including speed management

The in-vehicle signage including speed management is designed
to make drivers aware of potentially dangerous conditions. Road
side units mounted on traffic sign and other key points along
the road send messages to approaching vehicles such as speed
limit or other signs that the driver could have missed.

probe vehicle data

The probe vehicle data is designed to inform other road users
for use in traffic management. Road side units gather anonymised
sensor data such as speed, braking force and weather conditions
from passing vehicles to get knowledge about that part of the
road.

signal phase and time

The signal phase and time is designed to inform the driver
about the current status and next change of the traffic signal
ahead. With this information, the vehicle can provide informa-
tion about the best speed to approach the signal.

emergence vehicle warning

The emergence vehicle warning is designed to inform the driver
about an approach emergency vehicle that claims the right of
way.

emergency brake light

The emergency braking light is designed to avoid rear-end col-
lisions that occur after a vehicle driving ahead suddenly brakes.
Especially in dense driving situations or situations with decreased
visibility, the driver can be warned before he notices the sudden
brake himself, especially if there are vehicles in between and the
driver cannot see the braking vehicle directly.

motorcycle approaching indication

The motorcycle approaching indication is designed to warn drivers
about motorcycles. The motorcycle continuously provides move-
ment and position information to nearby vehicles so that these
vehicles can compare their movement with the motorcycle data
and warn the driver for possible collisions.

6.1.5 Truck Platooning

A recent trend that has received a lot of attention in the media, espe-
cially in Europe, is truck platooning [34]. In truck platooning, a few
trucks follow each other at a short distance in so called truck platoons,
whilst communicating driving information with each other. Only the
first truck is driven by a person, and communicates its speed, or brak-
ing information to the trucks following in the platoon, that alter their
speed to match the first truck. This way, drivers from the other trucks
can spend their time on other matters.
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Currently, truck platooning pilots use an altered version of WiFi
(802.11p or also called WAVE) [61] as means for communication. This
protocol only describes the Physical and Medium Access Control
(MAC) layers, and manufacturers have built their own communica-
tion protocols on top of it, meaning that trucks from different manu-
facturers cannot yet cooperative with each other [34].

However, in time, these truck platoons, as well as communication
between other vehicles, will use the ITS G5 standard as described by
the ETSI. This standard also uses the 802.11p standard for the Physical
and MAC layers, but also standardises the communication on top of
these layers, making sure vehicles from different manufacturers can
communicate with each other [14].

Although part of the ITS G5 standard does include security, the
expert interview revealed that during this first test with platooning,
security has not yet been addressed (Appendix B). It is for exam-
ple possible to jam WiFi signals, which could have potentially catas-
trophic consequences when driving on such short distances from one
another.

According to Janssen et al., wide-scale usage of truck platooning
will start from 2020 onwards [34]. The development path of platoon-
ing has three different paths, each with three different stages:

infrastructure At first, platooning will only happen on closed
areas. In the second stage, it will be used on public main roads,
but still only on a national level. Finally, trucks will also platoon
on public main roads on an international level.

formation At first, the forming of platoons will be self-organised,
fleet owners might schedule two drivers with the same desti-
nation to depart at the same time and form a platoon. In the
second stage, a Platooning Service Provider might couple trucks
based on requests from fleet owners. Finally, truck platoons will
form on-the-fly; whenever they are driving and see other trucks,
they might form a platoon.

automation At first, platooning will require every truck to have a
driver that stays awake to take over control when necessary. In
the second stage, trucks will still need a driver, but drivers in
the back of the platoon might rest. Lastly, one driver will control
the whole platoon, and no other drivers are needed.

6.1.6 Virtual Traffic Lights

Another development is the research of Virtual Traffic Lights (VTL)
[38]. The idea behind Virtual Traffic Lights is that vehicles, possibly
with a road side unit, communicate with each other to determine
which vehicles are allowed to go first at an intersection. Instead of
having physical traffic lights at an intersection, these traffic lights can
for example be projected on the dashboard and are all virtual.
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The advantage of Virtual Traffic Lights is two-fold. In rural areas,
where, especially in the USA, there are intersections without traf-
fic lights, the use of Virtual Traffic Lights can increase traffic safety
where it would otherwise be to expensive to place a physical traf-
fic light. Next to this, in urban areas, Ferreira et al. have shown that
self-organising traffic that is facilitated by Virtual Traffic Lights can
improve traffic flow by 60% during rush hours [16].

Although this optimisation of traffic flow is technically also possi-
ble by using adaptive traffic lights, a 2010 survey has shown that 70

to 90% of traffic lights in the USA is non-adaptive [63], and replacing
these is costly.

6.2 individual functionality

The previous section has given an overview of the different future
applications in the cooperative domain: where vehicles communi-
cate with each other and road side units. Since these applications
are shared between manufacturers, standardising how this commu-
nication has to take place is vital. However, manufacturers are also
working on functionality that is not shared between vehicles, such as
Parking assistance or Adaptive cruise control. Since this functionality
is not shared between manufacturers, only little information can be
found on it.

Below is a list of technologies that are currently finding their way
onto the market. Since many truck manufacturers often lack a bit
behind car manufacturers, the functionality that car manufacturers
bring onto the market today might prove a good estimate for what
truck manufacturers might bring in 5 to 10 years’ time.

lane keeping assistance

The lane keeping assistance is designed to continuously monitor
whether the vehicle is beginning to move outside of its lane, and
either warns the driver, or acts to ensure the vehicle stays in its
lane. This technology is already on the market for both cars and
trucks, however, for trucks, the system only warns the driver,
and does not act itself. Found in [1, 3, 11, 19, 43, 52].

park assistance

The park assistance is designed to detect whether it is possi-
ble to park the vehicle in a parking spot, and to actively park
the vehicle in that spot. This system is currently being brought
on the market for cars, however, it is not available for trucks
yet, although some experts have noted working on autonomous
parking and (un)loading. Found in [4, 12, 18, 68].

predictive cruise control

The predictive cruise control is designed to use GPS data of the
vehicle and map data to actively predict what will happen in
two to three kilometres and adjust the speed of the vehicle. If
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the vehicle for example has to climb a hill in two kilometres, it
might already start building a momentum and use the mass of
the vehicle to get over the hill. The system is mostly designed
to improve traffic flow and save fuel. The system is being intro-
duced in trucks, but has not found its way to cars yet. Found in
[42, 53].

continuous damping control

The continuous damping control, or sometimes also called the
vehicle stability control, is designed to monitor the stability of
the vehicle in for example tight corners to make sure it doesn’t
role over. It actively monitors the role and pitch and adjusts the
hardness of the dampers to make sure the truck doesn’t flip
over. The system is designed for use in trucks and has recently
found its way onto the market. Found in [40, 54].

emergency brake assistance

The emergency brake assistance is designed to monitor other
vehicles on the road and check if they are suddenly braking so
that the vehicle can brake as well. It is already used in cars and
is being introduced in trucks. Found in [41, 51].

remote updates

The remote updates are designed to be able to flash a new
firmware on an ECU from a distance. Since recalling a vehicle is
very expensive, both in time and money, being able to remotely
update parts of the vehicle increases the robustness. Remote up-
dates are already being used by some car manufacturers, but
is not yet used in trucks. Found in the expert interview in Ap-
pendix B and [67].

data logging and remote diagnostics

The data logging and remote diagnostics are designed to be able
see what is happening inside the vehicle. This can for example
be used after an accident to check what happened, or to proac-
tively monitor and predict the break down of parts. Right now,
data logging is already done to some extent in both cars and
trucks, but often only for a short amount of time. In some cars,
the logging is done to more extent and even transferred to a cen-
tral server owned by the manufacturer. In trucks, the last part is
not happening yet. Found in the expert interview in Appendix
B and [44].

fleet management

The fleet management is designed to be used by the manufac-
turer or the fleet manager to be able to monitor the location,
speed, driving behaviour, fuel consumption, etc. of all trucks
in the fleet and act upon that information. Some fleet manage-
ment systems are for example used to monitor whether a truck
is stolen and prevent the engine from starting again. Although
there are quite some use cases for fleet management, the main
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motivators remain increasing efficiency and preventing theft.
Fleet management is still only used for trucks. Found in the
expert interview in Appendix B and [44].

6.3 chapter summary

This chapter set out to answer research question one:

What functionality will be present in vehicles in five to ten
years’ time?

To this end, we looked at the possible future functionality that might
be present in vehicles by looking at the relevant literature and func-
tionality that different vehicle manufacturers are introducing. We have
identified a trend towards more complex functions, ranging from au-
tonomous vehicles to more cooperative functionality. For the coming
five to ten years, we separate two types of functionality: cooperative
functionality, and individual functionality.

Cooperative functionality are applications or systems that focus on
cooperative driving between vehicles, for example sharing informa-
tion about road conditions, traffic information, or emergency brak-
ing. Since cooperative functionality requires vehicles from different
manufacturers to communicate with each other, the communication
requires standardisation. The ETSI has therefore defined a clear road
map of possible applications of cooperative driving and identified a
list of day-one use cases that should be included in the first imple-
mentation of ITS. These day-one use cases are relatively simple use
cases, and often only focus on alerting the driver of hazardous situ-
ations such as emergency braking or upcoming traffic jams. But ap-
plications in the far future might include vehicles to make decisions
based on this information.

Besides these ETSI standardised applications, two other applications
have received a lot of attention: Truck platooning, where trucks drive
in platoons and only the first truck is controlled by a driver, and Vir-
tual Traffic Lights, where traffic lights are displayed on the dashboard
of the vehicle, and the vehicles decide who has green light, and who
has to stop.

For individual functionality, vehicles do not need to exchange any
information, and hence, not standardisation is required. Because of
this, it is harder to predict what individual functionality might be
present in future vehicles. We identified some possible future func-
tionality by looking at what certain manufacturers are introducing
in their vehicles now, which may be taken over by other manufactur-
ers in the future. By for example looking at what car manufacturers
are introducing now, we can make an educated guess on what some
truck manufacturers might introduce in the future, and vice versa.
These kind of functionality include autonomous driving capabilities
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such as parking assistance and predictive cruise control, but remote
software updates and fleet management as well.



7
V E H I C U L A R I T A R C H I T E C T U R E

Knowledge Question 2:

What will a general IT architecture in a vehicle look like?

As described in chapter 2, the IT architecture within the vehicle has
changed a lot in all those years. Where it was sufficient to connect
one ECU with another in the early times, it now no longer suffices to
connect 70 ECUs with one another. Even the ECU itself has changed
in how it is built and in what way it communicates with other ECUs.
This chapter will therefore give an overview of the vehicular IT archi-
tecture.

The goal of this chapter is to provide an overview of the different
IT components in a modern vehicle, explain how these components
communicate with each other, provide an overview of possible attack
surfaces, provide a general IT architecture of a vehicle and show how
this architecture is secured. To that end, this chapter will first provide
an overview of the IT components in section 7.1. It will then provide
an overview of the different communication networks inside the vehi-
cle in section 7.2. Next, the different attack vectors present in a vehicle
will be provided in section 7.3. After that, this chapter will construct a
general IT architecture per region in section 7.4. Lastly, it will briefly
explain how certain research project have proposed means to secure
these architectures in the future in section 7.5.

7.1 vehicular it components

As explained in chapter 2, ECUs are specialised pieces of hardware
and software designed to do specific tasks and therefore differ a lot
from conventional PCs and networks as the internet that most peo-
ple know and are used to. Where PCs and the internet have steadily
grown in an open world where they have seen a lot of attacks and
could be properly defended, vehicles have remained isolated during
the biggest part of their lifetime. Only recently has the vehicle been
opened up and connected to systems we use every day, bringing with
it a lot of potential attacks, such as hacking the telematics unit [10].
To better understand what IT components are present in a modern
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vehicle, a brief description of what an ECU does, and how it is se-
cured now is provided, followed by an description of the new attack
vectors that have emerged in recent years.

7.1.1 Electronic Control Units (ECU)

The modern day ECU has undergone a lot of changes since it first in-
troduction as a controller to adjust the fuel/air mixture in the engine,
to a component that has now become part of almost every aspect of
the vehicle. Modern day vehicles can contain upto 100 different ECUs,
ranging from performing simple tasks such as controlling the lights,
to more complex driving functions such as parking assistance.

Many of the simpler ECUs have been around for some time and
haven’t changed much. These ECUs have often been standardised
and can be found in vehicles from all kind of brands. They are there-
fore often not built by the manufacturers themselves anymore, but
by suppliers such as Bosch. Since more advanced systems such as
lane keeping assistance can still give a manufacturer an edge on the
market, they are still built by the manufacturers themselves. Part of
this standardisation of ECUs is the establishment of AUTOSAR, a
standard for building ECUs.

AUTOSAR

Established in 2003 as a partnership by many companies in the au-
tomotive industry, AUTOSAR (AUTomotive Open Systems ARchitec-
ture) aims at establishing an open and standardised software archi-
tecture for ECUs [7].

The architecture standard describes basic software modules, de-
fines application interfaces and described a common development
methodology for building ECUs. These different aspects are illus-
trated in Figure 7.1. As can be seen, there are no specific security
modules in the AUTOSAR architecture. The security aspects that have
been added mainly focus on reducing the amount of errors between
modules and interfaces by standardising these and so reducing the
amount of functional safety issues1.

There are some security functions in place in the form of memory
partitioning and protection against unauthorised flashing of ECUs
[6]. Prior to flashing, ECUs must for example perform a challenge-
response protocol, and should not perform a flash if it is deemed
unsafe. However, Koscher et al. show that in practice, this is not al-
ways the case [37]. Some extensions to AUTOSAR to include more
security features into the framework have been proposed, however,
these have not been adopted yet [5].

1 Functional safety issues are safety issues that are caused by programming errors or
bugs
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Figure 7.1: The AUTOSAR software architecture

7.1.2 Entry Point Modules

Within the vehicle, there are a lot of different modules or ECUs with a
potential entry point from outside the vehicle network, ranging from
the mandated OBD-II diagnostics port, to vehicles with an internet
connection. Checkoway et al. distinguish three different categories of
entry points [10]:

1. Physical access
2. Short range wireless access
3. Long range wireless access

Section 7.3 will give a more detailed overview of these modules that
can serve as an entry point for an attacker.

7.2 in-vehicle communication

ECUs first operated on a individual basis, however, after a while, they
started communicating with one another. At first, it sufficed to con-
nect all ECUs that needed to be connected via their own channel.
However, when the functions became complex, and needed more con-
nections, it became insufficient and cost-inefficient to connect them all
together. Manufacturers therefore started standardising digital buses.

Because each ECU has a very specific function, ranging from safety
critical driving functions to entertainment systems, they also have
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different requirements for the communication system they are con-
nected to. The braking system should work immediately when hit-
ting the brake, whereas mirror-adjustment might take a second longer.
Therefore, most modern day vehicles are equipped with multiple dif-
ferent buses, each with their own goals and costs. Koscher et al. distin-
guish five different categories for in-vehicle communication systems:

event-triggered Used for real-time communication between con-
trollers such as the Antilock Braking System (ABS)

time-triggered Used for time-critical and safety relevant commu-
nication such as drive-by-wire2 systems

sub bus Used for small autonomous networks for less-critical sys-
tems such as door-locking and mirror-adjustment

multimedia Used for high performance communication channels
such as video data streaming and other media

wireless Used to let the in-vehicle network communicate with ex-
ternal devices such as a mobile phone

group

event-
triggered

time-
triggered

sub

bus

multi-
media

wireless

System
CAN FlexRay LIN MOST Bluetooth

VAN TTP K-Line D2B GSM

PLC TTCAN I2C GisaStar WLAN

Table 7.1: Grouping of selected automotive bus systems, adapted from [71].
Most used systems are on top of the list

Table 7.1 gives an overview of existing in-vehicle communication sys-
tems and in what category they fall. As stated above, wireless com-
munication systems are often used for connecting external devices,
such as a mobile phone, to the vehicle. There are some examples of
wireless communication systems that are used within the vehicle’s in-
vehicle network, such as the tire pressure monitoring system. How-
ever, these protocols are well known, and won’t be discussed any fur-
ther. The next sections will give some more details on the most used
communication systems of the other categories, as well as the recent
development of using Ethernet as a replacement for these systems.

7.2.1 Controller Area Network (CAN)

CAN is the most widely used in-vehicle communication system avail-
able. It was originally designed by Robert Bosch GmbH in 1983 and
later adopted into ISO standard 11898 [24]. In its basis, CAN is a se-
rial, event-triggered messaging system that broadcasts messages to

2 Drive-by-wire is the name given to systems that use electronic pulses transmitted
via a wire to an actuator rather than using for example brake fluid
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all nodes. The newest version of CAN can achieve data rates of up
to 1 Mbit/s. Every messages basically only contains a message iden-
tifier, the data and a checksum. The identifier is used by ECUs to
see whether that message is important for it and whether it should
be processed. CAN does offer a priority system for messages, in the
form of the height of the message identifier. Due to it being an event-
triggered messaging system, it can deliver real-time communication
that is important for safety critical systems.

CAN however, does have its drawbacks. Since CAN was developed
back in 1983, when vehicles were still considered to be isolated sys-
tem, it does not feature any security features and hence, an adversary
that gains access to the network, can inflict a lot of damage. For one,
he could inject an infinite amount of messages on the network, per-
forming a denial-of-service attack that could for example disable the
brakes [37].

Since CAN is the most widely used bus available and is often used
for safety critical systems, it has been researched extensively and
quite some attacks against it have been found [9, 10, 23, 36, 37, 64].
These attacks are all practical examples of the same principle; get
access to the CAN bus, and you can do almost anything.

7.2.2 FlexRay

FlexRay was designed by the FlexRay consortium, a group of car man-
ufacturers and OEMs, including Robert Bosch GmbH. The consortium
worked from 2000 until 2009, upon which version 3.0 of FlexRay was
adopted as ISO standard 17458 [27]. It is designed for high data rates
of up to 10 Mbit/s, making it particularly suited for x-by-wire appli-
cations.

FlexRay has not been as extensively researched as CAN. However,
Nilsson et al. note security has not been a design aspect of FlexRay,
and simulated attacks have shown that FlexRay indeed lacks security
mechanisms. However, this attack was performed on the old 2.1 ver-
sion of the protocol and no research has been performed on the 3.0
version of the protocol. Revision notes of the FlexRay protocol how-
ever, do not mention any overhaul for security [17], so it is plausible
these simulated attacks still exist.

7.2.3 Local Interconnect Network (LIN)

The Local Interconnect Network (LIN) was designed by the LIN Con-
sortium, a group of five car manufacturers, in the late-1990s. It was
designed as an alternative for CAN where CAN would be too expen-
sive to use and is therefore only a very simple communication system.
It features small data rates of up to 20 kBit/s, making it extremely
suitable for small tasks as mirror adjustment and lighting [71].
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Not a lot of research has been done on attacks on the LIN protocol.
This is probably due to the fact that LIN is not used for any critical
systems. A hacked LIN might cause some annoyance to the driver,
but it hardly causes any safety issues. However, since the design of
LIN does not contain any security features, getting access to the bus
gives access to any ECU on that bus.

7.2.4 Media Oriented System Transport (MOST)

The Media Oriented System Transport (MOST) was designed to be
used for high-bandwidth media transport in the automotive industry.
It features high data rates of up to 24 MBit/s, making it very suitable
for transmitting audio, video, navigation, etc.

Again, not much research has been done on the security of MOST,
probably because it does not access any safety critical systems. How-
ever, some attacks focus on using the media systems to deceive the
driver by for example showing in the mp3 player that the engine is
damaged and the driver needs to stop immediately [23]. This could
create potentially dangerous situations, depending on what system is
hacked, and what is done with it.

7.2.5 Ethernet

In recent years, many vehicle manufacturers have started looking into
Ethernet as a replacement for in-vehicle communication [62]. Because
of its wide use by consumers, Ethernet has become relatively cheap
to implement. To what extent Ethernet will replace other standards
still differs per manufacturer, some are researching whether Ethernet
can replace all communication channels, whereas others only focus
on using it for infotainment systems, or as a replacement for other
non-critical systems such as a separate system for diagnostics and
firmware updates [66].

7.3 attack surfaces

Knowledge Question 2a:

What are the attack surfaces within this architecture?

The previous section has provided an overview of the different com-
ponents in a vehicle and how they communicate with each other. Be-
fore going to what a general IT architecture might look like, this sec-
tion will first focus on identifying possible attack surfaces of a vehicle:
what entry points an attacker might use to compromise a vehicle.

Not much extensive research has been done on automotive attack
surfaces. Three papers provide some attack surfaces. Miller and Valasek
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provides an extensive list of the possible attack surfaces on 21 differ-
ent car models [48]. Checkoway et al. are the first to provide a clas-
sification of possible attack surfaces, along with some attack surfaces
[10]. Lastly, Zhang, Antunes, and Aggarwal focus on attack surfaces
particularly for malware [72].

The following paragraphs provide the found attack surfaces from
the three papers combined in the classification given by Checkoway
et al. [10].

7.3.1 Physical Access

Almost all vehicles provide several physical interfaces with either di-
rect or indirect access to the vehicle’s internal network.

obd-ii port Almost all modern day vehicles contain an OBD-II port,
which is even mandated by the U.S. Government. It typically
provides either direct access to the CAN-bus, or via a central
gateway and is often used for diagnosing the car by for exam-
ple garage employees. Originally, specific scanning tools for con-
necting to the OBD-II port were used, but nowadays, garages of-
ten use a PC to connect to the OBD-II port via a PassThru device.
This means that a compromised PC could possibly compromise
the vehicle.

entertainment/removable media ports More and more ve-
hicles contain entertainment systems such as CD-players, USB-
ports or iPod connectors for playing music. Although compro-
mising a CD-player is relatively harmless, these interfaces are
becoming integrated with the in-vehicle networks to be able to
deliver for example hands-free features. It is therefore possible
that an iPod containing malware might compromise the vehicle.

7.3.2 Short Range Wireless Access

Newer vehicles often don’t provide physical access for entertainment
anymore, but use short range wireless access systems. It is for ex-
ample used to connect external devices such as mobile phones, but
also for remote key entry or tire pressure monitoring. In this category,
’short range’ means around 5 to 300 meters.

passive anti-theft system (pats) Many newer vehicles contain
a Passive Anti-Theft System, a sensor in the steering column
that communicates with the ignition key. The on-board com-
puter simply sends out an RF signal to which the key should
respond. This way, the vehicle checks whether the key is in the
proximity of the vehicle, and it is not started by an attacker.
The attack surface is considered only small, an attacker might
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use a Denial-of-Service to prevent the vehicle from receiving a
response from the key.

tire pressure monitoring system (tpms) Some vehicles con-
tain a Tire Pressure Monitoring System, a system that constantly
measures the tire pressure and transmits this to an associated
ECU. The attack vector is mainly focused on letting the vehicle
believe it’s having a tire problem or suppressing the warning
message if it’s having a real tire problem, the attack surface is
therefore rather small. However, Ishtiaq Roufa et al. have shown
it is possible to brick the associated ECU in some cases [32].

remote keyless entry/start (rkes) Many vehicles contain a
Remote Keyless Entry or even Remote Keyless Start system. Of-
ten, it is designed that the key will send some encrypted identi-
fying information from which the ECU can determine if the key
is valid. The attack surface is rather small, a DoS might again
prevent the vehicle from (un)locking or starting. Although, since
data processing takes place in the vehicle, code execution is tech-
nically possible if not programmed securely.

bluetooth Many vehicles provide the ability to sync a device over
Bluetooth with the vehicle. Often, this process is secured by de-
manding some user interaction to pair a device. However, the
Bluetooth stack is quite large, and has contained vulnerabilities
in the past. The fact that an external device is connected to the
in-vehicle network creates a big attack surface via Bluetooth.

wifi Many modern day cars and trucks contain WiFi that serves as a
hotspot for mobile phones and other mobile equipment. These
hotspots for example bridge the internet connection of the vehi-
cle to the mobile phone, or serve as an entry point for multime-
dia.

emerging short range channels Especially now, a lot of re-
search is begin done in Vehicular networks, where vehicles set
up wireless networks to communicate with each other about
upcoming traffic jams or road conditions

7.3.3 Long Range Wireless Access

Many vehicles are also integrating long range wireless access sys-
tems in the vehicle for communication over distances greater than 1

km. Two categories can be distinguished: broadcast channels, such
as GPS and radio, and addressable channels, such as a 4G internet
connection.

radio data system Common radio systems no longer only receive
audio signals, but data signals as well. Though no real parsing
of data is present, it is possible such systems are susceptible to
code executions. However, the attack surface is considered to be
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small, mainly because the likelihood of such an attack is rather
small.

global positioning system A lot of vehicles contain one or more
GPS receivers for use in navigation or internal automation. Con-
nected vehicles for example, tell other vehicles about upcoming
traffic jams or road conditions, which needs a location as well.
GPS has been shown to be susceptible to spoofing attacks [57],
making it possible for an attacker to divert a vehicle or render
such systems inoperable.

telematics/cellular Many new vehicles contain cellular radios
or telematic units to gain access to for example traffic or weather
information. This telematic unit gives a very broad attack sur-
face, since it basically connects the vehicle to the internet. Al-
though the telematics unit probably does not reside on the CAN-
bus but for example on the media bus, it is often still con-
nected to the CAN-bus via some other bridging ECU or gate-
way. Checkoway et al. have shown that some automotive telem-
atic units are exploitable [10], and can for example be used to
kill the engine or activate the windscreen wipers.

internet/apps Google and Apple have started building app stores
and apps such as navigation apps specifically for use inside the
car. This new trend brings a wide attack surface inside the car,
ranging from malware in an app, to browser exploits. This code
is often very complex, making it hard to secure properly.

An overview of the different attack vectors mapped on the wideness
of the attack surface and the attack distance is given in Figure 7.2. In
general, the further away an attacker, using a wider attack surface,
the higher the potential risk.
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Figure 7.2: Mapping of attack surfaces
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7.3.4 Sensors

A lot of newer functions, as already mentioned in chapter 6, require
sensors to observe the physical world, such as cameras, radar or odo-
metric sensors. Of course, these sensors can be tricked, providing
false data [56]. However, since these sensors are outside of the dig-
ital world, they are considered outside of scope for this research.

7.4 it architecture

Having looked at the different components a vehicle can consist of
and via which buses these components can communicate with each
other, there are numerous ways of how these are eventually connected
in the vehicle. This section will look at the different IT architectures
that each vehicle has.

In practice, almost each manufacturer, and each vehicle model has
its own IT architecture. Some manufacturers, that are part of a larger
manufacturing group, do have similar or the same architectures, though
these examples are limited.

Even though almost every vehicle model has its own architecture,
Miller and Valasek have examined the architecture of 24 different car
models and concluded that manufacturers based in the same region
have similar topologies [48].

These 24 car models have been analysed and used as a basis to cre-
ate a general IT architecture of vehicles per region, which will be pro-
vided in the coming sections. Of each region, a schematic overview is
provided of which the legend can be found in Figure 7.3. Special in-
terest is also given to the location of the different attack vectors given
in section 7.3.

CAN
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LIN

Module

FlexRay     FlexRay Bus

    CAN Bus

    LIN Bus

    Module/ECU

    MOST Ring

  Braking System  Bluetooth

  Radio Receiver

  Internet

  Telephony/Cellular

  USB Port

  OBD-II Port

  Engine System

  Steering System

  Remote Keyless Entry

  Tire Pressure Monitoring

  GPS ReceiverOn Board Unit

Figure 7.3: Vehicular IT Architecture Legend
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In this overview, the safety critical functions will be highlighted, as
well as the components that provide an attack surface as mentioned
in section 7.3.

Please note that definitely not every vehicle has the same architec-
ture. Even within the same manufacturer, vehicle’s architecture can
already differ a lot. However, some abstract (sub-)architectures do
have similar characteristics. Also note that in these architectures, the
location of the On Board Unit (OBU), the unit used for V2V Commu-
nication, is highlighted. This unit is not yet part of the vehicular IT
architecture, but will be in the future. Based on assumptions of the
EVITA project, the location of the OBU is added in this architecture.

Gateway/ZGM/
J533/OBD-II

Powertrain-CAN

Drivetrain-, CAN or 
FlexRay

Comfort-CAN

Comfort-CAN 2
MOST

LIN

Telematics module

Some modules

1

2

4

3

Figure 7.4: General IT architecture for a European vehicle. Please note:
1. The Drivetrain is sometimes a CAN bus, and sometimes a
FlexRay bus.
2. Often, there are modules present that reside on both the Pow-
ertrain and the Drivetrain.
3. The telematics module sometimes resides on the MOST bus,
sometimes on a Comfort-CAN, and sometimes on both.
4. Some modules on the Comfort-CAN have their own separate
LIN buses for their functionality

7.4.1 Europe

The IT architectures in Europe are the most alike in the world. It
is clearly visible that certain manufacturers have often discussed or
researched IT architectures together in projects such as EVITA, SEVE-
COM, or simTD. Even though these collaborations have not been backed
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by all manufacturers directly, they have always been backed by the
C2C CC of which all European, and some non-European, manufac-
turers are part of. Figure 7.4 shows a general IT architecture for a
European vehicle.

Characteristic for the European IT architecture is the division in
multiple different buses, connected via a central module, that serves
as a central module or gateway, and serves as a connector for diag-
nostics.

In the European IT architecture, there is a strict division between
buses with safety-critical modules, and buses with comfort modules.
Even within this division, the buses are divided again. The safety-
critical bus often exists of two or three different buses, that divide it
in a drivetrain bus, and a powertrain bus.

How many different buses there are in total differs per manufac-
turer and module, but in general, there is one drivetrain, one or two
powertrains, and one or two comfort buses, that could possibly have
multiple sub buses.

Attack Vectors

In Europe, the telematics module often contains the radio receiver,
bluetooth connector, cellular unit and the internet connection. It is
almost always separated from safety-critical functions and resides on
either the MOST ring, the Comfort bus, or sometimes on both.

Next to this, the central gateway serves as the entry point for the
OBD-II port, the Keyless Entry System resides on the Comfort bus,
and the Tire Pressure Monitoring System often resides on the Comfort
bus, but sometimes on the Powertrain bus.

7.4.2 United States

Particular for the IT architecture in the United States is that, more
than in Europe, within the same manufacturer or manufacturing group,
models tend to have similar IT architectures. The IT architecture of a
Dodge Viper, Dodge Ram, Chrysler 300 and Jeep Cherokee (all part
of the Chrysler Group) for example, all have (almost) identical archi-
tectures. The general IT architecture for an American vehicle can be
found in Figure 7.5.

Characteristic for the American IT architecture is that they do not
separate many buses. Often, a vehicle contains only two buses, a High
speed bus for safety-critical functions, and a Medium or Low speed
bus for other functions. Only some vehicles separate the High speed
bus in a separate Powertrain and Drivetrain bus. However, even then,
there are modules that reside on both these buses.

However, the division between a High and Low speed bus is not
that strict as in the European architecture. There are often multiple
modules that reside on both the High speed and Low speed bus.
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Only some vehicles contain a MOST bus, which if present, is often
connected to the gateway, but also connected via other modules to
the Low speed bus.

Attack Vectors

The OBD-II port, that has been mandated by the US government is
often a separate module that resides on both the High and Low speed
bus, however, it is sometimes part of the gateway or BCM module.

The telematics module often resides on both the High and Low
speed bus, although it is not necessarily connected to the High speed
bus. In the case that the High speed bus is separated, the telematics
unit is not connected to the drivetrain bus, but is to the powertrain
bus.

The Keyless Entry System often resides on the High speed bus. The
location of the Tire Pressure Monitoring System differs, sometimes it
is on the High speed bus, sometimes on the Low speed bus.

Powertrain-CAN

LS-CAN

Gateway/BCM

Drivetrain-CAN

MOST

LIN

Telematics moduleOther modules

OBD-II/other 
modules

Instrument cluster

1

2

3

4

Figure 7.5: General IT architecture for an American vehicle. Please note:
1. The Powertrain and Drivetrain are often one bus, but are some-
time separated. If they are separated, there are modules that re-
side on both buses.
2. The telematics module sometimes also resides on the Power-
train.
3. Not all vehicles contain a MOST bus. If they do, it is connected
to the Gateway and other modules such as the instrument cluster
that connects it to the LS-CAN.
4. Some less critical functions reside on separate LIN networks.
Not all vehicles have this.
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7.4.3 Asia

It is much harder to construct a general IT architecture for Asia. The
architectures in the vehicles differ much more than in America or
Europe. However, it is still possible to note a few general things in
their architecture. Figure 7.6 shows a general IT architecture for Asia.

Drivetrain-CAN

Powertrain-CAN

Telematics module
Gateway/Power 

Management

CAN 2

LIN

Module

CAN

3

1

2

OBD-II

Figure 7.6: General IT architecture for an Asian vehicle. Please note:
1. The Powertrain and Drivetrain are often one bus, but are some-
times separated.
2. Some more advanced modules on the CAN 2 bus contain their
own CAN bus for communication with sub-modules.
3. Some modules have their own separate LIN networks.

In Asia, there is a more layered approach in buses. There is often one
main bus, where almost all critical functions reside on. In that case,
some modules have a separate bus for specific functions, on which
some modules can again have a separate bus.

In some cases, the main bus is divided in a Drivetrain and a Pow-
ertrain bus.

Attack Vectors

What is important to note is that the telematics unit is always con-
nected to the Drivetrain bus, and often also on the Powertrain bus.
Next to this, the Keyless Entry System is sometimes on the Drivetrain
bus, and sometimes on the CAN 2 bus. The Tire Pressure Monitroing
System is always on the Drivetrain bus. This means that in almost
all cases, the attack vectors are directly linked to the safety critical
functions.

7.4.4 Trends in Time

Looking at the the different IT architectures over time, there are a
few trends visible of changes in the IT architectures. Whether it is for
security reasons, or simply because there are too many ECUs to put
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on a singe bus, but there is an ongoing trend to separate buses based
on functionality. Safety-critical modules are becoming more separated
from non-critical modules. Even within the safety-critical modules,
there is a separation in for example the powertrain and drivetrain. It
is important to note however that these buses are not strictly isolated,
there are always some modules that reside on multiple buses.

Next to this, modules that can serve as an entry point for an at-
tacker, such as the telematics module or the TPMS, are increasingly
moved away from safety-critical functions. However, until now, they
are sometimes still connected to safety-critical functions in some way.

Finally, where many manufacturers used to have one module re-
sponsible for all telematic communication, such as the radio, Blue-
tooth, calling and the internet connection, these are becoming more
separated from each other, and added in modules where only that
specific communication channel is necessary. This is however not the
case for all manufacturers.

7.5 security

Until recently, security of the IT architecture has hardly been of any
concern. As described in chapter 2, the vehicle has always been con-
sidered to be an isolated network, where an attacker would need
physical access to the vehicle to for example alter the engine. How-
ever, in recent years, the European Union has subsidised projects to
define security requirements, create a base of secure communication
in the vehicle, and create secure communication between vehicles.
Some projects really heavily on the result of the project EVITA. There-
fore, the result of this project is briefly provided.

7.5.1 E-safety Vehicle Intrusion Protected Applications (EVITA)

EVITA is a European research project started to improve on-board
network protection, consisting of a mix of universities, car manufac-
turers and equipment suppliers [2]. Amongst other things, they have
created a basis of trustworthy communication between vehicles by
designing a secure on-board network [22]. They argue that to be able
to trust information, the communication within, but also between, ve-
hicles should be secure. To this end, they have developed Hardware
Security Modules (HSMs) that should be integrated in every ECU to
secure communication. For economic reasons, they propose three dif-
ferent HSMs:

full hsm

Designed for protecting the in-vehicle domain against vulner-
abilities due to V2X communication. This offers the maximum
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level of functionality, and is used on places where external in-
formation enters the in-vehicle network.

medium hsm

Designed for securing on-board communication. It offers less
performance than the Full HSM, contains no asymmetric crypto-
graphic engine, and is used for communication between ECUs.

light hsm

Designed for securing interactions between ECUs and sensors
and actuators. Because it needs to be cheap, but fast, it only
contains a symmetric cryptographic engine, and some optional
other features.

This is demonstrated in Table 7.2. An example of how these differ-
ent HSMs can be used is given in Figure 7.7.

full

hsm

medium

hsm

light

hsm

RAM (random-access memory) x x optional

NVM (non-volatile memory) x x optional

Symmetric cryptographic engine x x x

Asymmetric cryptographic engine x

Hash engine x

Counters x x optional

Random-number generator x x optional

Secure CPU x x

I/O component x x x

Table 7.2: Components of automotive HSM classes, adapted from the EVITA
project

GPS sensor

UTC clock

Brake 
actuator

Vehicle 
serial

Airbag 
actuator

Central 
gateway
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Engine 
control

Headunit 
V2X

EVITA
light

EVITA
light

EVITA
light

EVITA
medium

EVITA
medium

EVITA
full

EVITA
light

EVITA
light

EVITA
medium

Figure 7.7: Instance of a secure on-board network with full, medium, and
light HSMs attached to ECUs, sensors, and actuators, adapted
from the EVITA project
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Other researchers have devised similar approaches as EVITA. Moalla
et al. also argue for the need of a trusted module for secure communi-
cation, however, they do not provide any particular specifications for
the module itself [49]. Papadimitratos et al., as part of the SEVECOM
project, also focus on more secure communication between vehicles
by adding a trusted module to the On Board Unit (OBU, the mod-
ule used for communication between vehicles) [55]. Although giving
a different specification, the Trusted Computing Group [65] and the
Herstellerinitiative Software [21] have devised their own versions of
a HSM for use in automotive networks.

7.5.2 Chapter Summary

This chapter set out to answer research question two:

What will a general IT architecture in a vehicle look like?

and as part of it, research question two a:

What are the attack surfaces within this architecture?

To this end, we looked at what the IT architecture looks like in a
vehicle by looking at the relevant literature and an expert interview.
We have identified a trend towards more digitalised vehicles where
more and more functions are taken over by IT. This, together with
the fact that vehicles are becoming more and more connected to the
internet makes vehicles very susceptible to attackers.

In this chapter, we first provided an overview of the different mod-
ules and IT components that are present in a vehicle. These so called
ECUs are used for a wide variety of functions, ranging from small
mirror-adjustments to more complicated systems such as ABS. We
then provided an overview of the different communication buses that
are used in vehicles, that showed that no currently existing bus pro-
vides any basic security mechanisms.

In more detail, we have looked at what a general IT architecture
within a vehicle looks like. By analysing 24 different car models, we
have created a generic IT architecture per region: Europe, the United
States of America, and Asia. During this analysis, we in particular
focused on identifying possible entry points for attackers and the
locations of ECUs with a cyber-physical aspect.

We found that in Europe, IT architectures are more alike than in
other parts of the world, possibly because they collaborate more in
shared projects such as EVITA, SEVECOM, and simTD. However, IT
architectures still differ a lot from each other, not only between differ-
ent manufacturers, but within the same manufacturer as well. It also
seems that no real thought has been given to how these networks are
best secured. Although some models do separate critical functional-
ity from non-critical functionality, it is more likely that this is due to
costs, than because of security reasons.
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Finally, we have looked at how security is integrated in the IT archi-
tectures, and in particular the EVITA project, that argues that for se-
cure communication between vehicles, secure communication within
vehicles is also required. To this end, they have designed HSMs that
should be integrated in every ECU that makes communication be-
tween ECUs more secure.

Important to note however, is that it remains hard to predict what
the architecture within a vehicle might look like in a few years’ time.
Projects such as EVITA (2012) and PRESERVE (2015) that address the
security layout of vehicular architectures have only recently finished.
These projects do however, focus on securing the existing architecture,
and do not specify any specific architectures that should be used.
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Knowledge Question 3:

What is a threat model for selected functions within vehicles in 5 to 10
years’ time for a general IT architecture?

To answer this knowledge question, we first take a look at the rel-
evant literature of threat modelling and its place within cyber risk
management techniques for the automotive industry. The next chap-
ter will thereafter describe a composite threat model based on the
found literature.

The goal of this chapter is to provide an overview of existing au-
tomotive risk management techniques in the automotive industry, in
particular cyber risk management and threat models. To this end, this
chapter will first give a brief background of two commonly used tech-
niques used in threat modelling in other areas than the automotive
industry in section 8.1.1. It will then look at ISO 26262, a widely
used framework for automotive safety risk management, in section
8.1.2. Next, two automotive cyber risk management techniques are
discussed in section 8.1.3, followed by an overview of existing auto-
motive threat models in section 8.1.4.

8.1 automotive risk management techniques

The literature research and the expert interview have revealed that
until recently, not many automotive manufacturers use any cyber
risk management techniques. Although many manufacturers have be-
come aware that cyber risk management is becoming more important,
they are only just starting to have a look at this.

Vehicle manufacturers do however, have a rich history in safety
risk management. Before taking a further look into cyber risk man-
agement techniques for the automotive industry, this section will first
provide some background information into Data Flow Diagrams and
the STRIDE threat modelling technique. These techniques are not par-
ticular for the automotive industry, but will be referred to in upcom-
ing sections. Next, section 8.1.2 will provide an overview of the al-
ready mentioned ISO 26262 standard. Section 8.1.3 will provide two

49
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high level automotive cyber risk management frameworks. Finally,
section 8.1.4 will provide some methods related to threat modelling,
including some remarks on positive and negative aspects of these
models.

8.1.1 Background

Techniques such as Data Flow Diagrams and STRIDE have been used
as tools in cyber risk management techniques in other areas than the
automotive industry for some time. We will briefly explain them to
keep in mind when reading the upcoming sections.

Data Flow Diagrams

Data Flow Diagrams (DFDs) find their origin back in the 1970s as a
way to visualise steps and data flows in software processes. It pro-
vides a tool to visually represent which entities are present in the
system, and in which way they interact with other entities. An exam-
ple of a DFD can be found in Figure 8.1. Such a diagram can consists
of five different entity types:

processes (p) are tasks that operate on incoming data and poten-
tially produce output

data flows (f) are flows of information
data stores (s) are physical or logical storage devices
external entities (e) are entities outside the target system upon

which the system depends
communication zones (z) are zones where entities can commu-

nicate with each other

S1

E1

P1

P2

F1

F4

F3

F2

Z2

Z1

Figure 8.1: A simple data flow diagram, adopted from [58]

STRIDE

The STRIDE threat model was designed by Microsoft and used as part
of their Security Development Lifecycle (SDL) to classify and identify
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potential threats [60]. It is an acronym for the following six threat
categories:

1. Spoofing identity
2. Tampering with data
3. Repudiation
4. Information disclosure
5. Denial of service
6. Elevation of privilege

The idea behind the STRIDE methodology is to provide a security
expert or non-expert with the tools to think about security threats.
Sometimes, the STRIDE methodology is referred to as the whole se-
curity development lifecycle, ranging from creating diagrams such
as Data Flow Diagrams, to mitigating techniques. However, STRIDE
is originally only part of the SDL process where threats have to be
enumerated and helps at finding the correct threats for a particular
element in a Data Flow Diagram. To save time, not all STRIDE classes
need to be checked for all DFD elements. A Data flow for example,
cannot be spoofed, only the originating process can. A mapping of
which STRIDE classes should be checked again which DFD elements
can be found in Table 8.1 [31].

element s t r i d e

External Entity x x

Process x x x x x x

Data Store x x1 x x

Data Flow x x x

Table 8.1: STRIDE categories mapped on Data Flow Diagram elements.
1For a Data Store, Repudiation only needs to be considered if it
serves as a log

8.1.2 Automotive Safety - ISO 26262

In the early days of the vehicle, when all parts were purely mechan-
ical, risk management in the automotive industry was focused on
ensuring the safety of the vehicle if certain parts of the vehicle would
malfunction. Such techniques would look at potential failures, such
as a malfunctioning brake, and try to find possible causes of that
malfunction: such as a broken brake line or a worn brake disk. Us-
ing historical data, experts could calculate the probability of certain
malfunctions and use that information to mitigate high risks.

After a while however, with the introduction of the ECU and the
integration of more IT into the vehicle, malfunctions were no longer
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subjected to wear or a broken line, but also to programming errors
and bugs. The fact that electronic components could influence the
physical world started a movement by vehicle manufacturers and
the government to define a standard on which vehicle manufactur-
ers and OEMs should handle risks. To this end, in 2011 ISO 26262 [28]
was adopted from the already existing IEC 61508 [25], which was de-
signed for cyber physical systems, and altered to be more suitable for
road vehicles.

ISO 26262 defines the functional safety of electrical and electronic
systems in road vehicles and is considered to be the standard for au-
tomotive functional safety. Just as IEC 61508, it is a risk-based safety
standard where the risk of hazardous operational situations is quali-
tatively assessed.

It provides an automotive safety lifecycle that ranges from develop-
ment to decommissioning, where in particular, the functional safety
aspects within that lifecycle are addressed. In short, the following
steps are taken: during the concept phase, hazard analysis techniques
are used to assess the safety risk of the system. Using these hazard
scenarios, target Automotive Safety Integrity Levels (ASILs) are de-
rived and used to drive the development of a system safety concept
to include risk mitigation. The concept of ASILs will be explained
below, suffice it to say that it determines the acceptable level of risk
of a certain component of the vehicle. The ISO 26262 process is illus-
trated in Figure 8.2. As can be seen, the white process denotes the
normal design process of a system, where the blue activities denote
the associated safety activities.

Figure 8.2: Overview of the functional safety development process in ISO
26262, adapted from [8]
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Hazard Analysis and Risk Assessment

The first step in the ISO 26262 development process is the identifica-
tion of hazards: The Hazard Analysis and Risk Assessment (HARA).
HARA takes place in two step: analyse which hazards can occur, and
to assess the risks of these hazards. Although ISO 26262 does not
state any specific ways of performing HARA, in general, techniques
that are used analyse threats by performing a brainstorm of possible
hazards, and use techniques such as FMEA and FTA1 to estimate the
risk of a hazard by looking at three areas:

severity The severity of the hazard, for example whether it is life-
threatening

exposure The exposure of the hazard or how likely it is that the
hazard occurs

controllability The controllability of the hazard, whether the
driver is capable of preventing the hazard by for example brak-
ing

Together, these areas determine an ASIL for that specific hazard.

Before continuing with existing safety and security methods, I take a
brief moment to highlight Automotive Safety Integrity Levels (ASILs)
and Evaluation Assurance Levels (EALs) that are often used or re-
ferred to in other methods.

SIL/ASIL

The basis of ASILs dates back to IEC 61508, the previously mentioned
ISO that concerns safety in all kinds of systems. In this IEC, Safety In-
tegrity Levels (SILs) are defined, which provides a normative method
for evaluating the safety of programmable electronic systems. It de-
fines the chance that a certain component might fail per use (in the
case it is used less than once a year) or per hour of use (if it is used
continuously). Table 8.2 shows the different probabilities per SIL. This
for example means that if a component receives a SIL4, on average, it
brakes down less than once in every 10.000 times.

With the introduction of ISO 26262 for the automotive industry,
these SILs were used for the definition of ASILs (Automotive Safety
Integrity Levels). However, in this standard, no exact probabilities
are given, but more general terms as reasonable or life-threatening. The
ASILs range from ASIL A to D, where ASIL D means a reasonable
possibility of causing a life-threatening or fatal injury, and ASIL A ei-
ther means a low probability, or a not life-threatening event. Beneath
ASIL A, there is also QM, which mean there is no safety relevance

1 Failure Mode and Effect Analysis (FMEA) and Fault Tree Analysis (FTA) are com-
monly used techniques in cyber physical systems to reason about the consequences
and risks of failures or faults in a system
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sil

probability of failure

on demand

probability of failure

per hour

1 > 10−2 to 10−1 > 10−6 to 10−5

2 > 10−3 to 10−2 > 10−7 to 10−6

3 > 10−4 to 10−3 > 10−8 to 10−7

4 6 10−4 6 10−8

Table 8.2: Failure rate for Safety Integrity Levels

to be considered and standard Quality Management processes are
sufficient. For the exact calculation of the ASIL, I refer to ISO 26262

[28].

EAL

Evaluation Assurance Levels (EALs) find their basis in IEC/ISO 15408

[26], also called the Common Criteria, a widely used standard for
computer security certification that is used in all kinds of computer
areas. The Common Criteria is a framework where functional and as-
surance requirements can be specified for the desired security level.
This means vendors can make claims on security attributes of their
product, and testing laboratories can evaluate these claims and prod-
ucts. These claims are in the form of EALs, where each higher level
provides additional assurance. Important to note is that where ASILs
say something about the safety of a product, EALs say something
about at what level a product has been tested. Each level in the EAL
stands for the following:

eal1 Functionally tested
eal2 Structurally tested
eal3 Methodically tested and checked
eal4 Methodically designed, tested and reviewed
eal5 Semiformally designed and tested
eal6 Semiformally verified design and tested
eal7 Formally verified design and tested

8.1.3 Cyber Risk Management Frameworks

Having looked at how automotive safety is ensured, we now take a
look at risk management frameworks that look at the security of ve-
hicles. Since this is a relatively new field, not many complete cyber
risk management frameworks have been proposed. However, since
quite some parallels are present with cyber risk management in other
areas, some frameworks, or slight alterations of frameworks, have
been proposed. This section will highlight two frameworks: an exten-
sion of ISO 26262, and a version of the NIST cyber risk management
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framework from the National Highway Traffic Safety Administration
(NHTSA).

8.1.3.1 ISO 26262 Extended

The first to extend ISO 26262 to include security aspects alongside the
safety design process are Burton et al. [8]. As can be seen in Figure
8.3, the normal development process, along with the already defined
safety activities, are extended with security activities. The idea behind
this framework is that analog to the normal Hazard Analysis and Risk
Assessment (HARA), a threat analysis is performed in the begin stage,
which results in security goals. In the next steps, these security and
safety goals should be used to make the system design.

Burton et al. however, do not provide any details on how such a
Threat Analysis should be performed, but only mention the use of
an attacker model in terms of motivation, skill level and available
equipment, and the use of misuse case [8].

Figure 8.3: ISO 26262 safety process extended with security activities,
adapted from [8]

8.1.3.2 NIST/NHTSA Risk Management Framework

Well known in the business world for cyber risk management is the
National Institute of Standards and Technology’s (NIST) Risk Man-
agement Framework [29]. The framework provides a disciplined and
structured way to integrate information security and risk manage-
ment activities into the development lifecycle. The framework includes
the six following steps and is graphically represented in Figure 8.4:

categorise the information systems and define criticality/sensitiv-
ity of the information system based on an impact analysis

select a set of baseline security controls and tailor or supplement
controls as needed based on a risk assessment

implement and describe the security controls using sound engi-
neering practises and apply security configuration settings
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assess the security controls to determine the control effectiveness.
i.e. are the controls implemented correctly, are they operating
as intended, and do they meet the security requirements of the
information system

authorise information systems operations based on a determina-
tion of risks to organisational operations and assets, individu-
als, other organisations, and the Nation, if the risk is deemed
acceptable

monitor the security controls continuously and reassess the con-
trol effectiveness, including reporting the security state to des-
ignated officials

CATEGORISE
Information System

SELECT
Security Controls

IMPLEMENT
Security Controls

ASSESS
Security Controls

AUTHORISE
Information System

MONITOR
Security State

Determine security control effectiveness 
(i.e., controls implemented correctly, 

operating as intended, meeting security 
requirements for information system

Implement security controls within 
enterprise architectures using sound 
systems engineering practices; apply 

security configuration settings

Select baseline security controls; apply 
tailoring guidance and supplement 

controls as needed  based on risk 
assessment

Define criticality/sensitivity of 
information system according to potential 

worst-case, adverse impact to mission/
business

Continuously track changes to the 
information systems that may affect 

security controls and reassess control 
effectiveness

Determine risk to organizational 
operations and assets, individuals, other 

organizations and the Nation; if 
acceptable, authorise operation

Starting Point

Security Life Cycle

Risk Management Framework

Figure 8.4: NIST Risk Management Framework, adapted from [29]

To be more suitable for the automotive industry, the NHTSA has re-
leased a modified version of this framework [46]. It is based on the
existing frameworks NIST SP 800-37, NIST SP 80-39, and NIST SP
800-30 and can be found in Figure 8.5. Some important differences
with the NIST Risk Management Framework is the removal of the
step Authorise, since it only applies to Federal IT systems, and not
vehicle control systems.

Next to this, they argue there is need for a step before categorisa-
tion that assesses the systems by means of a threat model and use
cases. This first step should focus on hostile cyber or physical attacks,
human errors, and natural and man-made disasters. For the hostile
attacks, organisation should provide a detailed characterisation of tac-
tics, techniques and procedures employed. With this in mind, experts
can identify a set of representative threat (mis)use cases that can be
graded on four possible areas: Privacy, Financial, Operational and
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CATEGORISE
Information System

SELECT
Security Controls

IMPLEMENT
Security Controls

ASSESS
Security Controls

ASSESS
Threat Model/
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MONITOR
Security State

Determine security control effectiveness 
(i.e., controls implemented correctly, 

operating as intended, meeting security 
requirements for information system

Implement security controls within 
enterprise architectures using sound 
systems engineering practices; apply 

security configuration settings

Select baseline security controls; apply 
tailoring guidance and supplement 

controls as needed  based on risk 
assessment

Define criticality/sensitivity of 
information system according to potential 

worst-case, adverse impact to mission/
business

Continuously track changes to the 
information systems that may affect 
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effectiveness

Starting Point

Security Life Cycle
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FIPS 199 / SP 800-60
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SP 800-53A

SP 800-137

SP 800-39

Figure 8.5: Modified NIST Risk Management Framework for the vehicle sec-
tor, adapted from [46]

Safety. The NHTSA however, does not provide any specific technolo-
gies to perform this step.

8.1.4 Threat Modelling

As explained in the previous sections, there exist some frameworks
that focus on dealing with cyber security risks in the automotive sec-
tor. However, these frameworks are still quite high level and do not
include any specifics on how certain steps in the framework should be
performed. This section looks at the step of creating a threat model as
described by both the NHTSA Risk Management Framework for the
Vehicle sector and the Extended version of ISO 26262. It is important
to note that the principle of threat modelling is not new, other areas
such as cyber physical systems have a longer history of using threat
models during the risk assessment. This section however, will focus
on academic proposals for threat models in the automotive industry
that often find their basis in existing threat models.

8.1.4.1 TARA

As described above, ISO 26262 contains a Hazard Analysis and Risk
Assessment process that is well-established. This process however, is
focused on hazards, and not completely suitable for threat analysis.
Ward, Ibara, and Ruddle therefore argue that these methods need
extension and adaptation to also be suitable for the cyber security do-
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main, and propose the Threat Analysis and Risk Assessment (TARA)
approach [69].

To this end, they propose extending the already existing severity
class with two more levels, because they argue that a cyber security
incident can influence multiple vehicles at the same time. Next to
this, they argue that security covers more areas than safety alone, and
therefore propose that the level of severity should also be measured
on non-safety related areas. This results in four areas of severity: Pri-
vacy, Financial, Operational and Safety

They also propose to incorporate the concept of attack potential
into the evaluation technique. The attack potential is a common con-
cept in ISO 18045, a methodology for evaluating IT security that is an
addition to ISO 15408 [26], or more commonly known as the Common
Criteria. The attack potential is measured on five aspects:

elapsed time The time needed to perform the attack
specialist expertise The needed knowledge to perform the at-

tack
system knowledge The needed knowledge of the system to per-

form the attack
window of opportunity The amount of access time to the sys-

tem that is needed to perform the attack
equipment The needed hardware or software that is required to

perform the attack

Finally, the Controllability, Severity and Attack probability are com-
bined as illustrated in Table 8.3 into a Risk Level that can be used to
prioritise risks.

control- severity attack probability

lability A1 A2 A3 A4 A5

C1

Ss1 R0 R1 R2 R3 R4

Ss1 R1 R2 R3 R4 R5

Ss2 R2 R3 R4 R5 R6

Ss3 R3 R4 R5 R6 R7

Table 8.3: Risk graph fragment for safety-related security threats, adopted
from [69]

8.1.4.2 SAHARA

Where TARA focuses on creating an analog process to the ISO 26262

HARA method, SAHARA focuses on expanding the HARA method
[45]. The Security-Aware Hazard and Risk Analysis (SAHARA), uses
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resources know-how threat level (t)

(r) (k) 0 1 2 3

0

0 0 3 4 4

1 0 2 3 4

2 0 1 2 3

1

0 0 2 3 4

1 0 1 2 3

2 0 0 1 2

2

0 0 1 2 3

1 0 0 1 2

2 0 0 0 1

3

0 0 0 1 2

1 0 0 0 1

2 0 0 0 1

Table 8.4: SecL Determination Matrix - ascertains the security level from R,
K, and T values, adapted from [45]

the STRIDE threat modelling approach to quantify threats of the Sys-
tem under Development. The found threats are than given an ASIL
on three different areas:

r - resources The required resources an attacker might need to
pose the threat

k - know-how The required knowledge an attacker might need to
pose the threat

t - (threat) criticality The criticality of the threat2

Macher et al. do provide some guidance and examples on how these
ASILs should be determined for each areas. For the exact determina-
tion of each level, I refer to their original paper [45].

The three ASILs combined determine the Security Level (SecL) of
a a certain threat that can be used to prioritise the found threats and
reason on where risks need to be mitigated. This determination ma-
trix can be found in Figure 8.4.

8.1.4.3 CHASSIS

The Combined Harm Assessment of Safety for Information Systems
(CHASSIS), is an approach for requirements engineering that has been
developed for cyber physical systems. Schmittner et al. however, ar-
gue it can also be applied to the automotive industry [59].

2 The reason C is not used for Criticality is because in ISO 26262, C is used to denote
Controllability
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The approach is as follows: first, functional requirements are de-
fined as a basis for elicitation of safety and security requirements.
These requirements are supported by Use Case Diagrams and Se-
quence Diagrams that describe users and functions. Secondly, a brain-
storming session is performed with safety and security experts com-
bined to identify possible misuses and misusers of the system with
help from the before created diagrams. These misuses are written
down, as well as translated into Sequence Diagrams so that potential
hazards, failures, threats, vulnerabilities and mitigation measures can
be identified.

8.1.4.4 SINA

The Security in Networked Automotive (SINA) was developed by Schmidt
et al. to make a security equivalent to the ISO 26262 HARA approach
[58].

Their approach is as follows: at first, data flows of the system
are modelled in Data Flow Diagrams (see section 8.1.1). Based on
these DFDs, possible threat are identified and classified, similar to
the STRIDE threat methodology. Schmidt et al. however, have created
other threat classes. For Data Flows, one should use: Creation, Modi-
fication, Eavesdropping, and Blocking. For Processes, Data Stores and
External Entities, one should use: Tampering, Denial of Service, and
Information Disclosure. Although Schmidt et al. use different names,
their classes map to the STRIDE classes as given in Table 8.53.

sina category stride category

Creation Spoofing Identity

Modification Tampering with Data

Eavesdropping Information Disclosure

Blocking Denial of Service

Tampering Tampering with Data

Denial of Service Denial of Service

Information Disclosure Information Disclosure

Table 8.5: SINA categories mapped to STRIDE categories

By checking every entity in the DFD against the relevant threat classes,
every threat should be found. Next, these threats are evaluated and
given a target ASIL, denoting how relevant they are. Finally, attack

3 Note that SINA does not offer a category that maps to repudiation. Although they do
not give a specific reason, we assume this is because repudiation is not yet something
that needs to be considered in an automotive setting. However, we believe that in the
future, this will definitely become important in for example logging mechanisms for
accidents and insurance.
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trees are built for the threats with the highest ASILs. Using these at-
tack trees, an expert can reason on where extra measures should be
taken to mitigate risks.

8.1.4.5 NHTSA Composite Modelling Approach

To cope with the increasing threat of cyber security in the automotive
industry, the National Highway Traffic Safety Administration started
a cyber security research program. One of their goals is to help the
automotive industry by creating a knowledge base and implementing
an industry-based best practises for cyber security.

In one of their publications, they investigate STRIDE, Trike, and
ASF to create their own composite threat model [47]. Their model
consists of two phases and a few steps:

1. Identify critical applications/systems

a) Application/system decomposition

i. Create interconnection drawings

ii. Create high level data flow diagrams

2. Determination and analysis of threats

a) Threat identification

b) Threat analysis

i. Drawing review

ii. Use case development

iii. Vehicle threat matrix development and population

Identify Critical Applications/Systems

In the first phase, the model focuses on creating an understanding of
the system. At first, critical applications or subsystems are identified
(e.g. the brake or powertrain). These are components, that if compro-
mised maliciously, could results in serious safety concerns. Next, for
each of these systems, a complete interconnection drawing is created
containing the following elements:

1. All relevant on-board components and systems
2. External interface connections
3. Data entry/exit points
4. Data types

Finally, a High level data flow drawing should be created that visually
represent the data flows within this system. These two drawings will
serve as a basis for phase two.
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Determination and Analysis of Threats

In the seconds phase, the model focuses on identifying possible threats
and analysing them. First, the threats need to be identified, however,
the NHTSA does not propose any concrete way of doing this.

Secondly, the threats are analysed by reviewing the drawings. Typ-
ical questions in this analysis include: "What data paths are critical
for the system?" and "What physical and wireless entry points can
connect the vehicle to an external source?"

This analysis is used to create use cases, together with information
about how an attacker can exploit a certain threat by looking at the
following areas:

1. Entry Point
2. Access Method
3. Types of Attack
4. Outcome of the attack

Finally, these use cases are aggregated and used to populate a vehicle
threat matrix which given time, will contain an extensive list possible
(mis)use cases.

8.2 chapter summary

This chapter set out to answer research question three:

What is a threat model for selected functions within vehi-
cles in 5 to 10 years’ time for a general IT architecture?

To this end, we looked at the relevant literature and an expert in-
terview. We have found that automotive manufacturers have had a
rich history in making their products safe by using standardised tech-
niques such as ISO 26262. However, these techniques have not been
designed to incorporate security related safety in the design process.
To be able to cope with these kind of threats, some frameworks such
as an extension of ISO 26262 or the NHTSA’s modified version of the
NIST Risk Management Framework have been designed that do in-
corporate threat models and security objectives in the design process.
These frameworks however, do not include any specifics on how such
threat analyses should be performed.

Some literature can be found that does focus on building such
threat models. Many of these models focus on getting a complete
overview of the system under development. This is an important
step, since it helps in creating an understanding of the possible con-
sequences of certain threats, however small they may seem at first.

Next to this, the introduction of other classes of severity than safety
illustrates what different kind of impact IT systems may have in a
vehicle. Possible threats no longer only concern safety, but privacy,
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operational, or financial consequences as well. As is the same in ISO
26262, it is also important to keep classifying threats on the ability to
control them. Some threats, for example one that focuses on changing
the set value of the cruise control, can be overridden by hitting the
brakes. Although the consequences of setting the cruise control value
to 300 km/h could be catastrophic, it is one that is easily controlled.

Microsoft’s STRIDE threat modelling technique is already well known
in the security industry and widely used to identify threats. The in-
troduction of STRIDE in the automotive industry to secure vehicles
therefore isn’t strange. The threat modelling technique helps in rea-
soning about all categories of possible threats for all aspects of a sys-
tem, making it a very exahustive way of identifying threats. However,
as with all threat modelling techniques, the more time is used to iden-
tify possible threats, the more you will find.

It is however, also important to note that many of these threat mod-
elling techniques for the automotive industry are very attacker centric.
After focusing on potential threats, many models focus on how these
threats can be exploited. The biggest concern with this approach is
that the system is considered to be secure from the start and cannot
be altered other than via entry points in the system. Modern day ve-
hicles however, consist of many different ECUs from many different
vendors, some of which can easily be flashed before being put in the
vehicle. Already in the manufacturing phase, vehicles can be compro-
mised without the manufacturer knowing.

Even after manufacturing, many vehicles visit garages and become
connected to after market equipment that cannot easily be controlled.
Making a claim that the vehicle is 100% secure to begin with, is there-
fore hard to make. Attacks such as Stuxnet have even shown that
even if the system is air-gapped from any other system, it can still be
compromised [39].

Lastly, some techniques require the making of Data Flow Diagrams,
which can be a cumbersome process, and contain many elements that
vehicles often do not have. Systems within vehicles are more about
exchanging information, and less about storing confidential informa-
tion, making them different from common IT systems.
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P R O P O S E D T H R E AT M O D E L

Knowledge Question 3:

What is a threat model for selected functions within vehicles in 5 to 10
years’ time for a general IT architecture?

Having looked at the state of the art of threat modelling techniques,
this chapter will propose a composite threat model that focuses on
getting a complete image of the system under consideration, apply
this model to selected future functionality use cases, and validate the
this model by interviewing a subject matter expert.

To this end, section 9.1 will first provide the first version of our
composite threat model as used in the validation phase. Then, sec-
tion 9.2 will apply this model to some selected use cases to provide
a better understanding of how the model works, and to identify pos-
sible threats in future functionality. Section 9.3 will then validate the
composite threat model by means of an expert interview. Finally, sec-
tion 9.4 will provide the improved version of step 2b of the composite
threat model. The final version of the composite threat model can also
be found in Appendix E.

9.1 composite threat model

As described in chapter 8.2, some threat modelling techniques already
exist specifically for the automotive industry. However, these mod-
els are focused on what attack paths an attacker might use, and do
not consider the system to have been breached already. We therefore
propose a novel composite threat model that focuses on identifying
all possible threats under the assumption that the system is already
breached.

The composite threat model consists of three steps. In step 0, all
critical applications and systems should be identified.

Then for each identified critical application and system, step 1; the
applications and systems are decomposed to get a complete overview
and understanding of the system, and step 2; threats are identified
and analysed to determine their consequences. These steps are as
follows:

65



66 proposed threat model

0. Identification of critical applications/systems
For all identified applications and systems:

1. Decomposition of the application/system

a) Create interconnections drawing of the vehicle

b) Create high level flows in interconnections drawing

2. Identification and analysis of threats

a) Threat identification using STRIDE

b) Determination of severity of threats

Please note that these steps are part of the modified NIST and NHTSA
Risk Management Framework as given in chapter 8.1.3. These steps
are visually described in Figure 9.1 and will be further explained in
the coming sections.

Step 2:
Threat Identification 

and Analysis

Step 1: 
System 

Decomposition

Select Security 
Goals/Controls

Assess:
Threat Analysis

Select Security 
Goals/Controls

Implement 
Security Controls

Assess 
Security Controls

Monitor 
Security State

Figure 9.1: Composite Threat Model Steps as part of the NIST framework

Step 0: Identification of Critical Applications/Systems

For a complete overview of the vehicle, all critical applications or
systems need to be identified and further investigated. However, ap-
plications that are deemed critical are more likely to result in serious
threats, and could be investigated first when short on time. This step
is therefore referred to as step 0, and could be skipped if all applica-
tions or systems are analysed anyway.

A critical application or system is in this sense, a function that if
compromised maliciously, could result in serious consequences, ei-
ther safety related, or in other ways.

Step 1: Decomposition of the Application/System

The goal of the first step is to get a complete overview of the appli-
cation/system and its components. To this end, the decomposition
of the application/system takes place in two steps: first, a complete
interconnection drawing is created containing the following compo-
nents:
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• All (relevant) components, subsystems and buses: Identify all
components that are connected to the system under considera-
tion

• External connections: identify any external connections the sys-
tem such as via WiFi, OBD-II, Bluetooth or 3G

• Data types: identify safety levels for data in components and on
buses. Especially note systems and buses where a safety level
tradeoff is present such as gateways

Note that for one vehicle model, such a decomposition can be made
once and used for all relevant applications and sub systems. One may
ignore irrelevant modules if not applicable for a certain application
or system.

In the second step, high level data flows should be identified and
added to the interconnection drawing, considering what data flows
from which component to what other component.

Step 2: Identification and Analysis of Threats

Using the drawings from the previous phase, threats are identified
and further analysed. This is again done in two steps.

a) Threat identification using STRIDE

During the first step, all threats are identified using the STRIDE threat
modelling technique. This means that for each ECU, data flow and ex-
ternal entity from the interconnections drawing, the relevant STRIDE
classes are used to identify possible threats, resulting in a list of
threats for all components of the system where each STRIDE class
is applied to each element as according to Table 9.1. This table is a
modified version of Table 8.1, where it has been made suitable for
our interconnections drawing. This means that the data stores have
been removed, and processes have been replaced by ECUs, that have
similar functions.

element s t r i d e

ECU x x x x x x

Data Flow x x x

External Entity x x

Table 9.1: STRIDE categories mapped on Interconnection drawing elements
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b) Determination of severity of threats

In the second step1, each entry in the list from the previous step is
evaluated on two subjects: Severity and Controllability. For Severity,
a distinction is made on four different areas: Safety, Operational, Pri-
vacy, and Financial.

To determine these classes, one must consider what would happen
if the threat occurs. For example, in the case of a data flow and Denial
of Service one needs to consider what would happen if the data flow
is denied, and doesn’t arrive at the next ECU. Would the vehicle for
example crash? Will the driver notice? Does any sensitive data leak?
Can he control the consequences somewhat? etc. Normally, such a de-
termination should be done by a small group of experts, to get some
discussions going on the consequences and improve the analysis, but
could be done by a single person.

To determine the severity of these classes, one must use the classi-
fication from Ward, Ibara, and Ruddle [69] as a guideline as can be
found in Table 9.3. As can be seen, Ward, Ibara, and Ruddle provide
a clear distinction between consequences for one or multiple vehicles.
For example, if certain messages that are shared between vehicles can
be tampered with, the consequences could be greater than if only one
message within a vehicle is tampered with.

Similar to the Severity classes, ISO 26262 provides a description for
calculating the Controllability level [28], which is supplemented with
another two classes by the MISRA standard [15]. This creates levels
as described in Table 9.2.

controllability

level description

0 Controllable in general

1 Simply controllable

2 Normally controllable (most drivers could act to prevent
injury)

3 Difficult to control or uncontrollable

4 Genuinely uncontrollable

Table 9.2: Controllability Level determination

1 Please note that in the validation, this step has changed somewhat, and an improved
version can be found in section 9.4
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safety operational

level description level description

0 No injuries 0 No impact on operational per-
formance

1 Light or moderate injuries 1 Impact not discernible to
driver

2 Severe and life-threatening in-
juries (survival probable) or
light or moderate injuries for
multiple vehicles

2 Driver aware of performance
degradation or Indiscernible
impacts for multiple vehicles

3 Life-threatening injuries (sur-
vival uncertain) or fatal in-
juries or Severe injuries for
multiple vehicles

3 Significant impact on perfor-
mance or Noticeable impact
for multiple vehicles

4 Life-threatening or fatal in-
juries for multiple vehicles

4 Significant impact for multiple
vehicles

privacy financial

level description level description

0 No unauthorised access to
data

0 No financial loss

1 Anonymous data only (nei-
ther specific driver not vehicle
data)

1 Low-level loss ($10)

2 Identification of vehicle or
driver or anonymous data for
multiple vehicles

2 Moderate loss ($100) or low
losses for multiple vehicles

3 Driver or vehicle tracking or
identification of driver or vehi-
cle for multiple vehicles

3 Heavy loss ($1000) or moder-
ate losses for multiple vehicles

4 Driver or vehicle tracking for
multiple vehicles

4 Heavy losses for multiple vehi-
cles

Table 9.3: Severity Level determination for Safety, Operational, Privacy and
Financial

Using the Severity and Controllability classes, one can determine or
calculate a threat level such as via:

Threat = wsS+woO+wpP+wfF+wcC

where classes are weighted according to how important a company
might find the class. If it for example considers safety ten times more
important than operational, it can give the safety class a weight of
ten.
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Important to note is that the exact calculation or determination of
the threat level is highly dependent on wishes of the company. One
can use the above calculation, or use a determination matrix as given
in Table 8.3 or 8.4.

Example

Table 9.4 provides an example of the determination of Controllability
and Severity levels for one data flow for a throttle message. Since it
is a data flow, we only need to consider the Tampering with Data,
Information Disclosure, and Denial of Service classes from STRIDE.
For these relevant STRIDE classes for this data flow, the possible con-
sequences are determined. For example, tampering with the throttle
message could result in a serious safety concern where survival is
questionable. However, most drivers could prevent a crash by hitting
the brakes and killing the engine, resulting in the classes as given in
Table 9.4.

element stride severity control-

class s o p f lability

Throttle message

T 3 0 0 0 2

I 0 0 3 0 0

D 2 0 0 0 2

Table 9.4: Example of result of final step

9.2 use cases

To get a better feeling on how the composite threat model works,
we provide two use cases of possible future systems, as described
in chapter 6: Predictive Cruise Control and Emergency Brake Light.
We chose these systems because together they cover many different
aspects of vehicular systems. The Predictive Cruise Control is a com-
plex system over multiple buses that combines a cyber physical aspect
with information from the internet, and the Emergency Brake Light
is a Vehicle-2-vehicle use cases where information is shared between
vehicles and acted upon.

The first use case will be explain the steps in a bit more detail to
better understand its working. The last use case will show the system
applied to both a modern day vehicle, and a vehicle as if it were
secured such as suggested by the EVITA project. Please note that
since we have already identified these two use cases to use, step 0 of
the model will be skipped.
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9.2.1 Predictive Cruise Control

The first use case is Predictive Cruise Control as already explained in
chapter 6.2. The idea behind this system is to combine map data and
knowledge about what the road looks like ahead to adjust the speed
of the vehicle to safe fuel and for example build up momentum for
climbing up a hill.

In the design of this system, some assumptions have been made as
to the exact working of the system, since no public data is available.
However, a major part is taken from the result of a brainstorm session
from the Software System Safety Working group organised by MIT
that includes specialists from Ford. Although this does not give a
detailed explanation of how Predictive Cruise Control works, it does
provide a good basis [20].

The system works as follows: the navigation controller sends infor-
mation about the upcoming few kilometres to the cruise control mod-
ule, which uses this information, together with information from the
Radar or LIDAR sensor, to control the engine and the brakes via the
Engine Control Module and the Brake Control Module. The system
can be turned on or off via buttons on the instrument cluster, and
overridden by using the gas or brake pedal.

To extend this example somewhat, the over-the-air updating of the
map information in the Navigation Controller has been added. Al-
though these updates are also important for other applications, and
should be handled separately, it has been added in this example to
provide an insight in the connections of the vehicle with other enti-
ties.

Step 1: Decomposition of the Application/System

The first step of the composite threat model is to get a complete
overview of the system by creating an interconnections drawing of
the vehicle including all relevant components, external connections,
and data types. This drawing is supplemented by high level data
flows. The result of this step can be found in Figure 9.2. As can be
seen, updates are forwarded to the Navigation Controller, that uses
this map information to tell the Cruise Control module about heads
up information. The Cruise Control Module uses this information to,
depending on the current speed and the vehicle in front, speed up or
slow down. For simplicity, all data flows and components have been
numbered to refer to later.

Step 2: Identification and Analysis of Threats

In the second step, threats in the application/system are identified
and analysed. This is done by applying the relevant STRIDE cate-
gories on each element in the interconnections drawing, and analysing



72 proposed threat model

Gateway/ZGM/
J533/OBD-II

Powertrain-CAN

Drivetrain-, CAN or 
FlexRay

Comfort-CAN

Comfort-CAN 2MOST

LIN

Telematics module

Engine Control 
Module

Brake Control 
Module

Navigation 
Controller

Media module

Cruise Control 
Module

Instrument 
Cluster

1.1: OTA update

2.1: Map update

3.1: Heads up info

4.1: Heads up info2

5.1: Target speed

5.2: Brake request6.1: Vehicle speed

8.1: CC settings

1: Servers

2

3

4

5

6

7

8

Brake 
actuator

Wheel speed 
sensor

Brake pedal 
sensor

Radar/
LIDAR11.1: Wheel speed info

12.1: Brake signal

9.1: Radar/lidar info

10.1: Brake pedal info

11 12

9

10

8.2: CC settings2

Figure 9.2: Interconnections drawing including high level data flows for Pre-
dictive Cruise Control

these threats for the Controllability and Severity classes. Ideally, a
small group of experts should reason about this analysis to get a dis-
cussion going on the possible consequences. The result of this step
can be found in Tables 9.5 and 9.6.

We will not discuss every item on the list, but give one example.
Looking at the Brake Request message (Nr 5.2), we see that if the
message is tampered with, the braking force that the Brake Control
Module will use can be changed, to either braking too hard, or brak-
ing too soft. This could have possibly fatal consequences, and hence
receives a level 3 Safety score.

Note that ideally, one would add a column in this table containing
comments on why certain levels have been chosen. However, that
does not fit onto this page, but a full threat list including comments
can be found in Appendix D.

Also important to note is that specific modules and communica-
tion protocols always need a more detailed analysis if you want more
specific threats. For example, to see if the OTA-update (nr 1.1) can
be tampered with, you would need to know the details of the proto-
col. Still, the model provides a good idea about which modules are
important to look at and secure, because certain consequences are
higher.
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nr element stride severity control-

class s o p f lability

1 Cloud S 2 2 0 0 1

1.1 OTA-update T 2 2 0 0 0

I

D 0 2 0 0 0

2 Telematics Module STRIDE 1 2 0 0 1

2.1 Map update T 1 2 0 0 0

I

D 0 2 0 0 0

3 Navigation Controller STRIDE 1 3 3 0 1

3.1 Heads up information T 1 3 0 0 1

I 0 0 3 0 4

D 0 1 0 0 0

4 Gateway STRIDE 1 3 3 0 1

4.1 Heads up information 2 T 1 3 0 0 1

I 0 0 3 0 4

D 0 1 0 0 0

5 Cruise Control Module STRIDE 3 2 3 0 3

5.1 Target speed T 3 3 0 0 1

I 0 0 1 0 4

D 3 3 0 0 1

5.2 Brake Request T 3 0 0 0 3

I

D 3 0 0 0 1

6 BCM STRIDE 3 0 1 0 4

6.1 Vehicle Speed T 3 0 0 0 2

I 0 0 1 0 4

D 3 0 0 0 2

7 ECM STRIDE 3 0 1 0 2

8 Instrument Cluster STRIDE 2 2 0 0 2

8.1 CC settings T 2 2 0 0 2

I

D 2 2 0 0 2

Table 9.5: Threat list with determination of severity for Predictive Cruise
Control
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nr element stride severity control-

class s o p f lability

9 Radar/Lidar Sensor* STRIDE 3 2 0 0 3

9.1 Radar/Lidar Info* T 3 2 0 0 3

I 0 0 1 0 4

D 3 2 0 0 3

10 Brake pedal sensor* STRIDE 3 0 0 0 4

10.1 Brake pedal info* T 3 0 0 0 4

I

D 3 0 0 0 4

11 Wheel speed sensors* STRIDE 2 2 1 0 2

11.1 Wheel speed info* T 2 2 0 0 2

I 0 0 1 0 4

D 2 2 0 0 2

12 Brake actuator* STRIDE 3 0 0 0 4

12.1 Brake signal* T 3 0 0 0 4

I

D 3 0 0 0 4

Table 9.6: Threat list with determination of severity for Predictive Cruise
Control, continued. *Threat requires physical access

9.2.2 Emergency Brake Light

The Emergency Brake Light, is, as described in chapter 6.1, a Day-
One use case for Cooperative Functionality. The idea behind it is that
vehicles share messages when a vehicle suddenly brakes. Especially
in dense driving situations such as on a highway, where the driver
has a decreased line of visibility, the driver can be warned by this sys-
tem before he notices the braking himself. In future applications, the
vehicle might decide to brake as well, without interference from the
driver. Although this is not part of the system yet, this functionality
has been added in this use case as means of illustration.

The system roughly works as follows: if a vehicle brakes hard, the
vehicle decides to broadcast the emergency brake light message to
other vehicles via the On Board Unit. Another vehicle notices this
message, and forwards a emergency brake light message to the in-
strument cluster to display the message to the driver. In future appli-
cations, the On Board Unit may also send a brake request to the BCM
to start braking itself.

Again, some assumptions have been made in the extend to how
this systems might be implemented, since it is not used yet. The next
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part will first apply the model to this Emergency Brake Light system
as if it would be implemented in a modern day vehicle. Then, in the
second part, the model will be applied to the system as if it would be
implemented in a vehicle that has been secured as suggested by the
EVITA project, as described in chapter 7.5.

9.2.2.1 A Modern Day Vehicle

Decomposition of the Application/System

The result of the decomposition step can be found in Figure 9.3. As
can be seen, the system is pretty straightforward. The Emergency
Brake Light message is forwarded via other modules to the instru-
ment cluster that displays a message to the driver, who can decide to
brake.
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Figure 9.3: Interconnections drawing including high level data flows for
Emergency Brake Light for a modern day vehicle

Identification and Analysis of Threats

Similar to the other use cases, STRIDE is applied to all elements of
the interconnections drawing. The results can be found in Table 9.7.

As can be seen, since the CAN buses on both vehicles are not se-
cured, messages can easily be tampered with, or modules spoofed. If
this happens on the first vehicle, the Emergency Brake Light message
will be broadcasted to multiple vehicles, causing potentially fatal con-
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sequences for multiple vehicles, even though the OBUs communicate
securely by use of an HSM.

Also note that since the message is forwarded by multiple mod-
ules, every module is a possible threat in the system. Message 4.1 for
example, that is created by the Gateway, is not yet properly signed,
meaning the gateway can be spoofed by any module on the Comfort-
CAN 2.

This use case shows that current vehicles are not yet properly se-
cured for cooperative functionality of vehicles.

nr element stride severity control-

class s o p f lability

1 Brake Control Module STRIDE 4 3 0 0 4

1.1 Emergency Brake Light T 4 3 0 0 4

I 0 0 0 0 0

D 4 3 0 0 3

2 On Board Unit STRIDE 4 3 0 0 3

2.1 Emergency Brake Light T 0 0 0 0 0

I 0 0 1 0 0

D 4 3 0 0 3

3 On Board Unit STRIDE 3 3 0 0 3

3.1 Emergency Brake Request T 3 3 0 0 3

I 0 0 0 0 0

D 3 0 0 0 3

3.2 Emergency Brake Light T 3 3 0 0 3

I 0 0 1 0 0

D 3 0 0 0 3

4 Gateway STRIDE 3 3 0 0 3

4.1 Emergency Brake Light T 3 3 0 0 3

I 0 0 0 0 0

D 3 3 0 0 3

5 Instrument Cluster STRIDE 3 3 0 0 3

6 Brake Control Module STRIDE 3 3 0 0 4

Table 9.7: Threat list with determination of severity for Emergency Brake
Light for a modern day vehicle
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9.2.2.2 An EVITA Secured Vehicle

Having looked at how the Emergency Brake Light would function in
a modern day vehicle, we now take a look at how it would work in
a newer vehicle that has incorporated security measures as described
in the EVITA project.

In the EVITA project, they argue that security between vehicles can
not be secure, unless the communication within the vehicle is also
secure, something that is supported by our findings in the previous
part. They therefore designed the use of HSMs for secure communi-
cation between modules. For details, we refer back to chapter 7.5.

It is important to note that EVITA does not propose any specific
architectures or communication channels one should use, but rather
places the secure communications on top of it. In their examples, they
however often use Ethernet as communication network. This example
therefore uses Ethernet as well.

Decomposition of the Application/System

The result of the decomposition step can be found in Figure 9.4 and
is quite similar to the previous part for the modern day vehicle. An
important difference is that each module contains a HSM and com-
munications between modules is signed.
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Figure 9.4: Interconnections drawing including high level data flows for
Emergency Brake Light for an EVITA secured vehicle
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Identification and Analysis of Threats

Similar to the other use cases, STRIDE is applied to all elements of
the interconnections drawing. The results can be found in Table 9.8.

nr element stride severity control-

class s o p f lability

1 Brake Control Module STRIDE 4 3 0 0 4

1.1 Emergency brake light T 0 0 0 0 0

I 0 0 0 0 0

D 4 3 0 0 3

2 On Board Unit STRIDE 4 3 0 0 3

2.1 Emergency Brake Light T 0 0 0 0 0

I 0 0 1 0 0

D 4 3 0 0 3

3 On Board Unit STRIDE 3 3 0 0 3

3.1 Emergency Brake Request T 0 0 0 0 0

I 0 0 0 0 0

D 3 0 0 0 3

3.2 Emergency Brake Light T 0 0 0 0 0

I 0 0 0 0 0

D 3 0 0 0 3

4 Gateway STRIDE 3 3 0 0 3

4.1 Emergency Brake Light T 0 0 0 0 0

I 0 0 0 0 0

D 3 3 0 0 3

5 Instrument Cluster STRIDE 3 3 0 0 3

6 Brake Control Module STRIDE 3 3 0 0 4

Table 9.8: Threat list with determination of severity for Emergency Brake
Light for an EVITA secured vehicle

Notice the difference between the EVITA secure vehicle and the mod-
ern day vehicle. Since messages are now signed and encrypted, mod-
ules can no longer be spoofed by other modules on the bus, or tam-
pered with. However, other threats do still exist. For example, con-
trolling a module still gives the possibility to tamper with or spoof
messages. Next to this, Denial of Service attacks are still possible,
meaning that the arrival of fatal messages such as the Emergency
Brake Request cannot be guaranteed.

It is also no longer possible to simple add or replace a module on
a bus, since it would need proper keys to sign a message. However,
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being able to hack or flash a module does again give access to the
necessary keys.

9.3 validation

To validate the composite threat model as described in section 9.1, we
conduct a validation interview. This interview focuses on two topics:
getting an overview of the state of the art at the company of the
interviewee, and validating our composite threat model.

The first part of the interview consists of an open interview to get a
better understanding of what kind of techniques the interviewee has
already worked with, and what kind of threats the company deems
most important.

The second part of the interview consists of an introduction to the
composite threat model and validating it on three different topics:

completeness Does the model identify all important threats?
focus Does the model focus on the threats that are most important?
workability Is the model workable in practice?

The interview is conducted in a semi-structured way by asking open
ended questions, allowing the interviewee to focus on areas where
he/she wants to go in-depth. Partial transcriptions are made during
the interview and the interviewee is given the option to review the
summary to ensure no confidential information is disclosed and the
summary resembles the interview.

The following part gives a summary of the finding of the interview
on these three topics. Section 9.4 then provides an improved version
of the composite threat model based on this feedback.

9.3.1 Cyber Security Systems Architect of a European Truck Manufacturer

The expert interviewed was a cyber security systems architect at a
major European truck manufacturer that has worked at the company
for quite some time. A summary of the whole interview can be found
in Appendix C. This section briefly discusses the main findings.

State of the Art

The expert revealed that many aspects that we have seen at other
vehicle manufacturers are also present in this company. There are
hardly any standard risk management techniques used, but rather
a mix of techniques that best suits that particular system, such as
described in SAE J3061 [30]. Security it often not yet considered much
in the design process, and the company still focuses a lot on safety.
Some techniques that they do use, or have looked at, are the STRIDE
threat modelling technique and the HEAVENS project [33].
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The expert also revealed that their security team does not deem one
area of threats the most important. Some examples of threats they are
considering are theft, criminal hacking, or being liable if a client for
example tunes his engine. However, in the rest of the company, safety
is still considered to be an important focus area, because it has been
around for some time and is more tangible.

Feedback on Composite Threat Model

Since the expert is already quite known with the STRIDE threat mod-
elling technique, he agreed that our composite threat model will be
very complete. He does however, also believe that the STRIDE threat
modelling tool gives back too many possible threats, even the ones
that are evidently mitigated. Since our composite threat model al-
ready discards non-relevant classes, this number of irrelevant threats
is reduced somewhat. That is good, but it would also help a great
deal if a good tool can automatically discard these kinds of irrelevant
threats by for example supporting authenticated data flows.

Noteworthy however, is that by looking at some real-life examples,
the interviewee has identified some hardware related threats that
would not be identified by our composite threat model, since it is
designed to look at the system from a high level.

The expert was also positive about the concept of having differ-
ent severity classes: Safety, Operational, Privacy, and Financial. It pro-
vides an important sense that not only safety should be considered
when designing a system. For example, under the new Data Privacy
Regulation, companies can be fined up to 4% of their worldwide
turnover if certain privacy sensitive data is leaked. Also important
to note here is that it should be clear in what class a threat belongs. It
can become unclear if for example a threat has operational and finan-
cial consequences and is mitigated, whether both consequences are
mitigated, or only one of the two.

On the Controllability class however, the expert had a mixed opin-
ion. Although it is interesting to add, since indeed some safety related
consequences can be controlled, it can also give a false sense of secu-
rity in its present form. Privacy related consequences for example is
not something that can be controlled by the driver. The composite
threat model has no good way of coping with this yet.

The expert also noted that weighting the the severity classes in cal-
culating the threat level is a good idea, but he would propose already
weighting the levels within the severity classes to have even more con-
trol. A company could in that way for example say that Safety 1 and
Safety 2 are still not very important, but from Safety 3 onwards, it is.

Lastly, the expert noted that it would be a good idea to be able
to present the threats in a simple and sellable way so that they can
be better understood by management, for example by introducing a
red/orange/green scale.
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9.3.2 Summary

In short, we notice that the expert agrees with most steps from the
model. Since step 1 and step 2a are already quite similar to what the
expert uses in everyday life, he is quite used to those steps. The only
addition in step 2a is to have a good workable tool that can be used to
create the diagram, however this tool is out-of-scope for this research.

Aspects that do need to change are:

1. The Controllability class should not apply for Operational, Pri-
vacy, or Financial classes

2. It should be clearer what happens with a threat if it is mitigated
when it has multiple consequences

3. The levels within the Severity classes should also have weights
4. The outcomes of the model should be more ’sellable’ to man-

agement

9.4 improved composite threat model

As explained above, the improvements on the composite threat model
all lie in step 2b) the determination of the severity of threats. This sec-
tion describes a new improved step 2b as is must replace the step
in the composite threat model, and is based on the feedback as dis-
cussed before.

Determination of Severity of Threats

In the second step, each entry in the list from step 2a is evaluated on
the consequences in Severity. For Severity, a distinction is made be-
tween Safety, Operational, Privacy and Financial consequences, where
in the analysis of Safety, on should also consider how Controllable the
threat is.

To determine these classes, one must consider what would happen
if the threat occurs. For example, in the case for a data flow and
Denial of Service, one needs to consider what would happen if the
data flow is denied, and doesn’t arrive at the next ECU. Would the
vehicle for example crash? Will the driver notice? Does any sensitive
data leak? Can he control the consequences somewhat? etc. Normally,
such a determination should be done by a small group of experts, to
get some discussions going on the consequences and improve the
analysis, but could be done by a single person.

To determine the severity of these classes, one must use the classi-
fication from Ward, Ibara, and Ruddle [69] as a guideline as can be
found in Table 9.3. As can be seen, Ward, Ibara, and Ruddle provide
a clear distinction between consequences for one or multiple vehicles.
For example, if certain messages that are shared between vehicles can
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be tampered with, the consequences could be greater than if only one
message within a vehicle is tampered with.

Similar to the Severity classes, ISO 26262 provides a description for
calculating the Controllability level [28], which is supplemented with
another two classes by the MISRA standard [15]. This creates levels
as described in Table 9.2.

The levels of these classes can be used to determine a single threat
level. To make sure that a company can determine which kind of
threats, and what kind of threat levels it deems most important, it is
possible to weight the classes and levels. An example of how levels
are weighted within a Severity class is is given in Table 9.9.

level description weight

0 No injuries 0

1 Light or moderate injuries 2

2 Severe and life-threatening injuries (survival
probable) or light or moderate injuries for mul-
tiple vehicles

10

3 Life-threatening injuries (survival uncertain) or
fatal injuries or Severe injuries for multiple ve-
hicles

15

4 Life-threatening or fatal injuries for multiple ve-
hicles

20

Table 9.9: Example on how different Safety levels may be weighted within
classes

Using these weighted levels, one can determine or calculate a threat
level such as via:

Threat =(Sweighted ×Cweighted) +Oweighted + Pweighted

+ Fweighted

Or for clarity, one could also weight the classes as well2:

Threat =(wsSweighted ×wcCweighted) +woOweighted

+wpPweighted +wfFweighted

Important to note that is the exact calculation or determination of the
threat level is highly dependent on wishes of the company. One can
use the above calculation, or use a determination matrix as given in
Table 8.3 or 8.4.

2 Please note that for clarity, the different classes can still have weights, but this is
implicitly included when weighting individual levels: one could weight levels within
the Safety class ten times higher than in the Operational class
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9.5 chapter summary

This chapter, together with chapter 8 set out to answer research ques-
tion three:

What is a threat model for selected functions within vehi-
cles in 5 to 10 years’ time for a general IT architecture?

Where chapter 8 has given an overview of already existing automo-
tive risk management and threat modelling techniques, this chapter
focused on designing a composite threat model that focuses on iden-
tifying all possible threats under the assumption that the system is
already breached.

To this end, our composite threat model consists of two steps. The
first focuses on getting an overview of the system by creating an in-
terconnections drawing with high level data flows. By doing so, all
relevant components and data flows are identified, creating a com-
plete overview and understanding of the system. Next, this drawing
is used to get an extensive list of possible threats by applying the
STRIDE threat modelling technique and analysing these threats on
Severity: how bad are the consequences of the threat, and Controlla-
bility: how controllable is the threat. This process is visually described
in Figure 9.5.

Threat Identification 
and Analysis

 Create Interconnections Drawing

 Create High Level Data Flows

System 
Decomposition

Select Security 
Goals/Controls

 Identify Threats using STRIDE

 Determine Severity of Threats

Figure 9.5: Composite Threat Model Steps

We further provide three use cases based on the future functional-
ity and the European general IT architecture from chapters 6 and
7, where we apply our composite threat model to. These use cases
show that modern day vehicles are not yet secure for future function-
ality. The Predictive Cruise Control use case for example shows how
threats on less critical parts of the system van still have Safety conse-
quences. And the Emergency Brake Light use case shows that cooper-
ative functionality, even though the communication between vehicles
is secured, is still susceptible to threats in a modern day vehicle, sup-
porting the claim from the EVITA project that secure communication
between vehicles requires secure communication within vehicles. Fi-
nally, the use cases have also shown that even in an EVITA secured
vehicle, threats still exist.

Lastly, we interviewed an expert from the field to validate our com-
posite threat model. In short, the expert agreed with most of the steps
from our model, finding it very complete and giving good focus on
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threats that are most important with the introduction of different
Severity classes. The expert did provide feedback on some aspects.
The Controllability should only apply for the Safety class, and not for
the other Severity classes, since Privacy for example, is not control-
lable by the driver. Next to this, the expert suggested weighting the
levels within the Severity classes to give a company even more con-
trol over what kind of threats it deems most important or acceptable.
A new version of this step is given in section 9.4.
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C O N C L U S I O N

This thesis set out to answer the problem statement: how to design
a framework to help a security expert at a vehicle manufacturer to
control threats and risks for future functionality in a vehicle.

This problem statement was phrased in the following main re-
search question:

What could be a suitable framework that helps a security
expert within a vehicle manufacturer to control threats
and risks for the vehicle of the future?

that has been divided into the following knowledge questions:

1. What functionality will be present in vehicles in five to ten years’
time?

2. What will a general IT architecture in a vehicle look like?

a) What are the attack surfaces within this architecture?

3. What is a threat model for selected functions within vehicles in
5 to 10 years’ time for a general IT architecture?

This chapter will first briefly discuss the answers to the subquestions
as addressed in previous chapters, and explain why we have created
a new composite threat model. After which we will conclude with
some remarks on our threat model.

Firstly, we identified a trend towards more and more complex func-
tions where vehicles are increasingly taking over critical functions
from the driver, such as parking assistance and lane keeping assis-
tance. Often, these functions are accompanied by an increased infor-
mation exchange both between vehicles, as well as with entities on
the internet.

Secondly, we identified an increase of complexity inside the vehicle.
More and more IT is being integrated, introducing many more Elec-
tronic Control Units (ECUs) as well as connections between ECUs. As
a consequence, many ECUs are connected to one another via a web
of buses, for example distinguishing in how critical they are.

Looking at how secure these vehicles are, we see that security is
often still lacking. Communication protocols such as the CAN bus

87
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lack basic security features and ECUs can often simply be flashed.
Although some research projects have addressed this issue, these are
still ongoing, and are not implemented yet. It is evident that this issue
needs addressing.

We also see that although vehicle manufacturers have had a rich his-
tory in addressing safety issues, they have only recently started look-
ing into making their products secure. Since IT systems are taking
over more and more critical functions, we argue that your product
cannot be safe, unless you also address security; a hacked ECU can
have safety-related consequences.

To be able to cope with these kind of threats, some frameworks
such as an extension of ISO 26262 or the NHTSA’s modified version
of the NIST Risk Management Framework have been designed that
do incorporate threat models and security objectives in the design
process. These frameworks however, do not include any specifics on
how such threat analyses should be performed.

Some literature can be found that does focus on building such threat
models. However, many of these models are very attacker centric.
Having focused on identifying threats first, many models focus on
finding ways how these threats can be exploited. A big concern with
this approach is that the system is considered to be secure in the first
place, and cannot be altered other than via an attack vector. Many
modern day vehicles however, have so many different vendors of
ECUs, some of which are not easily controlled, that ECUs can for
example easily be flashed before being put in the vehicle. In short, it
is hard to claim that the vehicle is 100% secure to begin with. Even if
it is secure, attacks such as Stuxnet have shown that even air-gapped
systems can be compromised. We therefore argue that threat models
should not focus on how an attacker might be able to break into the
vehicle, but rather assume the attacker is already inside the vehicle
and design the system to cope with these threats. To our knowledge,
such a threat model does not yet exist.

We have therefore designed a composite threat model, based on
elements from other threat models, that focuses on identifying all
possible threats as if the attacker has already breached the system.
The model consists of two steps. First, a complete decomposition of
the system including high level data flows is created in a so called in-
terconnections drawing. Secondly, the STRIDE threat modelling tech-
nique (see chapter 8.1.1) is used to identify possible threats based on
this interconnections drawing, and the threats are analysed for their
Controllability, and Severity on four areas: Safety, Operational, Pri-
vacy, and Financial.

What makes our model different from other models is the focus on
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identifying all threats as if the attacker is already inside, instead of
looking at what actions an attacker needs to perform to exploit that
threat. Next to this, our model combines the Controllability and Sever-
ity aspects for security. Some threats might have fatal consequences,
but can be easily controlled by a normal driver, making the threat less
probable.

Although not necessarily new, it is also worth noting that our model
is capable of dealing with complex systems, by providing steps to
decompose the system in a structured way. In our opinion, this is
becoming more and more important since vehicles are also becom-
ing more and more complex. By using the STRIDE threat modelling
technique, our model could also be used by a non-security-expert to
reason about possible threats. Nevertheless, in our opinion, it will be
best to have a mixture of security and safety experts to perform this
analysis to get input from both fields.

Finally, our model is designed to work with any architecture and
system as input, which means that it can be used for both trucks and
cars.

We validated this model by interviewing an expert from the field. We
found that the expert agreed with most of the aspects in our model,
and some feedback has been integrated in the final version of the
model. By applying our model to two use cases of future function-
ality, we found that modern day vehicles are still very vulnerable
to threats, and that vehicles are not yet ready for vehicle-to-vehicle
communication if it is applied to modern vehicles. We conclude that
for secure communication between vehicles, secure communication
within the vehicle is required, supporting the claim from the EVITA
project. Nonetheless, even with secure communication within a vehi-
cle, other types of threats do still exist.
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D I S C U S S I O N

This chapter will discuss the contributions of this research, as well as
some limitations and future work.

11.1 contributions

To the best of our knowledge, this thesis is the first to propose a com-
posite threat model that focuses on identifying threats under the as-
sumption that the attacker has already breached the system. Already
existing models do often also focus on identifying threats first, but
then rather look at finding a way an attacker might exploit that threat
or enter the vehicle. By doing so, the results of the model often focus
on making it hard for an attacker to enter the vehicle, instead of mak-
ing the whole vehicle secure. Our model however, assumes that an
attacker has already entered the vehicle and can perform any threat,
thereby focusing more on the consequences of a threat.

Next to this, our model provides a step by step method to decom-
pose the vehicle and its systems in a structured way and analyse these
systems. In our opinion, this is becoming more and more important
since vehicles are also becoming more and more complex. This step
by step approach also provides non-security experts with the tools
to reason about possible threats, something we believe is very use-
ful in a world where security teams within vehicle manufacturers are
still rather small. Nevertheless, we do believe that for a good threat
analysis, both security and safety experts should be included.

To get to our model, this thesis has also provided a further analysis
of 24 different car models to determine how certain buses are con-
nected, as well as where systems with a cyber-physical aspects are
located that could serve as an entry point for an attacker. This anal-
ysis resulted in a generalised IT architecture per region for Europe,
the United States of America and Asia. To our knowledge, no such
analyses and generalised IT architectures exist.

Lastly, by applying our model to vehicle-to-vehicle communication
use cases on the generalised European IT architecture, we have con-
cluded that many threats exist and implementing this functionality
on a modern day vehicle may not be wise. Even if the communica-
tion between vehicles is secured, an attacker in one car can control
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the consequences of many cars, supporting the claim from the EVITA
project that secure communication between vehicles requires secure
communication within vehicles.

11.2 limitations and future work

As already discussed in chapter 5, there are some concerns for valid-
ity applicable in the systematic literature review. Due to there being
only one author, the literature has been performed by only one per-
son. This might introduce a bias in both the found papers, as well as
the classification of the papers on different topics. However, since the
goal of the research is not to provide a good classification, the latter
is considered to be not important.

The first bias however, is strengthened by the fact that there were
many papers available on the subject, but might not be completely
relevant for further research. That is why only newer papers were
considered in the initial search and older papers were only added if
deemed relevant.

Another limitation lies in the list of future functionality. Only a part
of this list is standardised and from open sources, since it requires
cooperation between manufacturers. The other part does not require
any cooperation and is therefore often kept a secret, since it can give
a manufacturer an edge on the market. This creates a bias in the list
of future functionality, but still gives a good sense of the kinds of
functions we might see in a few years’ time.

The next limitation lies in the analysis of the generalised IT ar-
chitecture. Although a part of it already comes from another study,
this study proofed insufficient for our means and a further analysis
has only been performed by one author. Next to this, the analysis
has taken place on 24 different car models only. A further analysis
should include truck models, as well as more car models for a better
overview.

Having seen these limitations, we would like to add that in our
model, the exact functionality and vehicular architecture are used as
input. If in the future, either of the inputs changes, the model could
still be used to identify and analyse threats. However, it is worth not-
ing that the model might become unusable in the future if systems
get very complex. Even though the model provides a step of decom-
posing the system, we can imagine that in the future, these systems
become so complex, that decomposing them becomes very hard. Nev-
ertheless, we believe that for a full threat analysis, every part of the
vehicle should be analysed.

The biggest limitation lies in the validation of our composite threat
model. During this validation, only one expert from a truck man-
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ufacturer has been interviewed to validate our model. For a better
validation, more interviews should be conducted, both with car and
truck manufacturers.

Due to this limitation, saying how well validated the model is, is
hard. For the expert we interviewed, the model proved workable and
gave a complete list of threats. However, another manufacturer might
not agree with this. Many manufacturers for example still have only
relatively small security departments, making it very time consuming
to fully analyse all systems within the vehicle.

Nevertheless, in our opinion, it is important get a complete overview
of all possible threats, which is needed to fully secure a vehicle, and
provide secure future vehicles.

11.2.1 Future work

Part of the feedback given by the expert during the validation in-
terview has not been used to improve our model, but is left as future
work. Firstly, the expert noticed that good tools are missing to support
in identifying possible threats. A tool that could aid in the creation of
the diagrams, and in particular, a tool that is capable of supporting
elements such as ’authenticated data flow’ to decrease the amount of
irrelevant threats found, would make the whole step a lot easier. The
creation of such a tool could be a whole new study.

Secondly, the expert noticed that it would be good to make the
outcome of the model ’sellable’ to management. There is already a
lot of research outside the automotive industry going on to how you
should report security risks to management and make these risks
understandable. This is heavily dependent on the type of company, its
wishes and how well known security is. Nevertheless, the automotive
industry could benefit from such a research, since it in particular, is
still trying to find a way of coping with security.





Part IV

A P P E N D I X





A
S Y S T E M AT I C L I T E R AT U R E R E V I E W : S C O P U S
S E A R C H

The exact search query used in the systematic literature review.

(TITLE-ABS-KEY(

("risk analysis" OR "risk assessment")

AND "secur*"

AND ("vehic*" OR "automotive" OR "car")

))

AND (PUBYEAR > 2011)

AND (

LIMIT-TO(SUBJAREA,"ENGI" )

OR LIMIT-TO(SUBJAREA,"COMP" )

)
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E X P E RT I N T E RV I E W

This appendix is confidential in the public version of this thesis. A
summary of the interview may be requested from the author.
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C
E X P E RT VA L I D AT I O N I N T E RV I E W

A summary of the expert interview as conducted in the validation
step of the research in December of 2016.

c.1 interview cyber security systems architect of a eu-
ropean truck manufacturer

The following is an anonymised report of a meeting between a Cyber
Security Systems Architect of a European truck manufacturer and
Stijn van Winsen regarding the validation of the threat model as de-
scribed in this thesis. The meeting concerned the following two top-
ics:

• The state of the art of risk management and threat modelling at
the European truck manufacturer

• Feedback on the composite threat model as described in this
thesis

Risk Management and Threat Modelling at the Truck Manufacturer

The first part of the interview concerned the state of the art of the
manufacturer on risk management and threat modelling. Topics that
were discussed include what kind of techniques are used, and what
kind of threats and risks are deemed most important.

Currently, the manufacturer already uses some risk management
techniques, however, there is no real standard that is used, but rather
a mix of techniques. Some standards such as SAE J3061 give good
guidelines on cyber security management, but still require an ex-
act implementation. Whenever an assessment needs to be performed,
they choose a technique that best suits that particular system.

Worth to note is that within the manufacturing company, safety
related techniques have been used for a longer time and are better
known by a wider range of people. However, security is sometimes
still not considered much when designing a system. When the secu-
rity team, that is relatively small, is included in the design process,
common questions they consider include:
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• What is the system meant to do? Does it for example regard any
safety related issues?

• Where is the system located? Is it for example located on the
safety critical bus?

• What is the business case? Can for example security measures
be added without ruining the business case?

As explained before, the manufacturing company uses a mix of risk
management techniques. An example is the use of attack-defence
trees, however, these do not always work well since they get broad
and big easily. Another technique that is used, is borrowed from the
military: so called assurance trees, where the security of a system is
based on proof that is built on sub-proofs.

Other techniques that are used include the techniques from the
HEAVENS project, and the STRIDE threat modelling technique. How-
ever, worth noting is that the Microsoft Threat Modelling tool cannot
handle big models and is very buggy and therefore doesn’t always
work well enough.

When looking at threats, there is not one threat that the manu-
facturer deems most important, but rather multiple areas of threats.
Theft, future criminal hacking and being liable if a client tunes the
engine of a vehicle are examples of threats that are considered impor-
tant. However, it is still worth to note that safety is still considered by
a lot of people to be very important since it has been around longer
and is more tangible. It is therefore ‘easy to sell’ to management, es-
pecially when building ADAS functionality that has a cyber-physical
aspect.

Feedback on the Composite Threat Model

The second part of the interview consisted of introducing the com-
posite threat model, applying it to a case, and provide feedback on
the model. The results are aggregated into the following four topics:

Completeness

Since the threat model has similarities to the STRIDE methodology
that the company has already used, it will identify a near complete
list of threats. However, since this composite threat model discards
some of the STRIDE classes that are not important for all entities, it
will return a less complete list than STRIDE would. STRIDE however,
identifies too many unimportant threats that can be removed after a
first analysis.

Next to this, this composite threat models looks at one function at
a time. Although this is time consuming, it is good for completeness,
and is what the manufacturers currently does as well.
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Focus

The classification of severity on different classes (Safety, Operational,
Privacy and Financial) is considered good, it provides a realisation
that not only safety consequences are important. Having looked at
two real-life examples, of which the exact details are not disclosed, the
composite threat model will probably have identified the important
threats of one example, but probably not the other one. Since that
threat is more hardware related, it would need a far more detailed
check, which the composite threat model does not cover.

Workability

As is also the case with the STRIDE threat modelling methodology,
and even though the composite threat model identified less threats,
the amount of identified threats is still quite big, making it less work-
able. One of the reasons STRIDE does not always work well is because
the tool identifies many irrelevant threats. A good tool, in combina-
tion with the composite threat model could really help reduce these
‘easy’ threats that are irrelevant and make it more workable.

Other notes

Part of the composite threat model is to weight the severity classes,
for example considering safety ten times more important than Privacy.
However, the interviewee noted that weighting the levels within these
classes gives even more flexibility of determining what kind of threats
are more important than others.

Also important to note is that the definitions of the severity classes
needs to be very exact. A threat such as handling private data that
would fall under the General Data Privacy Regulation can have both
Privacy consequences and Financial consequences (a data breach of
this data can give a fine up to 4% of the worldwide turnover). When
a threat falls under two of these categories, it becomes unclear when
one, both or none of the threats are mitigated and what the exact
severity of the threat is. You could say the severity is an addition
of the categories and both threats are mitigated, or none, but the
problem however remains that the composite threat model has no
clear way of coping with this.

The interviewee also noted that adding the controllability class is
interesting, because it gives a better notion about how much risk
something actually is if it is still controllable. However, it can also
be very misleading. Safety is something that can sometimes be con-
trolled, but privacy isn’t. The controllability class can therefore make
a threat look less risky because the controllability is high, even though
it could have a huge impact on privacy that isn’t controllable.
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Lastly, the interviewee noted that a good addition would also be to
present the threats in a simple and ‘sellable’ way for management, by
for example using a red/orange/green scale.



D
F U L L E L A B O R AT I O N U S E C A S E T H R E AT L I S T S

d.1 predictive cruise control

The full elaborate threat list from the Predictive Cruise Control use
case.

Figure D.1: Threat list with determination of severity for Predictive Cruise
Control
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Figure D.2: Threat list with determination of severity for Predictive Cruise
Control, continued

d.2 emergency brake light

The full elaborate threat list from the Emergency Brake Light use case.

Figure D.3: Threat list with determination of severity for Emergency Brake
Light for a modern day vehicle
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Figure D.4: Threat list with determination of severity for Emergency Brake
Light for an EVITA secured vehicle





E
VA L I D AT E D C O M P O S I T E T H R E AT M O D E L

This appendix deescribes the final version of the composite threat
model as given by chapters 9.1 and 9.4.

e.1 composite threat model

The composite threat model consists of three steps. In step 0, all criti-
cal applications and systems should be identified.

Then for each identified critical application and system, step 1; the
applications and systems are decomposed to get a complete overview
and understanding of the system, and step 2; threats are identified
and analysed to determine their consequences. These steps are as
follows:

0. Identification of critical applications/systems
For all identified applications and systems:

1. Decomposition of the application/system

a) Create interconnections drawing of the vehicle

b) Create high level flows in interconnections drawing

2. Identification and analysis of threats

a) Threat identification using STRIDE

b) Determination of severity of threats

Please note that these steps are part of the modified NIST and NHTSA
Risk Management Framework as given in chapter 8.1.3. These steps
are visually described in Figure E.1 and will be further explained in
the coming sections.

Step 2:
Threat Identification 

and Analysis

Step 1: 
System 

Decomposition

Select Security 
Goals/Controls

Assess:
Threat Analysis

Select Security 
Goals/Controls

Implement 
Security Controls

Assess 
Security Controls

Monitor 
Security State

Figure E.1: Composite Threat Model Steps as part of the NIST framework
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Step 0: Identification of Critical Applications/Systems

For a complete overview of the vehicle, all critical applications or
systems need to be identified and further investigated. However, ap-
plications that are deemed critical are more likely to result in serious
threats, and could be investigated first when short on time. This step
is therefore referred to as step 0, and could be skipped if all applica-
tions or systems are analysed anyway.

A critical application or system is in this sense, a function that if
compromised maliciously, could result in serious consequences, ei-
ther safety related, or in other ways.

Step 1: Decomposition of the Application/System

The goal of the first step is to get a complete overview of the appli-
cation/system and its components. To this end, the decomposition
of the application/system takes place in two steps: first, a complete
interconnection drawing is created containing the following compo-
nents:

• All (relevant) components, subsystems and buses: Identify all
components that are connected to the system under considera-
tion

• External connections: identify any external connections the sys-
tem such as via WiFi, OBD-II, Bluetooth or 3G

• Data types: identify safety levels for data in components and on
buses. Especially note systems and buses where a safety level
tradeoff is present such as gateways

Note that for one vehicle model, such a decomposition can be made
once and used for all relevant applications and sub systems. One may
ignore irrelevant modules if not applicable for a certain application
or system.

In the second step, high level data flows should be identified and
added to the interconnection drawing, considering what data flows
from which component to what other component.

Step 2: Identification and Analysis of Threats

Using the drawings from the previous phase, threats are identified
and further analysed. This is again done in two steps.

a) Threat identification using STRIDE

During the first step, all threats are identified using the STRIDE threat
modelling technique. This means that for each ECU, data flow and ex-
ternal entity from the interconnections drawing, the relevant STRIDE
classes are used to identify possible threats, resulting in a list of
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threats for all components of the system where each STRIDE class
is applied to each element as according to Table E.1. This table is a
modified version of Table 8.1, where it has been made suitable for
our interconnections drawing. This means that the data stores have
been removed, and processes have been replaced by ECUs, that have
similar functions.

element s t r i d e

ECU x x x x x x

Data Flow x x x

External Entity x x

Table E.1: STRIDE categories mapped on Interconnection drawing elements

b) Determination of Severity of Threats

In the second step, each entry in the list from step 2a is evaluated on
the consequences in Severity. For Severity, a distinction is made be-
tween Safety, Operational, Privacy and Financial consequences, where
in the analysis of Safety, on should also consider how Controllable the
threat is.

To determine these classes, one must consider what would happen
if the threat occurs. For example, in the case for a data flow and
Denial of Service, one needs to consider what would happen if the
data flow is denied, and doesn’t arrive at the next ECU. Would the
vehicle for example crash? Will the driver notice? Does any sensitive
data leak? Can he control the consequences somewhat? etc. Normally,
such a determination should be done by a small group of experts, to
get some discussions going on the consequences and improve the
analysis, but could be done by a single person.

controllability

level description

0 Controllable in general

1 Simply controllable

2 Normally controllable (most drivers could act to prevent
injury)

3 Difficult to control or uncontrollable

4 Genuinely uncontrollable

Table E.2: Controllability Level determination
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To determine the severity of these classes, one must use the classifi-
cation from Ward, Ibara, and Ruddle [69] as a guideline as can be
found in Table E.4. As can be seen, Ward, Ibara, and Ruddle provide
a clear distinction between consequences for one or multiple vehicles.
For example, if certain messages that are shared between vehicles can
be tampered with, the consequences could be greater than if only one
message within a vehicle is tampered with.

Similar to the Severity classes, ISO 26262 provides a description for
calculating the Controllability level [28], which is supplemented with
another two classes by the MISRA standard [15]. This creates levels
as described in Table E.2.

The levels of these classes can be used to determine a single threat
level. To make sure that a company can determine which kind of
threats, and what kind of threat levels it deems most important, it is
possible to weight the classes and levels. An example of how levels
are weighted within a Severity class is is given in Table E.3.

level description weight

0 No injuries 0

1 Light or moderate injuries 2

2 Severe and life-threatening injuries (survival
probable) or light or moderate injuries for mul-
tiple vehicles

10

3 Life-threatening injuries (survival uncertain) or
fatal injuries or Severe injuries for multiple ve-
hicles

15

4 Life-threatening or fatal injuries for multiple ve-
hicles

20

Table E.3: Example on how different Safety levels may be weighted within
classes

Using these weighted levels, one can determine or calculate a threat
level such as via:

Threat =(Sweighted ×Cweighted) +Oweighted + Pweighted

+ Fweighted

Or for clarity, one could also weight the classes as well1:

Threat =(wsSweighted ×wcCweighted) +woOweighted

+wpPweighted +wfFweighted

1 Please note that for clarity, the different classes can still have weights, but this is
implicitly included when weighting individual levels: one could weight levels within
the Safety class ten times higher than in the Operational class
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Important to note that is the exact calculation or determination of the
threat level is highly dependent on wishes of the company. One can
use the above calculation, or use a determination matrix as given in
Table 8.3 or 8.4.

safety operational

level description level description

0 No injuries 0 No impact on operational per-
formance

1 Light or moderate injuries 1 Impact not discernible to
driver

2 Severe and life-threatening in-
juries (survival probable) or
light or moderate injuries for
multiple vehicles

2 Driver aware of performance
degradation or Indiscernible
impacts for multiple vehicles

3 Life-threatening injuries (sur-
vival uncertain) or fatal in-
juries or Severe injuries for
multiple vehicles

3 Significant impact on perfor-
mance or Noticeable impact
for multiple vehicles

4 Life-threatening or fatal in-
juries for multiple vehicles

4 Significant impact for multiple
vehicles

privacy financial

level description level description

0 No unauthorised access to
data

0 No financial loss

1 Anonymous data only (nei-
ther specific driver not vehicle
data)

1 Low-level loss ($10)

2 Identification of vehicle or
driver or anonymous data for
multiple vehicles

2 Moderate loss ($100) or low
losses for multiple vehicles

3 Driver or vehicle tracking or
identification of driver or vehi-
cle for multiple vehicles

3 Heavy loss ($1000) or moder-
ate losses for multiple vehicles

4 Driver or vehicle tracking for
multiple vehicles

4 Heavy losses for multiple vehi-
cles

Table E.4: Severity Level determination for Safety, Operational, Privacy and
Financial
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