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Abstract 
This research provides explorative design suggestions concerning the experience of the potential art in-

stallation of Sound Swarm. The research uses scientific literature on human auditory localisation and per-

ception in combination with practical experiments conducted in a virtual simulation. The results are 

findings in important variables concerning the installation, the types of potential experiences, and further 

design suggestions. 

The important variables are: type of composition that is being used; method of dividing the composition 

over the sound sources; amount of sound sources; speed of the sound sources; movement behaviour and 

freedom of the sound sources; volume of the sound sources; and the size of the room in cubic meters. 

These variables influence the overall experience, which is divided into two categories: swarm-like expe-

rience, which is more focused on the swarm aspect as unique value point, and includes a composition 

with higher tempo, divided over frequency ranges with less speakers, random movement behaviour 

with quick changes and a higher speed; and music-like experience, which is more focused on a new, but 

pleasant method of listening to music. The composition is more complex, divided over musical aspects 

with more speakers that are denser around the audience and less dense close to the audience. The move-

ment behaviour is focused on rotational motion with lower speed. 

In general, to optimise the auditory experience, it is advised to have stationary subwoofers near the au-

dience for frequencies below 200 Hz. Movement should be focused on rotational changes concerning the 

front, back, left and right of the audience. Fluctuation in elevation and distance should be big. 

Furthermore, two design possibilities are provided that show potential based on literature and practical 

research. These designs are described on page 57. 
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1. Introduction 
The term ‘swarm’ is generally used to describe a group of multiple insects of the same species (e.g. bees) 

that together seem to form an autonomous cloudlike creature. Just like a swarm consists of individual 

insects, a song consists of multiple individual layers (e.g. instruments) as well. However, a song is com-

monly only experienced as a whole, without mindfulness of the individual layers.  

Christine Maas is a Dutch artist who wants to develop an art installation to experience a song as if it were 

a cloud of individual sounds. She contacted the University of Twente to help her with a concept idea for 

this new art installation. This installation will be all about experiencing sound and music, that should be 

achieved by dividing the source music over multiple speakers so that each speaker contributes its own 

unique part. The installation will be referred to as Sound Swarm (‘Geluidszwerm’, the original name in 

Dutch). 

The concept idea of Sound Swarm consists of a room with multiple speakers that can theoretically move 

randomly in every direction, filling the atmosphere. The audience will be placed in the middle of the 

room, so the speakers will be all around them. This should create the experience as if the audience is 

inside the song that the speakers are producing together. However, because the speakers move, different 

parts of the song will in their turn get closer to the audience’s ears and thus draw more attention. 

This report will focus on the design of the art installation. The design needs to be verified before the 

actual construction of Sound Swarm. Both theoretical research and practical experiments will be used to 

optimise design decisions. The practical experiments will be conducted in a virtual environment. The 

design should be optimised for providing the best and most intense experience of being inside a song 

and being able to hear the different song particles in their spatial location. 

At the end of this report, several things must become clear. The amount, placement and movement free-

dom of the speakers should be optimised to provide the best auditory spatial experience. Besides that, it 

must be clear what aspect of a music composition will be used to divide the composition over the indi-

vidual speakers. These two requirements should provide enough knowledge to answer the main ques-

tion of this project: 

What is the best setup design of Sound Swarm in order to provide the most exquisite 

experience of being inside a music composition? 
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2. Analysis 
The fundaments of the design of Sound Swarm are determined by the laws of physics, available technol-

ogy and previously conducted research. The different design aspects of the art installation will be ex-

plored in 2.1. These aspects will contribute to understanding what can be researched and what needs to 

be tested with practical research. Aspects that can be examined using background research will be further 

explained in 2.2. 

Problems that can be ran into during the design phase of Sound Swarm might also already have occurred 

to other (art) installations that have been designed in the past. The developers of those installations might 

have found intuitive solutions that can be useful to this project as well. For some problems, it might be 

the case that recent technology can also provide the solution. The state-of-the-art, including similar in-

stallations and relevant new technologies, will therefore be covered in this report in 2.3.  

2.1. Design Aspects 
There are many things to keep in mind when designing this installation. To keep a clearer overview, the 

project can be divided into seven different design aspects. Due to possible time constraints, the first five 

design aspect will have priority. 

2.1.1. Visuals 
The most important part of the Sound Swarm is the ability of the human brain to locate sound sources. 

Even though the brain is able to determine a sound source quite adequate, especially on the horizontal 

plane, localisation of sound sources is significantly improved when there is also visual input [1]. Adding 

visuals, such as LEDs, to the (active) speakers would thus increase the ability of the users to locate the 

sound sources and therefore potentially increase the experience. 

2.1.2. Dispersion of frequencies 
The speakers will create soundwaves. These soundwaves will each have their own amplitude, frequen-

cies and dispersion. A big hollow room will also create echoes; unwanted second-hand sound sources 

that can influence the experience (negatively). However, echoes always take longer to reach the ears than 

direct sound does. The human brain also takes this into account, thus echoes barely influence the accu-

racy of auditory localisation [2]. Besides that, it is important to keep in mind the sound dispersion and 

the amplitude. Too narrow dispersions in the wrong direction or too small amplitudes may result in the 

user unable to hear the speaker and missing a part of the composition. 

2.1.3. Movement of sources 
The speakers will move around randomly or a specific order and routine. The concept idea states that 

the speakers would all be moving randomly in all axes, but realistically that could result in collisions 

with each other or with the audience. In the concept idea, the speakers are able to float, but that would 

be unrealistic. Other things that should be kept in mind is the minimum and maximum distance that 

each speaker should be able to travel, and in which directions. With moving sound sources, the Doppler 

effect should also be kept in mind, so the speed of movement cannot be too high [3]. 
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2.1.4. Division of original audio 
The idea is to divide a (music) composition over multiple speakers. There are multiple ways to divide 

music. It can be divided by instruments, frequency ranges, or a combination of the two. More defiant 

ways could be by melody, harmony (chords/arpeggios), rhythm, or timbre. Another way is including 

more than one composition (probably preferably the same BPM1) so there would be more than one song 

playing simultaneously, either in the same scale or not.  

2.1.5. Grouping of sources 
Not all frequencies can be localised with equal brain computation effort [4]: for the horizontal plane, 

sound sources with frequencies lower than 200 Hz cannot be located precisely; frequencies lower than 

80 Hz are impossible to localize. It should therefore be considered to have different speakers for different 

frequency ranges. Since localisation is not precise for frequencies lower than 200 Hz, a design choice 

would be to have stationary subwoofers to produce the low frequencies. The human ability of auditory 

localisation will be explored more detailed in section 2.2. 

Another design choice is the amount of speakers and whether or not to combine them into multiple small 

groups. The speakers within a group will flock together. The groups will be based on similar sound 

aspects. The amount of speakers will highly depend on the sound quality, frequency range and sound 

dispersion of the speakers.  

2.1.6. Distribution of audio files and corresponding speakers 
In order to make the art installation work properly, the music composition needs to be divided properly 

and every part must reach its corresponding speaker. In case the composition would be broken up into 

different small frequency ranges, it would be possible to write a program that uses a bandpass filter and 

render every chosen frequency range separately. Other division choices would probably mean that the 

original audio samples need to be divided separately. 

2.1.7. Implementation and controlling of floating speakers 
As described in 2.1.3, it is highly unlikely that the speakers would actually float. A solution would be to 

hang every speaker on a small wire from the ceiling. To do so requires a grid pattern to provide as much 

freedom in the horizontal plane as possible. Each speaker would need a motor to shorten or lengthen the 

wire so the speakers can move up and down. That would mean that every speaker needs to be controlled 

individually, which would require a lot of electronics. 

2.2. Human auditory system 
As can be concluded from 2.1, the physics of soundwaves play an important role in the design of Sound 

Swarm. Just as important is the way humans would perceive these soundwaves, since the perception of 

sound is the key to the degree visitors would experience the art installation. The research conducted in 

this section is largely based on a research review that has been done regarding Sound Swarm as well [5]. 

                                                      
1 BPM: beats per minute: musical term to describe the speed of a song. 
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2.2.1. Auditory localisation 
The human ability to localise auditory input is critical for Sound Swarm in order to create the best experi-

ence. Any auditory input given by the speakers that does not contribute to- or tricks the human auditory 

localisation is wasted, as it most likely will not provide improvement to the experience. This means that 

the design of Sound Swarm will be shaped largely by the human ability to localise sound sources. 

The studies about the human ability of localising sound sources used in this research divide the three-

dimensional space into two perpendicular two-dimensional planes: the horizontal plane and the vertical 

plane. In Figure 1 this is visualized for better understanding. The horizontal plane includes everything 

to the left and the right of the listener’s head, whereas the vertical plane includes everything above and 

beneath. The two planes meet directly in the front and the back of the listener’s head. The human brain 

uses different techniques to calculate the source location in both planes, this will be taken into account 

in the design decisions. 

As accurate auditory localisation would pre-

sumably lead to a more intense experience in 

terms of the art installation, it may be best to 

analyse the following findings for soft design 

constraints or requirements. 

Estimating the location of a sound source re-

quires three parameters: the angles relative 

to the head on both the horizontal and verti-

cal plane, and the actual distance between 

the observer and the source. However, find-

ings suggest that distance and height locali-

sation are less accurate than horizontal local-

isation in terms of rotation around the head 

[6 - 8]. To better understand the human abil-

ity of localising sound sources, the tech-

niques relevant to the horizontal and vertical 

planes will be explained more thoroughly in the next two subsections. 

2.2.1.1. Auditory localisation on the horizontal plane 

The human brain uses the differences in amplitude and phase of the soundwaves that are perceived by 

both ears to determine the position of the sound source on the horizontal plane [9, 10]. These differences 

are called interaural level differences (ILDs) and interaural phase differences (IPDs) respectively, and the 

basis of this theory was founded by Lord Rayleigh in 1907 [11]. This theory is often referred to as the 

‘duplex’ theory and it suggests that ILDs are mainly used for high frequencies and IPDs for low frequen-

cies regarding the auditory localisation on the horizontal plane. For sinusoids in the range of 1.5 kHz to 

3 kHz, localisation performance is worst, the frequencies are believed to be too high for usable IPDs and 

too low for usable ILDs [12]. 

An ILD occurs when a sound source from one side would be shadowed by the listener’s head. The ear 

on the far side would perceive a smaller amplitude than the ear on the short side. Since low frequencies 

Figure 1: Visualization of the two planes in auditory localisation. The 

median plane is often referred to as vertical plane. Figure is from 

Plack’s The Sense of Hearing: Second Edition [2]. 



Sound Swarm 

• • • 

University of Twente, Creative Technology  17 

can more easily diffract around the listener’s head, ILDs are unreliable below 500 Hz [2]. According to 

Moore [13], the ILD for pure tones played directly to the side of the head may be less than 1 dB at 200 Hz 

and 20 dB at 6 kHz. Humans require an ILD of at least 1-2 dB in order to detect it [14]. This means that 

frequencies lower than 200 Hz cannot accurately be localized using ILD. 

2.2.1.2. Auditory localisation on the vertical plane 

To locate a sound source on the vertical plane, humans require the outer ear, specifically the pinna [15, 

16]. In a paper by Makous and Middlebrooks [8] many studies about how vertical localisation exactly 

works are being discussed, but there is no clear conclusion. However, most theories discussed are based 

on Batteau’s model [15] and “interpret the pinna as producing changes in the spectrum of the sound 

source that reaches the tympanic membrane” [8]. This is because Batteau suggests that the convolutions 

of the pinna would create echoes lasting only a few microseconds. These echoes would provide the brain 

information to calculate the source location. 

2.2.2. Spatial perception 
Speakers that produce higher frequencies will most likely perceived to be higher in the air than speakers 

that produce lower frequencies. The illusion of tones occupying a spatial location in correlation to their 

‘height’ of pitch can be used to strengthen the localisation on the vertical plane [16, 17]. This can be com-

bined with the finding of Roffler and Butler [16] that including frequencies of above 7 kHz would increase 

accuracy in vertical localisation. 

2.2.2.1. Auditory distance estimation 

For humans in order to determine the distance between themselves and the sound source, a reference 

sound or experience is needed. The human ability to determine the distance between itself and the sound 

source is described by Middlebrooks and Green [8] as “certainly not very good”. When a listener would 

try to localise an unreferenced or new sound, additional information is needed in order to determine the 

distance, as the sound could be quiet because of the big distance, or simply because of the low volume 

of the sound source (or vice versa). Despite the true distance, humans tend to perceive soft sounds as 

being far away and loud sounds as being nearby [2]. Zahorik [18] stated that in rooms with reflective 

walls or other reverberant environments, the human ability to determine the distance of a sound source 

is slightly increased. This is because the brain can use the reflected sound as a cue to calculate the distance 

of the original sound source. The direct sound and its reflections form a direct-to-reverberant ratio. None-

theless, this provides only coarse information about the distance, as humans can only detect changes in 

distance greater than a factor of two using this cue alone [18].  

2.2.2.2. Visuals in auditory localisation 

Visual input and feedback have an important and significant influence of localisation, and vice versa. 

Locating sound sources while being blindfolded leads to less accuracy in localisation than with vision 

[19], meaning that localisation accuracy improves when the listener can also see the target [20, 21]. The 

visual influence becomes even clearer when the visual input is just an illusion of the sound source, a 

phenomenon that occurs while watching TV, for example. The sounds are spatially associated with the 

events on the screen, rather than the true sound source that is the speaker [22]. The opposite may also 

occur, when visual input is so blurred or unclear that visual localisation is impossible, sound may capture 

vision [23]. This finding suggests that both visual and auditory senses can influence each other, which 
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may occur when either one supplies an inherent advantage in spatial processing. The human brain thus 

varies between the senses, based on their reliability and added value to localization [23 - 26]. 

2.3. State-of-the-Art 
Recent technological progression may provide solutions or options to take different design approaches. 

These relevant technologies will be covered and evaluated for usefulness in 2.3.2. Relevant art installa-

tions that have already been built in the past will be examined in 2.3.1. For the sake of a realistic virtual 

design, the current development of virtual reality technologies will also be explored in 2.3.3, since it plays 

an important role in the overall design phase of Sound Swarm. 

2.3.1. Similar installations 
Dividing sound over different speakers as art installation has been done before. Different artists each put 

their own touch on such installations. This subsection will cover the artists and installations that show 

most resemblance with the concept idea of Sound Swarm. 

FLORIAN HECKER – CHIMERIZATION 

In the art installation Chimerization, Hecker 

uses three speakers that hang from the ceiling 

[27]. The speakers are arranged in a triangu-

lar configuration, as shown in Figure 2. The 

speakers play a reading of an experimental li-

bretto by Iranian philosopher Reza Negar-

estani. However, the reading is presented in 

English, German and Farsi and each lan-

guage is played by one of the speakers. 

Hecker has more installations like Chimeriza-

tion; stationary speakers from the ceiling that 

produce sound to experiment with the phys-

iology and psychology of soundwaves and 

how the visitors perceive them. 
Figure 2: Chimerization (2012) by Florian Hecker. Copyright the artist, 

courtesy Sadie Coles HQ, London. Picture from The Wire [27]. 



Sound Swarm 

• • • 

University of Twente, Creative Technology  19 

JANET CARDIFF – THE FORTY PART MOTET 

The installation consists of forty speakers that 

are strategically placed throughout a large 

room, as shown in Figure 3. Each speaker rep-

resents a voice from a choir. Eight different 

choirs sing a part of Spem in Alium, a complex 

song with forty different harmonies. Each 

single choir is based baritone, alto, tenor and 

soprano. After 11 minutes of singing, there 

are 3 minutes of human sounds from the 

choir, such as speaking and coughing. This 

should bring personality to the installation as 

well. The goal of The Forty Part Motet was to 

enable the audience to experience a piece of 

music from the viewpoint of the singers, ra-

ther than the traditional viewpoint in front of 

the choir [28].  

TRISTAN PERICH – MICROTONAL WALL 

Perich’s creation is an excellent example of 

how individual uniqueness combined can 

produce something that is perceived as an 

autonomous phenomenon on its own. The 

installation consists of 1,500 individual one-

bit speakers that are varied continuum of 

pitch. Each speaker on its own sounds like 

a single tone, but all speakers combined 

would let the audience perceive a totality of 

white noise. As shown in Figure 4, the 

speakers are placed on a flat wall. This 

means that wherever the audience is listen-

ing, the perception of each speaker would 

never be equidistant, except for an infinite 

distance. 

Figure 3: The Forty Part Motet by Janet Cardiff. 

Figure 4: Microtonal Wall by Tristan Perich. Installation at InterAccess 

Gallery, Toronto, 2012. Courtesy the artist. Picture from MoMA. 
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NYE PARRY – THE EXPLODED SOUND AND SIGNIFICANT BIRDS 

The Exploded Sound would be the existing art 

installation that shows most resemblance to 

the concept idea of Sound Swarm. It consists 

of sixty speakers suspended from the ceil-

ing, each contributing a tiny proportion of 

the overall sound of the installation. The 

goal of the installation is, according to Parry 

[29], “exploring the sound of a choir or or-

chestra from the inside, not just walking 

among the instruments, but entering the 

very stuff of sound itself, the ‘partials’ that 

make up the complex musical sounds you 

hear.” Parry went through a number of re-

search phases prior to The Exploded Sound 

and Significant Birds, both at the Lansdown 

Centre of Electronic Arts at Middlesex Uni-

versity and at CRiSAP, University of Arts. 

Parry also wrote a paper about the technical and aesthetical aspects of both installations [30]. In this 

paper, he describes his process of new findings and how they were used and adapted to his installations. 

If problems may occur during the design phase of Sound Swarm, Parry’s paper and the used references 

could bear the solutions.  

LUCIO CAPECE – “EPOCHÉ” FLYING SPEAKERS 

The art work Epoché by Lucio Capece consists 

of three balloons each lifting a single speaker, 

as can be seen in Figure 6. Capece used a wide 

range of sound sources to represent the activ-

ity in the surroundings of human daily life. In 

a small part of the art piece he also used pure 

sine waves, with which he tries to represent 

and suggest the focus and suspension of the 

attention to the world’s activity and its invita-

tion to perceive things how people perceive 

them. Capece wrote on his blog that he con-

siders “that we live at the moment in a society 

overloaded of information and that the great-

est part of the music and arts works are fo-

cused on the artist activities and ideas, in-

stead of the listener’s experience. My work in terms of perception intends to go to how things start being 

what they are” [31]. In order to more easily catch the audience’s attention, he made use of two of the 

oldest and most basic psychoacoustic techniques. 

Figure 5: The Exploded Sound by Nye Parry in the Jacopic Gallery. Pic-

ture from Divergence Press [30]. 

Figure 6: Live presentation of Epoché in London, January 2015. Photo 

by Andrej Truu. 
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In contrast to the previously mentioned installations Capece’s Epoché contains speakers that are both 

moving and floating around in the room. This is similar to the desired speaker behaviour described in 

Maas’ concept idea.  

2.3.2. Technology 
The available technology that is examined in this subsection does not necessarily need to be useful for 

the design of Sound Swarm. However, it is relevant to the project and may theoretically be an aid to dif-

ferent approaches. 

Levitating Speaker – levitating-speaker.com 

A round speaker design that float a few centimetres above its corresponding platform. The Levitating 

Speaker proves that a floating speaker is possible using magnetic forces. However, it is unlikely that this 

approach would be realistic when scaled up to multiple speakers covering several meters. 

Ambisonics – ambisonic.net 

A surround sound system that would overcome major problems of quadraphonic systems. Ambisonics 

contain a speaker-independent representation of a sound field called B-format. This can be decoded to 

the listener’s speaker setup. Ambisonics are said to provide a solid technical foundation and many ad-

vantages over normal surround sound systems, but it has not (yet) been a commercial success. Ambison-

ics may be used to create virtual sound sources in the room instead of having to place a physical speaker 

in that spatial position. This would solve problems stated in 2.1.7, but it would also cause the lack of 

visual localisation, which might be essential for an improved spatial auditory localisation experience, as 

explained in 2.2.2.2. 

2.3.3. Virtual Reality 
The important factor of recent developments within virtual reality is the quality of accurate spatial sound 

representation. 

Omnitone – popsci.com/google-gives-new-spatial-vr-audio-omnitone 

A new platform by Google that allows the listener to perceive virtual spatial sound sources. Google called 

it “a key element for an immersive virtual reality experience”. 

Google VR (Spatial Audio) – developers.google.com/vr 

The Spatial Audio is a tool that is part of the Google virtual reality software development kit. It uses the 

main audio cues that is used by the human brain to localise sounds. It is a mainly passive plugin con-

taining algorithms to calculate auditory spaciousness more thoroughly. 

Oculus Virtual Reality Audio – developer.oculus.com/documentation/audiosdk/latest 

Seemingly similar to the previously mentioned tool by Google. 
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3. Methods and Techniques 
In 3.1.2, Maas’ concept idea will be explained more thoroughly. To make the definition of optimal audi-

tory experience more concrete and objective, the human perception will be left out in the theoretical 

analysis. Instead, it will be assumed that the optimal experience can be achieved if the installation is 

designed in such a way that the human auditory localisation is able to distinguish all the separate sound 

sources, as explained in the first paragraph of the literature research in 2.2. 

The methods and techniques phase roughly follows the design process introduced by Mader and Eggink 

that consists of three phases: ideation, specification and realisation [32]. Since the design process is opti-

mised for ICT-based designs to solve problems in the daily life or niche markets, and not for designing 

an art installation with a predetermined problem, the research will slightly deviate from this design pro-

cess in the subsections. In Ideation (3.1) Maas’ concept idea will be examined to find the key research 

questions, which will be used to prepare for actual experiments. A way to design setups for conducting 

experiments will be more thoroughly explained and discussed in Specification (3.2). In Realisation (3.3) 

the design setup(s) from the specification-phase will be applied to find answers to the key questions 

found in the ideation-phase.  

3.1. Ideation 
Before being able to design any kind of research experiments or prototypes, a thorough analysis of the 

problem needs to be conducted in order to find the requirements and constraints of the art installation 

Sound Swarm and factors that might influence both the research and installation. The stakeholders and 

their potential influences will be analysed in 3.1.1. Maas’ concept idea will then be analysed. This concept 

idea already forms the fundament of a solution to a deeper problem. To increase the value and effective-

ness of this research, the underlying problem needs to be understood first. Analysing Maas’ concept idea 

might bring the underlying problem to the surface. This is important, because the problem is the reason 

for Maas to initiate her solution in the form of her concept idea. However, it might be that this solution 

does not cover all the requirements to fully provide a solution. In other words, the concept idea on its 

own might only provide the scope of the art installation, rather than the objective, which can be found 

by dissecting the concept idea and examining the underlying problem of the solution. The information 

found in 3.1.2 will form the basis of the research experiments and design, which will be explained in 

section 3.3. 

3.1.1. Stakeholders 
This subsection will examine two kinds of stakeholders: the stakeholders of the research and its results 

and the stakeholders of the actual art installation. Both groups of stakeholders are important to keep in 

mind during the research process. The stakeholders of the research results are considered the direct 

stakeholders of this report. Next to that, the potential user groups are also examined. 

3.1.1.1. Research stakeholders 

Christine Maas has contacted the University of Twente to ask for help with designing her concept idea 

of Sound Swarm. Since the University of Twente is involved as middleperson, it will benefit from a posi-

tive outcome. This makes the university a stakeholder, even though it is not directly related to the art 

installation itself. A negative outcome may have a negative influence on the image of the university. 
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Maas is considered the most important stakeholder regarding the research about her concept idea of 

Sound Swarm. Results of this research on its design will most likely influence the final and physical con-

struction. The research is meant to provide a solid fundament to design and build the art installation on. 

3.1.1.2. Art installation stakeholders 

As the concept idea of the art installation is initiated by Christine Maas, she is considered to be the most 

important stakeholder for the installation itself as well. For realising the art installation, Maas might re-

quest third-parties to back her with resources. Any third-party involved will automatically become a 

stakeholder. A third-party stakeholder can back the installation with resources like materials (such as 

speakers) or money. In return, the third-party may receive more exposure towards potential customers 

that are visiting the art installation, or a percentage of the entrance fee. 

It is debatable whether the user groups (visitors) are stakeholders as well. With products that can enhance 

the life of its users, these users can be considered stakeholders since they profit from a positive outcome 

(successful outcome) and, most importantly, unsuccessful outcome is a setback for the potential user 

groups as well. With an art installation such as Sound Swarm, visitors may profit from a successful out-

come, but an unsuccessful outcome does not have to be a setback for the potential visitors, as they might 

not know what they are missing. Therefore, the user groups (visitors) are considered partial stakeholders.  

3.1.1.3. Potential user groups 

The art installation Sound Swarm is a project initiated by the Dutch artist Christine Maas for an exhibition 

for Nieuw Dakota, a wharf designed for temporary art exhibitions in Amsterdam-Noord. On the website, 

Nieuw Dakota describes itself as an initiative to improve international art and culture and support new 

talents, art expressions and products such as extraordinaire expositions and new insights concerning 

international arts and culture [33]. The content on the website also shows prove that the organisation 

aims for innovative and educational art. This would mean that the involvement of technology is almost 

inevitable. 

Such exhibitions generally attract more open-minded visitors that are interested in technology and ex-

pressions. Most of the time the audience would be young adults or middle-aged people who want to 

keep up with today’s innovations. As the concept idea of the Sound Swarm includes an innovative per-

spective on experiencing music set up in a way such that it also includes education and expression, it 

would be likely to assume that the described audience would be the most potential user group. 

3.1.2. Concept idea 
The concept idea of Sound Swarm as initiated by Christine Maas is, simply put, to have a large room with 

multiple floating speakers that independently and randomly move across the room. The idea also states 

that Sound Swarm will move around between multiple exhibitions, meaning that the room cannot be 

considered a permanent component. The speakers in the room all produce a unique part of a single sound 

composition such as a music track. Combining all the sound particles that the speakers produce would 

recreate the original composition. In the middle of this room the audience is located. Speakers producing 

their own unique sound particles will randomly pass the audience. The speakers that are closer to the 

audience will be in the foreground, dominating the perception of the song. This leads to the goal of the 

art installation: a unique perception of music. However, this perception has not been experienced yet 

and thus the goal of the art installation cannot be determined. So, rather than trying to interpret this idea 
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as the fundamental basis of the construction of Sound Swarm, it may be better to rewrite it into a single 

question: 

What kind of listening experience will be created when a single sound composition is divided into mul-

tiple unique sound particles that independently and randomly move within a large room? 

This question exposes the purpose of the art installation and its underlying problem: the experience of 

perceiving sound using multiple sound sources that each produce a unique particle of that sound while 

randomly moving around a room is unknown, thus the art installation Sound Swarm should be con-

structed to enable the existence of the experience. 

3.1.2.1. Requirements 

A qualitative analysis of the concept idea can provide more information about the requirements and 

constraints of the design of Sound Swarm. A requirement analysis technique that is mostly used in busi-

ness managements in order to prioritise certain requirements is called the MoSCoW analysis [34]. This 

analysis can help prioritising certain features that a product must have, should have, could have and won’t 

have with its corresponding priority in descending order. This tool can (partly) be used to dissect and 

find out the priority of features concerning the final experience of Sound Swarm, as is done in Table 1. 

The analysis will not consider won’t haves as this part would include requirements that will not be in the 

project or product, but are considered extra features for the future, which is irrelevant to this research. 

More importantly, since a MoSCoW analysis is mainly used to identify the priority of requirements ra-

ther than the requirements themselves, the requirements need to be predetermined in order to determine 

which of those are won’t haves. In Table 1 the MoSCoW analysis technique is used to actually determine 

the requirements based on the underlying problem of Maas’ concept idea. 

Must In order to be able to call the experience of Sound Swarm a success, the experience 

must include… 

 • An auditory perception of depth; 

• An auditory perception of movement; 

• Soundwaves with multiple frequencies within the range of what is on aver-

age perceived as ‘low frequencies’ and ‘high frequencies’. 

Should High-priority features that should be included in the experience are… 

 • A visual perception of chaos, preferably similar to the visual perception of a 

swarm; 

• A positive perception on the auditory level (i.e. frequency combinations that 

are perceived as pleasant to listen to); 

• Soundwaves with multiple frequencies within the range of the average hu-

man ability to perceive (approx. 20 Hz – 20,000 Hz). 

Could If time and resources permit, it is desired that the experience also includes… 

 • A visual stimulation of the auditory perception. 

Table 1: Experience requirements using the MoSCoW analysis technique. 

With the experience requirements prioritised, it has become clearer what the actual art installation should 

cover. As is described in the previous section, the only required physical components are a large room 

and multiple speakers. These components, however, require variables that are not well-defined by the 
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concept idea. The components and their variables and specifications are listed in Table 2. None of the 

variables have specific predefined values. Some qualitative information provided in the concept idea can 

be used to at least start in the right direction regarding some variables. 

Component Variable Specification 

Room Dimensions (height, depth, width) Not specified, but realistically large 

Room Shape Not specified, but presumably bar-

shaped with the height being signifi-

cantly smaller than the depth and width 

Room Materials Not specified 

Speaker Amount Not specified, but at least 2 

Speaker Speed Not specified, but presumably within 

the range of: not moving < speed < no-

ticeable Doppler effect 

Speaker Volume Not specified 

Speaker Source composition Not specified, but focus on music 

Speaker Division of sound Not specified 
Table 2: Given components with their variables and specifications. 

3.1.2.2. Constraints 

One of the biggest constraints, already addressed in 2.1.3 and 2.1.7, is the fact that the concept idea states 

that the speakers are able to randomly float in every direction throughout the whole room. To try to 

realise this both realistically and artistically is enough work to be a whole research on its own. Maas 

therefore explicitly said that this research should not focus on that constraint, but rather focus on the 

possibilities of the art installation if it were possible to have floating and randomly moving speakers. 

The movement of the speakers will most likely not be totally random. This is because the placement of 

the audience has to be kept in mind: in order not to hit anyone with a floating speaker, the speakers must 

either avoid the space where the audience is placed, or have enough elevation to move over the heads of 

the audience without the possibility of hitting anyone. The latter will most presumably lead to a more 

elaborate auditory experience, since the sound particles will then also come from above. 

The audience will be placed in the middle of the room. It is yet unknown of how many people the audi-

ence is going to consist. Most likely, it will consist of an amount that can be defined by common under-

standing as ‘small group’. Sound Swarm will not continuously operate, instead Maas wants to define a 

beginning and ending. During the performance, the audience will be seated and the speakers will float 

throughout the room. Before and after, the speakers should be static, so the audience can either enter or 

leave the room without having to watch out for flying speakers. 

3.1.3. Knowledge to be acquired 
As discussed in 3.1.2.1, none of the variables to be researched have predefined quantitative values. It 

would be nearly impossible to test every variable on its own. More important is to analyse the variables 

for correlations. All the variables together form the overall experience of Sound Swarm, meaning that if 

an optimal experience exists, then there should be at least one configuration with all variables having the 
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optimal value. Analysing these values may lead to discovering certain correlations between variables, 

which could make the optimisation of the experience more agile and therefore less challenging to re-

search. Based on 3.1.2, the most important variables will be analysed in a theoretical environment to try 

to find their influencing factors and correlations. These variables are listed in Table 3, together with a 

corresponding critical question. Correct answers to these questions should lead to the optimal experi-

ence, disregarding some minor variables. 

Some of these variables have already been roughly examined in the design aspects of 2.1. Due to time 

constraints and the risk of complications during the research, the sound sources will be assumed to be 

omnidirectional. This means that the dispersion of sound, mentioned in 2.1.2, as well as the impedance 

of speakers, will not be taken into account. The amplitude of the soundwaves will be referred to as the 

volume. The movement of sources in 2.1.3 will be divided into two individual variables: speed and move-

ment. The latter will include the movement freedom and behaviour. Also, the amount of speakers and 

grouping of speakers, both mentioned in 2.1.5, will be considered to be individual variables. 

Variable Critical question 

Amount How many speakers? 

Speed How fast do the speakers need to go? 

Movement How much should the speakers move? 

Grouping (How) should the speakers be grouped? 

Division How should the source composition be divided over the speakers? 

Volume How much decibel Sound Power Level should each speaker produce? 

Room What should be the dimensions of the room? 
Table 3: Important variables and their critical questions. 

3.1.3.1. Variables analysis 

The relevant variables that are derived from Maas’ concept design, should be analysed to better under-

stand possible correlations or potential value ranges.  

Room size, amount and movement 

A hypothesis is that there is a certain amount of speakers to create the optimal auditory experience. 

However, the amount seems to also be dependent on the size of the room. Take N as the optimal amount 

of speakers for a room with a volume of X m³. This means that if the speakers were to be equally divided 

over the room, each speaker would have its own space of movement of X/N m³. Say the outcome would 

be X/N = M m³. Now the question is whether the amount N or the movement space M is the decisive 

factor concerning the optimal auditory experience. The answer depends on whether the size of the room 

X really matters. This can be determined by the volume of the sound source(s). If the room size were to 

be infinite, at some point all sound sources with a rational volume will be inaudible to an observer in the 

middle of the room. Anything outside the audible range is useless regarding the auditory experience, 

which means that the room should end at that point, thus the room has a rational maximum size. How-

ever, Maas states in her concept idea that Sound Swarm is meant to travel between multiple exhibitions, 

focusing on Nieuw Dakota first. Where exactly the art installation will end up is unclear, so the dimensions 

of the room cannot be foreseen. 
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Volume 

Realistically, the volume of a single speaker should be high enough so the sound source at the end of the 

room is just detectable (Vmin) and low enough so visitors will not find it unpleasant when the sound source 

is close to their head (Vmax). However, due to the built of the human ear, sensitivity to perception differs 

per frequency range. A soundwave with a frequency of 100 Hz will only be audible at 40 dB or louder, 

while a frequency around 3 kHz will still be audible at 0 dB [35]. If the original sound would be divided 

in frequency ranges, then this information should be kept in mind while designing the installation. For 

this research, all speakers will have the same volume. This means that the optimal volume V of a single 

speaker should be between Vmin and Vmax. 

The maximum volume Vmax can be derived from looking at the table provided in the book The Scientist 

and Engineer's Guide to Digital Signal Processing [35]. The table can be found in Appendix A. This table 

states that a normal (human) conversation is around 60 dB SPL2. The average rock concert is rated at 110 

dB, while the OSHA3 limit for industrial noise is set at 90 dB. Considering the potential user groups (see 

3.1.1.3) and their motivation to visit an installation like Sound Swarm, it will be likely to set Vmax for a 

single speaker at around 70 to 80 dB. 

The minimal volume Vmin is partially dependent on the room size. The bigger the room, the higher the 

volume, so sound sources at the end of the room are still just audible. According to the Inverse Square 

Law, the sound intensity will decrease close to 6 dB per doubling of the distance [36]. If a sound source 

with a minimum distance to the audience at 1 meter has a sound pressure level of 80 dB, then at 100 

meters the audience perceives a sound pressure level of 40 dB, which is the minimum loudness for 100 

Hz to still be just audible [35]. This means that with this setup the room size can be 200x200x100m. 

The amount of speakers also influences the volume of all speakers combined, Vtotal. If the installation 

would contain one speaker, then Vmax = Vtotal. For an increase in speakers, given that all speakers produce 

the same volume, the formula to calculate the total volume Vtotal in dB is as follows: 

∆𝐿 = 10 ∙ log(𝑛) or 𝑛 = 10(∆𝐿/10) 

This formula shows a 3 dB increase per doubling of the sound sources, meaning that an increase in the 

amount of speakers should decrease Vmax of all individual speakers in order to keep Vtotal equal to Vmax for 

one speaker. 

Speed 

For research purposes, the speed will be a constant variable that is applied to all speakers in the design. 

Visitors should get enough time to be able to focus on sound sources, yet at the same time the sources 

should also have a certain velocity such that the installation will remain interesting and dynamic. Moving 

sound sources, as with Sound Swarm, will inevitably be affected by the Doppler effect [37, 38]. According 

to its formula: 

                                                      
2 dB SPL: Decibels Sound Power Level, a common logarithmic scale to express volume. 10-16 Watts/cm2 equals 0 dB 

SPL. 
3 OSHA: Occupation Safety and Health Administration, agency of the United States Department of Labor. 
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𝑓 =  (
𝑐 + 𝑣𝑟

𝑐 + 𝑣𝑠
) 𝑓0 

where 𝑓0 is the actual frequency, 𝑐 the velocity of the waves in the medium, 𝑣𝑟 and 𝑣𝑠 are the velocities 

of the receiver and source respectively; changes in frequencies will already occur when 𝑣𝑟 | 𝑣𝑠 > 0. This 

means that the slightest movement will already result in a change of observed frequencies. 

Common sense implies that small changes in velocity do not noticeably change the observed sound-

waves. For example, running randomly around a stationary speaker setup that is playing music, does 

not (noticeably) change the pitch of the song. However, sirens on an ambulance driving towards an ac-

cident are perceived higher in pitch when the ambulance is driving towards the observer, and slides 

down in pitch when the ambulance has passed. 

According to Doppler, a relative velocity difference between the observer and source of 40 m/s will 

change the perception of a note C to D, if the observer and source are moving towards each other [37]. A 

relative difference of 5.4 m/s is described by Doppler as the threshold for observers with absolute hearing. 

Velocity differences higher than 5.4 m/s will change the observed frequencies of a composition such that 

an observer with absolute hearing is able to notice a change in pitch [37]. However, untrained ears will 

most likely not notice this difference, since the frequency changes are proportional. A composition af-

fected by the Doppler effect will not sound off by itself, only when compared to non-affected tones. 

Division of sound 

The idea of Sound Swarm is that a (music) composition will be divided over several sound sources that 

each produce their own unique sound part. In 2.1.4, most possible methods of dividing the composition 

are already listed. It will depend on Maas and her choice of composition which method will have the 

preference. Most likely, the sound will be divided into instruments or frequency ranges, or a combination 

of the two. The division of sound is highly dependent on the composition to be divided. 

As described in 2.2, certain frequencies or frequency ranges may have different characteristics concerning 

spatial location. These characteristics should be kept in mind while researching the design of Sound 

Swarm, especially when the choice would be to divide the composition in certain frequency ranges. The 

biggest advantage of using frequency ranges as division method is that there are practically infinite pos-

sibilities to divide the composition, and it is applicable to any kind of sound source. 

Grouping 

While the (music) composition can be divided into equally important or present sound particles, there is 

also the possibility to subdivide the composition into certain groups. The sound sources of a group may 

then flock together. This could be done by, for example, grouping the sources per instrument and then 

dividing the instruments into frequency ranges. Grouping is not mentioned in Maas’ concept idea, but it 

may create more depth in the installation. 

3.1.3.2. Correlations analysis 

To better understand Maas’ concept idea, a theoretical simulation will be imagined and written down. 

This simulation will not contain any numerical values, merely ideas of what kind of values each variable 

would contain and how these values would correlate to each other. During the theoretical simulation, it 
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needs to be clear which variables are more likely to be affected by other variables, and which variables 

will only affect others. 

Since the room will not be a permanent component of Sound Swarm, the installation might need to adapt 

to different room sizes. This means that room size is a variable that is not affected by other variables. For 

this simulation, the room size will change. Since the analysis is only about correlations, it does not matter 

whether the room size increases or decreases. To keep the perception of the installation consistent, the 

variable most likely to be affected will be the amount. If the amount does not change accordingly, then the 

movement will, providing either more or less movement freedom per speaker. This will most likely 

change the perception of Sound Swarm. 

However, the amount seems to not only be affected by the room size, but also the division of sound. This 

holds true if the installation can consist of only unique sound particles. Since it is mentioned in Maas’ 

concept idea that the sound sources should be unique, the amount of sources will also be highly depend-

ent on the method of dividing the original composition. On the other hand, it must be said that it will 

also most likely be possible to adapt the division method to divide the composition into a specific amount 

of unique sound sources, especially if the division of sound will be based on frequency ranges. 

It is the question whether the exact amount of sound sources is more important than the method of sound 

division, assuming that there can only be unique sound sources. By changing the amount of speakers, 

the composition needs to be divided differently, so all sources remain unique and no sound particle is 

leftover. The other way round, by changing the division of sound, the amount of sound sources will most 

likely also change, meaning there is a different amount of speakers needed. It will thus come down to 

which of the two variables is considered more important. This variable will hugely affect the other. For 

the sake of this analysis, both variables are considered equally important to each other. 

An overview of how variables will most likely interact in certain scenarios is given in Table 4. All varia-

bles given in the table are assumed to have values that combined provide the perfect experience of Sound 

Swarm, theoretically. By changing one variable, either increasing or decreasing, other variables should 

change correspondingly in order to keep the perfect experience. The table is subject to the presumption 

that there can only be unique sound particles, and that an increase in the division of sound will lead to 

more subdivisions (groups) instead of adding more sound sources to already existing groups. Without 

presuming the latter, there would be no clearance on the correlation between grouping and other varia-

bles. 

Room size Amount Div. of sound Movement Volume Grouping 

INCREASE INCREASE INCREASE - DECREASE INCREASE 

INCREASE - - INCREASE - - 

- INCREASE INCREASE DECREASE DECREASE INCREASE 

- DECREASE DECREASE INCREASE INCREASE DECREASE 
Table 4: Examples of how the most important variables may correspond to each other. 

The amount of movement is a direct result of the correlation between room size and amount of sources, 

according to the hypothesis of X/M = N m³, as discussed in 3.1.3.1. The change of volume is based on 

keeping the Vtotal equal in all scenarios. That means that with an increase of the amount of sources, the 
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volume of each individual speaker needs to decrease, and vice versa. Note that speed is not mentioned in 

Table 4, as there seems to be no correlation between the speed of the speakers and other variables. 

In case of grouping, the total volume of individual speakers flocking in one group is treated with one Vmin 

and Vmax, as if it were one individual speaker. This is because the hypothesis of grouping derives from 

the idea that dividing a unique sound particle produced by one sound source, and distributing this over 

more sound sources that flock together, would create more depth in the experience. However, since this 

is not mentioned in Maas’ concept idea, it is important to find out whether grouping will affect the ex-

perience at all. 

An overview of how the variables seem to correlate with each other according to this analysis is given in 

Table 5. Arrows from one variable to another mean that the variable at the origin of the arrow influences 

the variable the arrow is pointed to. The overview does not suggest whether the correlation between 

variables is positive or negative. 

Room size 

Amount 

 

Movement 

Speed Visuals 

Volume 

Division of 

sound 
Grouping 

Table 5: Overview of correlations between variables. 

3.1.4. Concept simulation 
For further research about the variables given in Maas’ concept idea, experiments need to be conducted. 

To comply with the given requirements and constraints, the experiments need to be conducted in a stable 

environment such that irrelevant variables remain constant throughout the experiment. An important 

requirement regarding this research is that the sound sources need to be able to move randomly in all 

axes, without any constraints. This is explicitly mentioned by Christine Maas. 

The most feasible option to conduct experiments with, is to create a digital Sound Swarm in a virtual 

environment. A virtual simulation would allow quick design changes, while keeping irrelevant variables 

precisely constant. As the simulation can be ran on a laptop or even multiple computers, there is no 

geographical constraint concerning participation in experiments. Most importantly, a simulation would 

allow to bypass constraints from the physical world, which would allow sound sources to move ran-

domly in all directions. 



Sound Swarm 

• • • 

University of Twente, Creative Technology  31 

However, there might also be several downsides. Since it is a virtual simulation, it can be quickly con-

cluded that the experience given by a digital Sound Swarm will never be fully accurate. For example, the 

ability to localise sound sources will not only be depending on the human ears, but also mainly on the 

algorithm that calculates the auditory spaciousness of the sound sources and the quality of the audio 

output. Besides that, there will also not be any somatic sensation of the soundwaves, which might very 

likely change the perception of the overall experience. Therefore, it is important to recreate a simulation 

that behaves as realistically as possible, auditory-wise. 

3.2. Specification 
To get a clearer overview of what the simulation should achieve and how it could achieve this, the spec-

ification requirements are divided into different levels, based on Software Requirements: Styles and Tech-

niques [39]. The method has been invented by Soren Lauesen and it is focused on software-based projects. 

However, the technique used to dissect requirements top-down can be very useful for this project as 

well. Lauesen describes four requirement levels, which will all be used in this research, each to a certain 

degree. This makes it easier to analyse the design of the simulation and especially the reasoning behind 

it. 

Lauesen uses the goals of a project to form a basis for all the requirements involved. With each level, the 

requirements become more detailed and concrete. The four levels described by Lauesen are: goal-level, 

domain-level, product-level, and design-level [39]. While these levels are meant to describe requirements 

on different levels to pick the requirement statement that provides most clearance, this research will use 

all four levels to identify concrete requirements based on more abstract ones. The goal- and domain-level 

requirements will be used to describe the experience specification of Sound Swarm in 3.2.1, which will 

contain quite abstract requirements. The results from the experience analysis will then be used to specify 

the functions of the simulation in 3.2.2, also making use of the product- and domain-level requirements. 

Once the specifications of the experience and its corresponding functions are listed, the requirements 

and constraints of the actual simulation software will be analysed in 3.2.3 to provide the best match. 

3.2.1. Experience specification 
It is important to first analyse the goals of the simulation and how the simulation must behave in order 

to fulfil these goals. The goals of the simulation may be different than the goals of the actual art installa-

tion, since the latter will not be used for research purposes. Initially, the goal-level and domain-level 

requirements are used to examine how the product would gain customer-value, and how this will be 

implemented in its functionality, respectively [39]. However, the requirements concerning the goal and 

functionality of the simulation are not to satisfy customers, but to create a credible experiment environ-

ment to satisfy this research. Therefore, the experience specification will slightly deviate from the goal- 

and domain-level requirements analysis as Lauesen describes it. 

3.2.1.1. Goal level 

The simulation needs to be able to provide a certain experience that should be perceived as realistically 

as possible. The simulation will be built according to Maas’ concept idea, described in 3.1.2. Since there 

is no existing version of Sound Swarm, either physical or virtual, the experience created with the simula-

tion cannot be compared for verification. It is important that attention will be paid to the variables that 

determine the acoustic environment, and that the simulation will be verified for its accuracy. 
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The auditory experience is most important. The simulation will also have visual representation, but the 

credibility of the acoustic environment is more important than the visual environment. This is because 

the simulation will most likely be used to mainly test the variables that influence the auditory localisa-

tion. 

It is also desired that the simulation enables quick design changes, while keeping variables that are irrel-

evant to the current experiment constant. This way, the simulation can provide a solid environment for 

testing differences between values of only one variable. The combination of both goal level requirements 

would make a reliable research environment with the ability to quickly change design settings. In Table 

6, the two goal level requirements are written down in a single sentence for clarification. 

R1 The virtual simulation needs to provide a realistic environment, especially concerning the audi-

tory experience. 

R2 The virtual simulation needs to enable quick design changes, while keeping irrelevant factors 

constant. 
Table 6: Goal level requirements concerning the simulation of Sound Swarm. 

3.2.1.2. Domain level 

The virtual simulation of Sound Swarm needs to provide functionalities that support the goal level re-

quirements. The two requirements listed in the previous subsection both satisfy a different goal. From 

Table 6, R1 should be met to provide a realistic simulation that is necessary for (re)creating a desired 

virtual experience. This goal also affects participants and stakeholders, while R2 should be met to main-

tain credibility and usability concerning this research only. 

For goal level requirement R1, providing a realistic environment, the simulation should provide both an 

auditory and visual experience. As stated before, the focus of this research is mainly on the auditory 

experience. This means that it is important that the simulation contains a realistic acoustic environment 

and a reliable algorithm to compute auditory spaciousness. Next to that, there needs to be a visual aspect 

that suggests that the observer is in a digital room with speakers. 

To satisfy the goal level R2, the simulation software needs to support relevant parameters that can be 

manually changed. It is also very likely that there need to be multiple design setups with small variations, 

so the software needs to have the ability to quickly save and load different scenarios. For parameters that 

are non-existent in the simulation by default, the software needs to support the ability to declare new 

parameters. This could be done by coding. 

3.2.2. Function specification 
To further specify what the virtual simulation should look like, the experience specification needs to be 

translated into concrete function designs. These will be described in this subsection. 

3.2.2.1. Product level 

To better understand the simulation, the domain level requirements will be applied to the virtual com-

ponents of the installation. These components combined will cover all variables discussed in 3.1.3. The 

main components of the installation are the room and the speaker(s). 
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As explained in 3.2.1, the room is an important aspect of the simulation. Its importance within the re-

search itself may be relatively small, but to create a realistic experience, the room has a significant influ-

ence in both the auditory and visual aspects. Details on the visual experience have a low priority, but in 

general, an observer needs to be able to look around and confirm that he or she is looking at a virtual 

room. This means that there need to be walls, a roof and floor with textures. When a sound is being 

played in that room, the acoustics should also enable the observer to confirm that the sound is being 

played inside a relatively large, empty room. The room should thus contain a realistic reverb and audi-

tory spaciousness. 

For the speakers, the most important experience is the auditory experience. While there should be visual 

representation of an object that can be interpreted as a sound source, details on visuals have a low prior-

ity. It is more important that the acoustics of the speakers are realistic. This means that the output volume 

of the speakers represents a sound pressure level of around 70 decibels. Also, the Doppler effect should 

be applied. 

To enable quick and reliable design changes, the software should support coding in which variables can 

easily be changed. This way, speakers can be programmed to move as desired with a velocity that can 

be altered easily. The speakers must be able to continuously move in either pre-programmed or random 

directions without: disappearing outside of the room; suddenly discontinuing; or falling into repetition, 

if it should move randomly. The speakers should be able to act as independent sound sources, meaning 

every speaker in the room is a unique sound source. Specific sound files could thus be loaded into an 

individual speaker and easily be substituted again, if desired. 

3.2.2.2. Design level 

There are no specific requirements of what the virtual environment should exactly look or sound like. 

The design for the room and sound sources, concerning both visual and auditory perception, should 

comply with the product level specifications. 

3.2.3. Simulation environment 
There are several ways to develop a virtual environment. Some options provide a lot of customisability 

and control to the developer, but are very resource-consuming. This can be done by using an object-

oriented programming language such as C++ or Java. It provides full control to the programmer and 

everything can be adjusted to meet all the requirements. On the other hand, it is also possible to use a 

pre-existing software environment that is already focused on creating, manipulating and rendering vir-

tual objects. This will be less resource-consuming, but may lead to less control of meeting all the require-

ments. 

Due to resource constraints, programming the entire virtual simulation is not an option regarding this 

research project. Since the simulation of Sound Swarm contains virtual 3D-objects, movement in time, and 

interactivity, the most suitable option is to use an existing software program that is optimised for game 

developers. Such a software program is referred to as a game engine, which provides a user interface 

onto a backend rendering engine. This way, a developer does not need to get into the backend processes 

that provide the actual rendering, for example. Instead, these detailed and specialised tasks are already 

programmed in the core of the game engine. However, since this is only the fundamental coding, a game 
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engine must allow the developer to program certain aspects of the game design, such as interactivity and 

movement. 

For this research, the choice of game engine is Unity® 5.4, developed by Unity Technologies4. The soft-

ware is widely used by both professionals and amateurs, making the online community a big and helpful 

one. Unity® provides a reliable game engine with the ability to add scripts, which can be written in C# 

or UnityScript – a language specifically designed for Unity, based on JavaScript. Because of prior expe-

rience with Unity®, and the fact that it seems to support all features needed to create a virtual Sound 

Swarm, this game engine is the first choice regarding this research. 

3.2.3.1. Possibilities and limits 

Since soundwaves are vibrations through a medium, the somatic sensory system is able to perceive cer-

tain frequencies as well. Especially lower frequencies are often also felt through the whole body. This 

perception will not be possible using a virtual environment, as the observer is not actually in the room. 

Another difference is the quality of the speakers. In a simulation, the sound sources are treated as perfect 

speakers, whereas physical speakers are always submitted to impedance, which changes relative to the 

output frequencies. This may result in volume fluctuation over a change in frequency. 

3.2.3.2. Important variables 

Unity does not work with real-life units by default, instead it works with ratios. A distance of 1 in Unity 

can be anything in real-life. To prevent complications concerning the distance, the units in Unity will be 

treated as meters, meaning a distance of 1 in Unity represents a distance of 1 meter in real-life. 

Visuals 

The variables relevant for the visual perception are the field of view, near and far clipping planes, stereo 

separation. Except for the latter, all variables will be left on the default values. 

Audio source 

The audio sources will be omnidirectional to prevent complications concerning the direction of the 

sources. All sources will have the same priority and volume ratio. The volume roll-off will be logarithmic, 

with the minimum distance at 0 and the maximum distance at 20. This means that the sound will atten-

uate between these distances in meters, which would comply with the volume variable analysis in 3.1.3.1. 

To increase the sense of virtual surround sound, the head-related transfer functions are turned on. 

Audio environment 

The materials for the walls of the room are set as coarse concrete block, with a tiled floor and plastered 

ceiling, provided by the Google VR plugin. The proportion of direct sound that is being reverbed is set 

at 50%, with a gain of -20 decibels. 

3.3. Realisation 
Based on the information provided in the specification section, an actual virtual environment can be 

built. After the fundaments of the environment have been built and verified, several experiments can be 

                                                      
4 Unity Technologies: http://www.unity3d.com/. 
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conducted using different scenarios, which will be described in 3.3.2. The results of the experiments will 

be provided and analysed in 3.3.3. 

3.3.1. Building simulation 
The first thing the simulation needs is a room. As described in the concept idea, analysed in 3.1.2, the 

room will not be a permanent component of the art installation, as it will most likely temporarily display 

in multiple exhibitions. However, the concept idea also states that the room needs to be realistically large. 

To ensure there is enough room for the speakers to move, a dimension of 20 meters in length and width 

and 4 meters in height has been chosen. Four omnidirectional light spots have been added to provide a 

natural and equally spread lighting. 

The visual design of the speakers is based on an example speaker that Maas once brought with her. The 

speaker is shaped like a flattened ball, with a height and width of 0.3 meters, and a depth of 0.2 meters. 

All speakers contain at least a script for movement, which will be more explained in the subsections of 

3.3.2, and an audio source component. In Figure 7, a screenshot of the simulation is shown to demonstrate 

the differences when adding textures. The textures do not show much detail, yet the visual experience 

has already increased. 
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Figure 7: Screenshot of the virtual simulation in development. 

3.3.2. Experiments 
The simulation will be used to conduct a series of experiments to better understand the experience of the 

digital Sound Swarm. An important part will be to verify the reliability of the simulation and to what 

extend results of the experiments conducted using the virtual simulation can be used for the physical 

installation. Due to time constraints and the research phase, the experiments are not aimed at large 

amounts of quantitative data or statistical significance, but more at exploration and qualitative feedback. 

The main reason for this, is the fact that the concept idea does not contain concrete requirements, mean-

ing that the research conducted in this project should aim at explorative consultancy regarding the build 

of Sound Swarm. 
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This research will focus on exploring setup designs for Sound Swarm to find the optimal auditory expe-

rience. However, as with all forms of art and human perception, the degree of satisfaction will most likely 

differ per person. An auditory experience that deviates more from the auditory perception that most 

people will acknowledge as normal or common will presumably have a higher level of satisfaction, but 

also the possibility of being perceived with a higher level of dissatisfaction. This might decrease if the 

auditory experience deviates less from common auditory perceptions. 

Since an experience is a personal and individual impression of subjective perceptions, it is not effective 

to solely test the virtual Sound Swarm for the experience participants would achieve. Instead, the key of 

the experience needs to be objectified to enable better experiment designs. The hypothesis has been men-

tioned a few times already, mainly as motive for the background research on auditory localisation in 2.2. 

The hypothesis states that all relevant sound sources in the art installation should be distinguishable 

using auditory localisation. If this is not the case, then the sound sources that are indistinguishable have 

no purpose of flying solo. Therefore, the fundamental concept of the experiments is that the sound 

sources should be distinguishable. 

However, since concrete and absolute results need a large sample size to verify statistical significance – 

which is not applicable to this research – the experiments need to contain a combination of both quanti-

tative results that are relevant to the previously mentioned hypothesis, and qualitative results that are 

relevant to the personal experience. This means that this research cannot be used as a solid design fun-

dament, but rather as a reliable source of explorative information. 

The experiments will be conducted using the simulation of Sound Swarm. Every experiment will be con-

ducted in a different scenario, each scenario providing different speaker setups. The room and all the 

important variables discussed in 3.2.3.2 will remain the same. This will prevent undesired variable 

changes and biased results. The experiments and corresponding scenarios will be explained in the next 

subsections. 

These experiments together form the conducted practical research. Volunteers who participate the re-

search are asked to complete all experiments in one session. The order of the subsections explaining the 

experiments in detail equals the order of experiments to conduct. The research setup consists of two 

laptops, an external screen and headphones (Sennheiser HD 477). One laptop will run the simulation and 

is connected to the external screen and headphones, while the second laptop shows a Google Forms 

questionnaire with all necessary information and questions for the participant. A screenshot of the first 

section of this form, which is shown at the very beginning of the research, is included as Figure 14 in 

Appendix B. The laptop running the simulation will be used by the researcher, and the screen of the 

laptop is turned in such a way that the participant cannot see what is on the screen. The external screen, 

however, is pointed towards the participant. During the first two experiments, which will be explained 

more thoroughly in the next subsections, the participant cannot see the simulation. Therefore, the simu-

lation is run on the laptop screen of the researcher. For the other experiments, the simulation will be run 

on the external screen, meaning the participant can also get visual input. The participant can look around 

using a computer mouse. 
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3.3.2.1. Validation 

This experiment is to find out how reliable the environment of the virtual Sound Swarm is and how sig-

nificant the results of further experiments would be, compared to a physical installation. Most important 

to find out is how well participants can localise the sound sources and how they perceive the room acous-

tics. Therefore, the simulation is used to create a test scenario. This scenario contains one speaker contin-

uously playing a short music composition. A script with ten different positions, each linked to a specific 

key on the keyboard, enables the speaker to instantly jump to the new location once one of the ten keys 

is pressed. While the ten positions are initially random, they will remain the same for every participant. 

The script is included in Appendix C.  

Participants will only see a top-down view of the room represented by a grid of 20x20 squares. Next to 

it is a single row of four squares on top of each other, representing the height of the room. This is pro-

grammed in Processing5, and participants should use it to click where they think the speaker should be 

located. The code and a screenshot, Figure 15, are both included in Appendix C. Beforehand, participants 

are well-informed about how to use the grid. They are asked to localise the sound source, solely using 

auditory input. To keep resemblance with the answer grid, it is not possible for participants to rotate in 

the simulation. Once they have inserted their estimate, the researcher will press the next key and the 

speaker instantly jumps to a different position. This will be repeated for ten different positions. 

Afterwards, participants are being asked whether they have encountered any problems while trying to 

locate the sound. Also, for qualitative feedback purposes, participants are asked if they think that the 

acoustics of the room come across as realistic, given the room size. While the latter is a closed-ended 

question, which can bias some participants by putting words in their mouths [40], a better solution has 

not been found. An alternative would be to ask what the room size would be, based on the acoustics, but 

it does not seem likely that the participants would correctly guess the dimensions, and it is also not clear 

what the margin of error would be. For this question, it is most important that the participants are already 

steered towards thinking about the room acoustics, such as reverb, and compare that with experiences 

from the real world. To engage the participants into thinking more thoroughly about it, the question 

explicitly states to elaborate their answer. A screenshot of the questions concerning validation is included 

in Appendix C as Figure 16. 

3.3.2.2. Grouping 

Similar sound sources can be flocked together, to possibly create more depth in the auditory experience. 

The hypothesis is that subdividing the sound, and flocking together the speakers that produce similar 

sound characteristics, would pull apart the composition more. This should create an experience of in-

creased depth and dynamics. The grouping experiment is also based on the idea that indistinguishable 

sound sources are useless to the Sound Swarm experience, as they will be perceived as a single source. 

Would that be the case, then it is more sufficient to take the sound sources out. For the grouping experi-

ment, this means that there are two different scenarios. The first scenario contains four speakers in every 

corner of the room, moving in a plus-shaped pattern, while also moving up and down. A composition is 

divided into four sound particles, each particle consists of two similar instruments regarding frequencies: 

drums and percussion, female choir and electronic organ, piano and synth, and bass strings and bass 

                                                      
5 Processing Foundation: https://processing.org/. 
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pad. Scenario 2 contains the same division, but for every sound particle there are five speakers. Every 

speaker outputs a specific frequency range of a sound particle. The frequency ranges have been divided 

in such a way that all five sources cover the total frequencies evenly, when the logarithmic scale is di-

vided by five. In every corner, the same instruments are being played, but now with five different speak-

ers. The speakers in each corner are distributed in a plus-shape, as can be seen in Figure 8. The middle 

speaker of every five speakers moves up and down, while the other speakers continuously move towards 

the speaker in the middle and back to their starting position with a speed of 1 m/s. 

 

Figure 8: Overview of the speaker setup starting the second scenario of the grouping experiment. 

Similar to the previous experiment, participants can only use their auditory system to perceive the sim-

ulation. After each scenario, participants are asked how many sound sources they heard. Once they have 

answered both questions, they are asked if they heard any other differences between the scenarios. This 

way, quantitative data is being gathered to verify whether there is an actual difference in sound sources, 

and qualitative data that is more focused on single experiences. Since the hypothesis that more sound 

sources are only useful when they can be distinguished is based on absolutes (they’re either localisable 

or not), and the ideology of Sound Swarm is mainly based on experience and perception, both answers 

can be valuable to this research. In Appendix D in Figure 17, a screenshot of the questions regarding the 

grouping experiment is included. 

3.3.2.3. Division of sound 

This experiment consists of two different scenarios that are almost identical. Each scenario contains eight 

speakers that move randomly across the room. The script that engines the movement is included in Ap-

pendix E. The speed of all speakers is set at 4 m/s. Both scenarios play the same composition. However, 

in the first scenario this composition is divided into the following instruments: bass pad, drums, female 
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choir, percussion, piano, electronic organ, bass strings and a synth. In the second scenario, the same com-

position is divided into eight frequency ranges, using the same division method as the previous experi-

ment. This time the whole composition together is divided in eight frequency ranges, instead every in-

strument solely divided in five frequency ranges. 

Before the first scenario starts, participants are informed that they can now also see the simulation and 

look around with the mouse. Since the audience of the actual installation is supposed to be seated, par-

ticipants are not allowed to change the coordinates of the camera. They will also be informed that they 

will hear two different setups. Next to that, they are asked to pay attention to any differences and think 

about which one they would prefer. Finally, participants are also asked to pay attention to the speed of 

the speakers. A screenshot of the questions to be asked is included in Appendix E as Figure 18 and Figure 

19. 

After each scenario, participants will be asked to directly describe their experience and whether or not 

this experience would positively increase by increasing or decreasing the amount of speakers. After both 

scenarios, participants are asked whether or not the speakers would move too fast or too slow and if this 

would apply to both scenes. Finally, participants will be asked to elaborate which one of the two scenar-

ios has their preference, and if they have other remarks. 

3.3.2.4. Experience 

This experiment gives an example of what sort of experience Sound Swarm may deliver. The scenario 

consists of twenty speakers, using the same sound sources as with the grouping experiment in 3.3.2.2. 

However, for this experiment, all speakers float randomly across the room. The speed of the speakers is 

4 m/s. The speakers are not grouped or flocked. Since the speaker movement should behave similar to 

the previous experiment, the same script is used to engine the speakers. Participants are allowed to look 

around the room without changing the coordinates of the camera. In Figure 9, a screenshot is shown as 

an example of what a participant might see. 
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Figure 9: Screenshot of what the experience experiment can look like. 

Prior to the experiment, the participants are only asked to focus on their overall experience, and think 

about previously discussed aspects of the simulation. This way, participants will only describe their own 

experience and will only write down what they think is important. Afterwards, they are asked to elabo-

rate their experience as thoroughly as possible. This would provide diverse qualitative feedback and may 

show different views on the installation and what kind of experiences are perceived. A screenshot of the 

information and question given to the participants is included as Figure 20 in Appendix F. 

3.3.3. Results 
All results will first be written down in the chronological order of which the experiment has been con-

ducted. The direct results will be visualised and analysed in 3.3.3.1. After that, the processed results will 

be analysed for potential correlations between different experiment scenarios and the theoretical varia-

bles analysis conducted in 3.1.3. These results will be shown in 3.3.3.2. 

3.3.3.1. Practical research 

The practical research is conducted with nine participants in total. All participants study Creative Tech-

nology at the University of Twente. This implies that the participants are already known and comfortable 

with virtual simulations, and are able to distinguish reality from simulation. As the study contains 

courses aimed at using state-of-the-art technology combined with art to create new forms of (interactive) 

art, it can be accepted that participants have a sense of artistic value. They could be considered as a 

subgroup of the potential user groups of the actual installation. 

As the experiments are conducted with a total of nine participants, it cannot be statistically proven that 

the sample (with n = 9) is a representative for the total population. Although quantitative feedback will 
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be evaluated in the results, most emphasis will be on the qualitative feedback. The qualitative feedback 

will be processed and may be used for (new) insights concerning the design suggestions of Sound Swarm. 

The quantitative data will mainly be used to verify qualitative feedback. It is highly recommended that 

the results of this research are valued as explorative design recommendations only. 

Validation 

All participants have encountered problems trying to locate the sound sources. The relevant problems 

that participants have encountered are shown in Table 7, combined with a count of how many partici-

pants have addressed the problem in their feedback. The table is shown in descending order, based on 

the amount of times participants have addressed the problem. The collected data concerning the actual 

localisation has unfortunately been lost. 

Problem Count 

Difficulty estimating the height of the sound source. 5 

Difficulty estimating the distance of the sound source. 3 

Static design: head movement did not work. 2 

Difficulty differentiating whether sound source was in the front or the back. 2 

There was no example given for reference. 2 
Table 7: Most relevant problems that occurred during the localisation of sound sources. 

Whereas all participants seem to have encountered problems localising the sound sources, every partic-

ipant does think that the room acoustics sound realistic. Two participants state that the reverb may be 

less than usual, one of them describing the phenomenon as if “the room walls were soft, like they ab-

sorbed some of the sound”. The other participant states to not have noticed any reverb, but also to not 

have noticed any absence of reverb, concluding that the room might be realistic enough that the acoustics 

feel very natural. A screenshot of the answers regarding these questions is included in Appendix G as 

Figure 22. 

Grouping 

The results of the amount of sound sources perceived by the participants are shown in Figure 10. The 

figure seems to show a lot of similarities in terms of the perceived amount of sources per scenario. How-

ever, the first scenario contains twenty sound sources, which is not visible from the figure. 
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Figure 10: Amount of sound sources perceived per scenario concerning the grouping experiment. 

The original qualitative results are included in Appendix G as Figure 23. These results are analysed for 

keywords and each keyword is counted, and checked whether it was a remark to the first or second 

scenario. Participants who have provided more qualitative feedback have most likely discussed more 

keywords. This means that these participants may have more influence on the results than participants 

who discussed less in their feedback. The keywords are counted per scenario in Table 8. 

 Scenario 1 Scenario 2 

More movement 1 3 

More depth 0 2 

More fluctuation 0 1 

More speakers 1 1 

More dynamic 1 0 
Table 8: Amount of counted keywords to describe the differences in the grouping experiment. 

Division of sound 

Whether participants think a change in the amount of speakers would positively increase the experience 

is visualized in Figure 11. The graph covers the results of both scenarios. The graph shows a divided 

opinion concerning the amount of speakers, for both scenarios. For scenario 2, the amount of participants 

is equally divided over whether to increase, decrease, or keep the amount of speakers. Participants who 

voted in favour of changing the amount of speakers, are equally divided over whether the amount should 

increase or decrease. The latter holds for both scenarios.  
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Figure 11: Results concerning whether a change in the amount of speakers would positively increase the experience per scene. 

The experience description for scenario 1 seems to describe the overall impression and perception par-

ticipants have experienced concerning the whole simulation scenario. For scenario 2, participants have 

mainly described the similarities and differences they have experienced between the two scenarios. 

Screenshots of the original experience descriptions are included in Appendix G as Figure 24 (scenario 1) 

and Figure 25 (scenario 2). 

The descriptions for both scenarios have been analysed for general experience feedback. The feedback 

can be applied to both scenarios. It is split into two categories (positive and negative). Specific remarks 

are listed into one of the categories. Remarks without specific explanation are listed as ‘general’. The 

remarks and how many times participants have mentioned them are listed in Table 9. Some participants 

have described their experience more thoroughly, which means that it is possible that these participants 

are contributing multiple remarks. In terms of participants, eight are positive whereas one participant 

experienced the scenarios negatively. 

Category Remark Amount 

Positive remark Total 9 

 Moving speakers (visual) 2 

 Different intensities (auditory) 2 

 General 5 

Negative remark Total 2 

 Claustrophobic 1 

 Too much input (chaotic) 1 

 General 0 
Table 9: Positive and negative remarks and how many times it has been mentioned concerning the division of sound experiment. 

Analysing the descriptions of scenario 2 provides the results listed in Table 10. Participants have mainly 

described the differences they noticed or seemed to notice between the first and second scenario. The 
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remarks are split up into two categories: sound perception and general perception. The answers have 

been analysed using the same method as the results in Table 9. However, in Table 10 the remarks are 

describing how the second scenario differs to the first scenario. 

Category Remark Amount 

Sound perception Total 7 

 Sounded off 2 

 More lower tones 2 

 High notes more prominent 1 

 Messed up treble and mid 1 

 Bigger sound difference 1 

General perception Total 5 

 More chaotic 2 

 Less speakers 1 

 Faster speakers 1 

 More distributed speakers 1 

 Better speaker density 1 
Table 10: Participants' remarks about the differences of scenario 2 compared to scenario 1, and how many times the remarks 

have been mentioned. 

Of the nine participants, five prefer the first scenario and two prefer the second scenario. One participant 

does not provide a clear preference, but states that the sound was nicer in scenario one, and the second 

scenario had a better speaker density. Another participant clearly states “both were not pleasant to listen 

to”. A screenshot of the participants’ answers concerning their preferences has been included in Appen-

dix G as Figure 26. 

As for the speed of the speakers, three participants suggest a lower speed, two suggest a higher speed 

and one thinks the speed does not have to be changed. One participant states that the speed in scenario 

1 was about right, but would prefer a lower speed in scenario 2. Another participant suggests to apply 

different speeds to the individual speakers. One of the three participants that suggest a lower speed, 

describes that a lower speed would be more suitable for the composition that is being played, thus mak-

ing a link between speed and composition. 

A screenshot of the answers provided by all participants is included in Appendix G as Figure 27. Unfor-

tunately, one of the participants compares the two scenarios, but addresses both with “first scenario” 

and “first one”, making it unclear which scenario is meant. This feedback will therefore not be included 

in the results. 

Experience 

The experience descriptions have been analysed similar to the previous experiment results. The remarks 

are categorised in several relevant subjects. It has been counted how many times remarks have been 

mentioned by different participants. Since some participants have been more thorough with describing 

their experience, these participants most likely have addressed more remarks. The counted remarks and 

relevant categories are listed in Table 11. A screenshot of the original feedback is included in Appendix 

G as Figure 28. 
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Category Remark Amount 

Experience Nice experience 6 

 Perfect combination of both division of sound scenarios 1 

Acoustics Much reverb 2 

 High realism 2 

 Localisation easier with visuals 3 

 Hard to hear difference front and back 1 

 Hard to hear difference in height 1 

Amount Nice amount of speakers 3 

 More sources (than previous scenarios) 2 

 Too many speakers to distinguish 2 

 Only hear difference when speakers are close 2 

 Same amount as scenario 1 of division of sound experiment 1 

 Too many speakers to hear reverb 1 

Speed Speed too high 3 

Division Good sound quality 2 

 Higher tones sound like razor 2 
Table 11: Remarks about the experience experiment, categorised and counted. 

One participant mentions a possible relation between the amount of speakers, the speed of the speakers 

and the composition that is being played. The participant mentions that there are too many speakers to 

distinguish and that the speed of the speakers does not seem to fit the style of the composition. The 

participant then suggests that the amount of speakers might make the scene too chaotic, but the speed of 

the speakers may also influence the perception that the scene is too chaotic for the composition that is 

being played. 

Another participant uses an extraordinary metaphor to describe the perceived experience in one sen-

tence. The simulation experience is compared to a visit to a discothèque while being under the influence 

of a certain drug. The way this metaphor is written down suggests that the comparison is positive, thus 

the feedback has been marked as ‘nice experience’. 

3.3.3.2. Combined results 

To be able to better understand the value of previous results, this subsection will look at potential corre-

lations between the conducted experiments, while also addressing the relevant theoretical analyses done 

in 3.1.3.1 and 3.1.3.2. Most of the results are qualitative feedback, which means that feedback given at 

one experiment might also hold true for another experiment where this feedback has not directly been 

given. 

Acoustics 

In both the validation and experience experiments, participants have pointed out that they found it hard 

to hear differences in the vertical plane. It is also mentioned by participants that estimating the distance 

of a sound source is hard. In 2.2, several scientific articles have been addressed which state that distance 

and height localisation is less precise than horizontal localisation. This means that the auditory localisa-

tion perception might be in line with its underlying theory. 
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Amount and movement 

All experiment scenarios, except for the validation experiment, contain setups with a different amount 

of speakers. The theoretical analyses imply that the amount of sources has a certain optimum if all other 

variables are constant. This optimum derives from the movement freedom per speaker, according to the 

correlation that the room volume divided over the amount of speakers leads to the movement freedom 

per speaker. 

The movement freedom of the speakers in the grouping scenarios has been very limited. In the second 

scenario, the simulation contains five times less speakers than in the first scenario, but the total move-

ment freedom remains the same. This means that an individual speaker in the second scenario has five 

times more distance to cover. However, the movement of the speakers has been scripted and is not ran-

dom, meaning that the movement freedom the speaker would achieve using the theoretical formula is 

not applicable. The results of the grouping experiment imply that more participants have noticed more 

movement, depth or fluctuation of the speakers in the second scenario, where there are only four speak-

ers instead of twenty. 

The division of sound experiment consists of two scenarios both containing eight speakers. The room 

remains the same for all experiments, therefore the movement freedom does not change either. However, 

participants have stated that the second scenario would be more chaotic and contains a better speaker 

density with less speakers that are distributed more. With the experience scenario, which contains twenty 

speakers, one participant states that the amount of speakers is the same as the first scenario of the division 

of sound experiment. Three remarks in Table 11 on page 46 of the experience experiment describe diffi-

culties with sound localisation because of too many sound sources. This has been remarked five times in 

total. Three participants, however, are explicitly positive about the amount of sound sources. No partic-

ipant has explicitly mentioned a negative remark about the amount of sources. 

Speed 

In the variables analysis, it is suggested that the speed should not go higher than 5.4 m/s. In both scenar-

ios of the division of sound experiment and the experience experiment, all speakers move with a speed 

of 4 m/s. Three participants suggest a lower speed for both experiments. One participant makes a con-

nection between the speed, amount and music composition. The participant states that both speed and 

amount can make the experience seem less or more chaotic, and that the style of the composition also 

influences the perceived chaos. 

Division and grouping 

The second scenario of the division of sound experiment has received seven remarks about the sound 

perception. The experience experiment and the first scenario of the grouping experiment both use the 

same sound sources. The only difference is that in the experience experiment the sources move randomly 

and do not flock together. All the sound sources of the experience experiment and the second scenario 

of the division of sound experiment contain only a certain frequency range. In the experience experiment, 

there is one participant who has a remark about the higher tones sounding like a razor. 
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3.4. Evaluation 
The practical research that has been conducted needs to be evaluated as well. This is to examine how 

much value the results may contain and what could be improved to gain more value for potential future 

experiments. In 3.4.1, the research methods will be evaluated. This will be done with regard to the meth-

ods used to design the experiment and questions, and the design of the experiment scenarios. The pro-

totype will then be evaluated and examined in 3.4.2.  

3.4.1. Research methods 
With a total of nine participants, it is not possible to test a hypothesis with statistical significance. The 

critical questions from Table 3 on page 26 require a specific and numerical answer. Although it has been 

the aim of this research to provide answers to these questions regarding the optimal experience, the con-

ducted research is more valuable as explorative design suggestions. The critical reason for this is the fact 

that ‘the optimal experience of Sound Swarm’ is a theoretical phenomenon and does not exist yet. As there 

is no existing definition of this potential phenomenon, it has not been possible to test certain design set-

ups and let participants decide which one has their preference. Therefore, the experiments had to be 

designed such that participants are free to describe their own experience and describe what parts are 

perceived positively or negatively. Based on the qualitative feedback results, certain design suggestions 

can be created. 

The qualitative data has been analysed by the researcher. For some given feedback, there is the possibility 

that the interpretation has been biased, due to language usage. It is possible that the use of some words 

is interpreted as positive or negative, while this is not meant by the participant. All results have been 

analysed as objectively as possible. However, if more certainty is desired, the experiments should have 

been designed such that participants would have to provide more quantitative data. 

The theoretical analyses in 3.1.3 have provided the most important variables and critical questions. That 

chapter suggests that numerical answers to each question would provide the optimal experience, in the-

ory. Ideally, the practical research would have provided these answers. This has not completely been the 

case; the practical research did not directly satisfy the questions raised during the theoretical analyses. 

However, both theoretical and practical researches have tackled the same question of what should be the 

perfect experience. Results of both researches can be combined to complement each other. The practical 

research should not be considered as attempt to verify the theory. Instead, the theoretical and practical 

researches are different approaches to find and define the perfect experience. 

3.4.1.1. Experiment methods evaluation 

The validation experiment does not have a reference point in the beginning. In Table 7 on page 42, two 

participants have remarked this as well. A reference point or example would most likely have made the 

localisation process more precise, because participants can use the reference point to estimate distance 

better. However, the validation experiment is meant to validate the simulation environment. To better 

accomplish this and to prevent an early learning-curve, the experiment is designed such that participants 

use their ears and possibly previous experiences in real-life to estimate the source location. 

Participants have not been allowed to move the virtual camera around during the validation experiment. 

This might be unnatural compared to real-life situations, where it is more common to freely move 
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around. However, the participants could also not obtain visual stimulation, as the experiment is only 

about auditory localisation. If participants were to be able to change the camera angles, the answer sheet 

of the localisation experiment would no longer be representative of the virtual environment. A solution 

could be to let the researcher move the camera back to the original position before letting the participants 

localise the sound source. 

In the grouping experiment, participants have also not been allowed to change the virtual camera angles, 

or move the virtual head. However, as this would be more natural and would enable a better auditory 

overview of the sources that are present, having allowed camera movement might have increased the 

validation of the results. In contrast to the validation experiment, there are no substantial disadvantages 

of having allowed participants to move the virtual head. 

In the division of sound experiment, all participants first experienced the scenario with the composition 

separated by instrument and then the scenario separated by frequency ranges. All participants have writ-

ten down feedback about the whole experience when asked after the first scenario. The feedback regard-

ing the second scenario only consists of how it differs compared to the first scenario. This is not neces-

sarily affecting the results in a negative manner, but the first overall impression will be assigned to the 

first scenario. 

3.4.1.2. Experiment scenarios evaluation 

As stated in 3.3.3.1, the collected results of the actual localisation assignment has been lost. This means 

that it cannot be validated how adequately the source locations have been estimated. However, the goal 

of the experiment is to let participants truly focus on the auditory perception, without an already critical 

mindset concerning the realism of the audio. The actual localisation is not relevant for the results of the 

experiment. The sample size is too small for significance, meaning there also is no margin of error. Results 

can also depend on the localisation ability of the participants themselves, and do not necessarily rely on 

the audio output of the simulation. Although the localisation results would probably have provided an 

overview of how well the participants could localise the sources, due to the previously mentioned points, 

this data could not have been analysed or used in any further way. 

The movement behaviour of the sound sources in the grouping experiment most likely does not repre-

sent actual speaker movement of the final art installation. This might affect the perception of the grouped 

sound sources. However, the experiment has been designed such that the effect of grouped sources 

should theoretically be more prominent than when present in random movement behaviour. To atone 

for this, the same sound sources are being used in the experience experiment, with the only change that 

the movement behaviour is random, and grouped sound sources do not flock. 

In both the division of sound experiment and the experience experiment, the sound sources move ran-

domly. While this is according to Maas’ concept idea, it is unlikely that the speakers of the actual instal-

lation will show this movement behaviour. In both experiment results, some participants have stated 

that they noticed either more lower or higher tones than usual. This might be the result of the randomi-

sation of the speaker movement. Speakers with either the lower or higher frequency ranges might have 

passed the participant more often during the experiment, leading the participant to think that this is what 

the installation should sound like. However, due to time constraints it was not possible to generate 
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proper movement designs to test separately. With random movement behaviour and qualitative feed-

back, there is a likelihood that one or more substantial movement design suggestions would appear. 

3.4.2. Prototype 
An important aspect of the prototype is the auditory spatial environment. As described in 3.2.3, the sim-

ulation uses the Google VR SDK plugin, which provides a more elaborate algorithm to calculate the 

three-dimensional auditory space. However, after the experiments it has been found that the HRTF 

(head-related transfer functions) do not work when the audio output is two-channelled. The most notable 

change is the inability of hearing differences between the front and back, which has been addressed by 

some participants as well. This means that, for example, a sound source on the horizontal plane at 45° 

relative to the ear sounds the same as a source that is placed at -45°. When the participant is able to look 

around, this becomes less of a problem, as this changes the relative angle between the source and the ear. 

If the source would be in front of the left ear, the angle would decrease if the head is turned to the right. 

If the source would be behind the left ear, the relative angle would increase. 

The prototype also does not seem to provide for volume experiments. This is because all audio output 

regulators work proportionally and relatively to the original digital sound loudness. Therefore, it is hard 

to determine the actual output in decibel sound level pressure. Next to that, the virtual soundwaves 

created by the speakers are not objected by objects such as other speakers or the audience. The room itself 

does reflect the sound as reverb. 

Although the auditory experience has been said to be realistic, the prototype does not provide an overall 

realistic experience. Firstly, the visual experience is not as optimised as the auditory experience. This is 

because the 3D-models are of low detail and contain basic textures. The visuals provide enough infor-

mation to let the observer feel like being inside a space with four walls, a floor and a roof, but it does not 

show any details of an actual room. Secondly, where the audio can be perceived as three-dimensional, 

the visuals cannot, since the screen is two-dimensional. Looking around is done by moving a computer 

mouse while looking at a screen. In real-life, looking around would be done by moving the head. Lastly, 

the speakers have no physical constraints. This means that the speakers are able to move through each 

other and the audience. 
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4. Conclusion 
The conclusion can be generated from both theoretical research and analyses and the practical research. 

Since Maas explicitly requested to conduct this research under the condition that all sound sources are 

able to float in every direction, the conclusion will also cover this. However, this research is also initiated 

to support Maas in realising an actual installation. This means that realistic solutions or suggestions will 

also be provided where possible. 

This research has been aimed to answer the research question: What is the best setup design of Sound Swarm 

in order to provide the most exquisite experience of being inside a music composition? Results of both the theo-

retical and practical research have provided more knowledge of the most exquisite experience, but have 

been unable to give a direct answer to the whole research question. The gained knowledge concerning 

the experience can be used for further research to examine actual design setups. As fundamental design 

suggestions, theoretical and practical findings have been applied to the concept idea of Sound Swarm, 

which provide a part of the answer to the research question in 4.1. It has also been found that there are 

two kinds of experiences concerning Sound Swarm. These experiences will be explained in 4.2. 

Based on the qualitative results in 3.3.3 concerning the validation of the virtual environment in which 

the practical research has been conducted, it can be concluded that the auditory experience is reliably 

realistic. This means that any conclusions based on the auditory perception during experiments of the 

practical research can be considered reliable as well. 

4.1. General theory 
All statements supporting the conclusive design suggestions in this subsection are based on the theoret-

ical research conducted in 2.2 on page 15. Conclusive statements that use a different source of information 

for support, such as practical results, will exclusively specify where the information can be found. If no 

source is given, the fundamental knowledge has been presented by the scientific articles from 2.2. 

Frequencies below 200 Hz are inaccurately localisable by the human brain. The brain uses the interaural 

phase differences to localise low frequencies. However, when the duration of one period is too long, the 

relative phase difference perceived by both ears is not big enough for the brain to accurately calculate 

the delay, leading to the misperception that the soundwave is coming from both sides. This occurs to 

frequencies below 200 Hz, due to the size of the human head. Since low frequencies are produced by 

subwoofers, which are relatively big, it would be highly inefficient to let these speakers float around as 

well. Therefore, it is suggested to separate the low frequencies and use stationary subwoofers near the 

audience. If the subwoofers are placed close to the audience, the volume can be lower and there is less 

chance of interference. 

Humans are more accurate in localising sound on the horizontal plane in terms of angular differences 

than estimating the height of a sound source. The least accurate auditory localisation parameter is the 

estimation of distance between the observer and the source. However, by providing relatively big move-

ments on either the vertical plane or in terms of distance, the chances of these movements being noticed 

will increase. It is thus suggested to focus the speaker movement on rotational motion for a fundamental 

perception of being surrounded by sound, but include big changes in height and distance relative to the 

audience to create more depth and dynamics. 
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Sound sources containing higher frequencies could be placed physically higher as well. This way, the 

illusion of tones occupying their correlated height in a spatial location can be used to strengthen the 

localisation abilities on the vertical plane. However, it might also be possible to use this illusion and turn 

it completely around; suddenly physically lowering sound sources containing higher frequencies to 

break the illusion, possibly leaving the audience more focussed on differences on the vertical plane.  

The speed of the speakers can mainly be used to create a level of chaos. Participants have been very 

divided concerning the speed of 4 m/s used in the relevant experiments. None of the participants have 

had any remarks about the Doppler effect. It can be concluded that 4 m/s is a safe speed to test future 

designs with. It is recommended to keep the speed lower than 5.4 m/s, to prevent people with absolute 

hearing noticing the Doppler effect, possibly leading to a lesser experience. Also, since the Doppler effect 

is relative, it is suggested to keep all speakers at the same speed. 

The amount of speakers and the corresponding movement freedom seems to have less influence on the 

experience of Sound Swarm than expected. This can be concluded using the results of 3.3.3.2 on page 47, 

where results of all relevant scenarios are combined to gain more knowledge on the amount and move-

ment. Other variables, such as speed and the division of sound could influence the perception of the level 

of chaos, catering an illusion of an increased or decreased amount of speakers. In the correlation analysis 

in 3.1.3.2, the amount of speakers and division of sound are expected to be equally important. However, 

results have provided reason to believe that the exact amount of speakers is less important than the 

method of dividing the original composition. Therefore, it is recommended to first focus on the division 

of sound.  

4.2. Experience development 
From the practical research, it has been discovered that there can be two different ways of experiencing 

Sound Swarm. This conclusion is based on the results provided by the division of sound experiment as 

well as the experience experiment. By dividing the sound over frequency ranges, most of the participants 

have stated at least one remark about the sound perception. This means that the sound was different 

than expected, creating a new sort of experience. 

The experience of Sound Swarm can be focused on either the ‘sound’ or the ‘swarm’ aspect, as discovered 

during the practical research. The sound aspect will focus more on a new experience of music, where the 

swarm aspect will focus more on the chaotic experience of a swarm. The two possible experiences will 

be explained in 4.2.1 and 4.2.2. Suggestions concerning certain variables such as the amount or speed of 

speakers will be in terms of relativity, as there has not been a definite conclusion for specific values.  

4.2.1. Swarm-like 
The main focus of the swarm-like experience will be on auditory localisation, moving sources and chaos. 

This design will most likely be less satisfying to listen to, but the experience would be more unique. To 

optimise the auditory localisation, it is advised to use a relatively small amount of speakers. Dividing the 

sound over frequency ranges will create a greater sense of diversity and lower density, also allowing for 

easier distinguishing the sound sources. The movement behaviour of the speakers can contain quick and 

sudden movements, whereas the speed can also be relatively higher. 
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4.2.2. Music-like 
The music-like experience should contain enough speakers such that the audience will always perceive 

a fundament of the composition. This decreases the distinguishability of sound sources, but would make 

the installation more pleasant to listen to. The density of the speakers is focused in a circle around the 

audience, with sometimes having random speakers pass close by. This will move the attention of the 

audience towards the speakers that are close, while the rest of the composition is still provided in the 

background. The speed of the speakers would be relatively lower, and the movement behaviour should 

be more fluent and elegant. 
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5. Future work 
This chapter will provide further suggestions that are more specific than the design recommendations in 

the conclusion. However, where the previously mentioned recommendations have also been researched, 

all suggestions provided in this chapter have not. In 5.1, possible further development will be examined. 

This includes enhancing the virtual simulation used in this research, as well as recommended further 

experiments. Important aspects concerning the actual built of the installation will also be reflected on. 

The section in 5.2 will discuss the purpose of this research and the value it should add. 

5.1. Further development 
This research has provided information about possible experiences, based on subjective feedback and 

theoretical analyses and literature. Therefore, the first step towards the realisation of Sound Swarm has 

been made, but further research and development is needed to provide more concrete results. Based on 

current results and conclusions in combination with the theory, certain development suggestions can be 

made. These suggestions will include consultation in improvement of the prototype, as well as experi-

ment proposals. 

In 5.1.3, all relevant acquired knowledge will be analysed again in an attempt to provide design sugges-

tions for the actual art installation. The main difference is that this subsection will not assume the ability 

of sound sources to float in any direction. As with all suggestions presented in this chapter, every given 

advice is supported by scientific literature or relevant results of the practical research. However, the sug-

gestions themselves have not been tested during this research and are not guaranteed to work. Therefore, 

it is recommended not to implement any features without first conducting practical research. 

5.1.1. Prototype enhancement 
Several remarks about the prototype used in the practical research have already been mentioned in 3.4.2. 

These points are mainly with regards to improving the quality of the research results. Nonetheless, in 

order to enhance the prototype, these issues have to be improved. The suggested prototype enhance-

ments are to improve the realism of the virtual experience of Sound Swarm. Besides the auditory experi-

ence, this also includes more focus on the visuals and interaction. 

The first improvement would be to fully implement virtual reality. This means that actual head move-

ments control digital head movements, and that the visual stimuli are perceived in 3D. To enhance the 

auditory experience, an audio output that enables surround sound is suggested. The most suitable option 

would be to go for a 5.1 surround sound audio system, which includes five channels for full bandwidth 

and one for low frequencies. It is possible to use a headphone or complete speaker set for this audio 

realisation. A headphone has the advantages of being portable and relatively cheaper than a full speaker 

set. It also prohibits any undesired auditory influences from the real world. However, using a headphone 

will make the auditory experience rely more on the accuracy of the algorithm that calculates the auditory 

spatial awareness. 

Besides the experience improvements, the prototype can also be enhanced in enabling the user to pro-

duce different designs more easily. This can be done by building a user-interface on top of the basic 
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functions, such as changing the amount of speakers or their movement behaviour. With an intuitive user-

interface, the prototype will become more accessible to use. 

5.1.2. Future experiments 
The conclusion in chapter 4 has provided more knowledge about different kind of experiences that Sound 

Swarm could provide. In order to fully comprehend the actual setup design, further research concerning 

the important variables is highly recommended. This subsection will cover suggested experiments that 

can be conducted to gain more concrete information about these variables. Most of these experiments 

could not have been conducted due to time constraints. For all experiments, it is recommended to have 

a sample size large enough to provide statistical significance. For more reliable results, it is also advised 

to conduct the suggested experiments in the improved virtual environment of Sound Swarm, according 

to the prototype enhancements provided in the previous subsection. 

5.1.2.1. Suggested experiments 

As evaluated in 3.4.1.2, the grouping experiment will most likely provide more reliable results when 

participants are able to move the virtual head, enabling them to ‘look around’. The speakers may show 

random movement behaviour, but with a relatively low speed. This is so participants can more easily 

focus on the amount of sound sources. 

The original composition is concluded to be an important component of the experience, although this 

research has barely covered its influence. The type of composition is considered to be the undertone of 

how the experience will be perceived. A slow and melodic composition will likely cater a more intense 

experience if the speed of the speakers is not too high. However, such an assumption should be tested. 

Therefore, it is suggested to conduct experiments concerning the correlation between the type of compo-

sition and the speed of the speakers. 

The movement freedom or behaviour of the speakers is considered to be one of the most important var-

iables in terms of contributing to the overall experience. It is suggested to research the movement behav-

iour of different animals that tend to form swarms, in order to copy a more realistic ‘sound swarm’ ex-

perience. This might add a more natural perception of movement by the audience. 

Once a few movement designs have been selected, and it has been decided what kind of experience the 

installation should provide, research regarding the amount of speakers can be conducted. A suggestion 

for testing the amount would be to begin the experiment with the amount that is preferred by Maas, and 

create a few alternative designs with more and less speakers. An important note is that changing the 

amount of speakers will also change the division of sound. 

5.1.2.2. Design possibilities 

Based on the design suggestions provided in the conclusion, two design concepts have been generated 

as possibilities for further research. These concepts potentially enable a more music-like experience, as 

the research question is more focused on the experience of Sound Swarm regarding a music composition. 

The designs are not completely thought-out, but may show potential. Therefore, these designs are ex-

plicitly mentioned in this subsection. 
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Flower-design 

This concept design enables a combination of rotational movement and difference distances, as well as 

the option of having a denser circle around the audience. The speakers will follow a track that is shaped 

as an ‘8’, with one of the circles surrounding the audience, as shown in Figure 12 (left). A single track 

could contain multiple speakers. It could be decided to have speakers follow the circle that is not sur-

rounding the audience most of the time, and only sometimes make the switch towards the audience. This 

will create the higher density as suggested in 4.2.2. 

To decrease the possibility of a noticeable Doppler effect, it is suggested that the rotational movement of 

neighbouring eight-shapes is countered. If the speakers on the outside circle of one of the tracks move 

clockwise, then the speakers on the neighbouring tracks should move counter-clockwise, as shown in 

Figure 12 (right). As the level of perception of the Doppler effect is relative to the velocity between the 

source and the observer, with this design the speakers from both tracks will be perceived with the same 

level of the Doppler effect, decreasing the possibility of being noticed. If the rotational movement on all 

tracks would be in the same direction, one speaker would have a positive velocity relative to the observer, 

and the other would have a negative velocity. This would make the change in the perceived pitch differ 

per speaker, leading to the possibility that the combined sources would sound off key. 

Speakers that move clockwise on the outside circle will move counter-clockwise on the circle around the 

audience, and vice-versa. However, this will not matter concerning the Doppler effect, as the distance 

between the observer and the sources will not change. The Doppler effect will not occur, regardless of 

the rotational velocity. The speakers should be pointed inwards for the best effect. The number of tracks 

should be even. This concept design does not have proper suggestions concerning the vertical plane. 

Gyroscope-design 

This concept design is based on the dynamics of a gyroscope combined with the design of the Multi Axis 

Trainer (MAT) by NASA, as shown in Figure 13. However, concerning Sound Swarm, the installation 

Figure 12: Left: Movement of speakers shown on a single track concerning the flower-design. Right: Movement of speakers 

shown on six tracks concerning the flower-design. 



Sound Swarm 

• • • 

University of Twente, Creative Technology  59 

would consist of two circles that are cut in half, encapsulating the audience. This way, movement in both 

the horizontal and vertical plane is rotation-wise. Both semicircles contain a row of speakers. The outside 

semicircle rotates on the horizontal plane, where the inside semicircle rotates on the vertical plane. Both 

use the audience as pivot point. However, this design does not show movement behaviour that would 

be associated with swarms. 

 

Figure 13: Left: Dynamics of a gyroscope. Right: Example of a Multi Axis Trainer. 

5.1.3. Physical installation 
The aim of this research has been to provide Maas a definite answer to the optimal design of Sound 

Swarm, which would bring the most exquisite experience. Using the conclusion of this research, Maas 

could then add constraints of the physical world and build an installation that would be based on this 

research. However, most of the results have led to suggestions rather than concrete methods. While de-

signing certain experiment scenarios or formulating design suggestions, some aspects concerning the 

real installation have emerged as well. These aspects are formulated here, including possibilities which 

are recommended to be researched further. 

Considerably the biggest difficulty with the design of the actual art installation of Sound Swarm is the 

method to allow sound sources to seemingly move in all directions. An option would be to design a grid 

skeleton which can be placed inside the room. Speakers will be suspended from this grid towards the 

floor. Regarding the movement freedom, speakers are restricted by the grid itself, but may be able to 

move up and down by decreasing or increasing the chords that hold the speakers. For more movement 

freedom concerning the horizontal plane, speakers can also be attached to poles that are placed on 

wheels. The higher the pole would be, the more unstable the speakers would stand and the higher the 

risk that it will lose its balance. Another possibility is using surround sound systems, using the Ambi-

sonics or ultrasonic sound that can create virtual sound sources. Concerning the movement freedom of 

the speakers, this enables the same possibilities as in a virtual environment. However, there will be loss 

of the visual experience. 

For real implementation, the gyroscope-design in the previous subsection shows potential. For added 

sense of depth, both horizontal and vertical plane could contain layers of multiple semicircles with speak-

ers. The installation would likely require an outside framework. The pivot mechanism concerning the 
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horizontal plane could be above the audience, suspended from the framework, or using a rail on the 

floor, surrounding the audience. The pivot mechanism concerning the vertical plane could be placed at 

floor-height. Distance is estimated using reference points and relative volume changes, which could be 

used to create the illusion of distance changes by fluctuating the volume of certain sound sources. 

It is recommended to aim the sound sources towards the audience, especially in rotational movements. 

Unlike the virtual simulation, where the sound sources have been arranged as omnidirectional, default 

speakers only focus on one direction. However, it is also possible to conduct certain experiments con-

taining directional speakers aiming in different directions. 

The final general design suggestion is concerning the placement of the audience. Based on previous the-

oretical findings, it is suggested to put the audience in chairs on a podium. This way, there is more space 

below the audience, enabling sound sources to go relatively lower as well. The subwoofer(s) could be 

placed underneath the podium, such that there are no static speakers visible. Assumingly, the low fre-

quencies would also make the podium vibrate, adding a strong somatic sensation to the experience. The 

chairs of the audience can be placed in a circle, facing outwards.  

5.2. Discussion 
The goal of this research has been to design a setup that would provide the optimal experience of an art 

installation like Sound Swarm. However, from Maas’ concept idea, analysed in 3.1.2, it becomes clear that 

this research is initiated, because the experience itself needs to be examined. Such an experience is sub-

jective and there are no indications of exactly what the experience should sound like. The concept idea 

also does not clarify any variables. 

5.2.1. Optimal experience 
As there is no specific goal, nor predefined variables, it would be close to impossible to find the actual 

optimal experience, especially when including the time constraints for this research. The theoretical anal-

yses hypothetically claim that the optimal experience would be created with a design that would allow 

all sound sources to be distinguishable and able to localise. However, as the sound sources will move 

(randomly) across the room, it differs per time whether sound sources can be distinguished or not. The 

theory does allow for better understanding important variables concerning the design of Sound Swarm, 

but it cannot function as a design fundament. 

The definition of the optimal experience can also differ based on the indication of the definition. Besides 

the theoretical definition, there are three possibilities for optimising the experience. However, these pos-

sibilities require existing design setups that already have the potential of being realised into the actual 

art installation of Sound Swarm. These designs can be experienced by Christine Maas, as she is the main 

person of interest, to determine which design will be considered to provide the optimal experience. This 

would define the optimal experience as the experience Maas wants to present to the audience. The other 

two definitions are based on changing Maas’ decision to the majority of potential visitors. The difference 

between these two definitions of the optimal experience, is based on whether it is more important that 

most visitors can enjoy the installation at least a bit, or that the design should provide the most intense 

experience, but to a more select group of visitors. 
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It would be highly insufficient to randomly design setups and test which one is most suitable for the 

actual installation. There would be no supporting theory as to why a specific design is considered better 

than the others. It would also cost an unnecessary amount of time to design random setups, and there is 

a high likelihood that the best possible setup has not been realised. Therefore, a more explorative research 

to examine possible experiences and develop an underlying theory has been more efficient. 

5.2.2. Research value 
This research has explored and defined what kind of experiences Sound Swarm could offer. It has also 

included a focused literature review that has been conducted to provide relevant scientific knowledge to 

optimise the design suggestions and narrow the research field. Although there are no definite design 

results, the research has provided research recommendations to enable more concrete results concerning 

a more defined experience. This research has also provided consultation the design of a virtual simula-

tion which could be used to create a realistic experience of Sound Swarm, and further advice regarding 

important aspect concerning the built of the actual art installation, including design suggestions. 
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Appendices 

Appendix A 

The following Table 12 is referred to in 3.1.3.1 on page 27. The table is used as reference for the maximum 

volume per speaker. 

 

Table 12: Units of sound intensity and corresponding reference points. Taken from [35]. 
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Appendix B 

 

Figure 14: Screenshot of the introduction section of the questionnaire. 
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Appendix C 

The appendices included in this subsection, are related to the validation experiments, see 3.3.2.1 on page 

38. 

Appendix C.i 

This is the code that is being used in the scenario for validating the simulation. 

using UnityEngine; 
using System.Collections; 
 
public class ValidationMoveSpeaker : MonoBehaviour { 
    public Vector3 q1; 
    public Vector3 q2; 
    public Vector3 q3; 
    public Vector3 q4; 
    public Vector3 q5; 
    public Vector3 q6; 
    public Vector3 q7; 
    public Vector3 q8; 
    public Vector3 q9; 
    public Vector3 q0; 
 
    // Use this for initialization 
    void Start () { 
  
 } 
  
 // Update is called once per frame 
 void Update () { 
        if (Input.GetKeyDown(KeyCode.Alpha1)) transform.position = q1; 
        else if (Input.GetKeyDown(KeyCode.Alpha2)) transform.position = q2; 
        else if (Input.GetKeyDown(KeyCode.Alpha3)) transform.position = q3; 
        else if (Input.GetKeyDown(KeyCode.Alpha4)) transform.position = q4; 
        else if (Input.GetKeyDown(KeyCode.Alpha5)) transform.position = q5; 
        else if (Input.GetKeyDown(KeyCode.Alpha6)) transform.position = q6; 
        else if (Input.GetKeyDown(KeyCode.Alpha7)) transform.position = q7; 
        else if (Input.GetKeyDown(KeyCode.Alpha8)) transform.position = q8; 
        else if (Input.GetKeyDown(KeyCode.Alpha9)) transform.position = q9; 
        else if (Input.GetKeyDown(KeyCode.Alpha0)) transform.position = q0; 
    } 
} 

 

Appendix C.ii 

The following code is made in Processing, which creates a sketch that is used to enable participants of 

the validation experiment to mark the sound source. 

/* 
  Original Processing version: 3.2.3 
   
  The code will create a grid, which represents the topview of a room, and a single grid with 
four big squares, representing the height. 
  The program will show a green circle where the user clicked, and calculates its coordinates 
and saves this. It is important to first click the 
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  topview and then the height, as the program calculates these differently and changes the cal-
culations based on click-counts. 
   
  Programmed by Wouter Westerdijk 
*/ 
 
String participant = "Wouter"; 
 
PFont font; 
int gridAmount = 20; 
int gridSize; 
int roomSize = 800; 
int heightSize = 200; 
int clickCount = 0; 
int countID; 
int saveX = 0, saveY = 0, saveHeight = 0; 
boolean click = false; 
 
void setup() 
{ 
    size(1000, 800); 
    background(255); 
    gridSize = roomSize / gridAmount; 
    font = createFont("Ariel", 32); 
    textFont(font); 
    textAlign(CENTER, CENTER); 
 
    // draw the left grid (horizontal) 
    for (int i = 0; i <= roomSize; i += gridSize) 
    { 
        if (i == roomSize) strokeWeight(4); 
        line(0, i, roomSize, i); 
        line(i, 0, i, height); 
    } 
 
    // draw the circles in the grid 
    noStroke(); 
    fill(0, 50); 
    for (int i = 0; i <= roomSize; i += gridSize) 
    { 
        for (int j = 0; j <= roomSize; j += gridSize) 
        { 
            ellipse(i, j, gridSize / 1.5, gridSize / 1.5); 
        } 
    } 
 
    // draw the right grid (vertical) 
    stroke(1); 
    strokeWeight(1); 
    for (int j = 0; j < roomSize; j += (roomSize / 4)) 
    { 
        line(roomSize, j, width, j); 
    } 
 
    // draw middle circle 
    noStroke(); 
    fill(220, 0, 10, 190); 
    ellipse(width / 2 - heightSize / 2, height / 2, gridSize, gridSize); 
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    fill(0, 100); 
    text("U", width / 2 - heightSize / 2, height / 2); 
 
    countID = 0; 
    noLoop(); 
} 
 
void draw() 
{ 
    if (click) 
    {  //prevents anything happening without clicking (when starting up) 
 
        // draw circle where you clicked 
        fill(50, 110, 10, 190); 
        ellipse(mouseX, mouseY, gridSize, gridSize); 
        fill(0, 100); 
        text(countID + 1, mouseX, mouseY); 
 
        // calculate the position in terms of grid 
        if (clickCount < 1) 
        { 
            //convert location points in pixels to same as Unity (10,10 top right, 0,0 being in 
the middle, -10,-10 bottom left) 
            float flgS = gridSize;  //save gridSize integer as float for correct calculations 
            float calcX = round(mouseX / flgS) - 10; 
            float calcY = 10 - round(mouseY / flgS); 
            saveX = int(calcX); 
            saveY = int(calcY); 
 
            clickCount++; 
        } 
        else if (clickCount == 1) 
        { 
            float flrS = roomSize;  //save roomSize integer as float for correct calculations 
            float calcH = round(4 - (mouseY / (flrS / 4))); 
            saveHeight = int(calcH); 
 
            countID++; 
            println(participant, "\t", countID, "\t", saveX, "\t", saveY, "\t", saveHeight); 
            clickCount = 0; 
        } 
        click = false; 
    } 
} 
 
void mousePressed() 
{ 
    click = true; 
    redraw(); 
} 

 

Appendix C.iii 

Figure 15 shows a screenshot of the code in the previous appendix in use. The lower part shows the 

console of Processing itself, which outputs the coordinates of the green circles with identical numbers 
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with tab-separated-values, enabling easy copy-paste into a spreadsheet. The columns are: participant ID; 

speaker location ID; X-axis coordinates; Z-axis coordinates; Y-axis coordinates. 

 

Figure 15: Screenshot of the Processing sketch used in the validation experiment. The inputs are an example and are not related 

to actual results. 

 

Appendix C.iv 

Figure 16 shows a screenshot of the information and questions given with the experiments concerning 

validating the virtual simulation. 
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Figure 16: Screenshot of the questions regarding the validation tests. 
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Appendix D 

All appendices included in this subsection are related to the grouping experiment in 3.3.2.2 on page 38. 

Appendix D.i 

This is the code being used in the grouping experiment, scenario one. All four speakers move according 

to a plus-shaped pattern. The speaker first moves on the X-axis until it has reached its final coordinates 

(movfree = 2.5, meaning the speakers can move 2.5 meters up, down, left and right relative to the center). 

Meanwhile, the speaker moves up and down on the Y-axis. Once the speaker, starting at the center, has 

moved all the way up and down and back to the center, it will move on the Z-axis to repeat the same 

pattern. 

using UnityEngine; 
using System.Collections; 
 
public class GroupingSolo : MonoBehaviour { 
 
    private Vector3 startPos; 
    private bool movx = false; 
    private bool movz = true; 
    private int count = 0; 
    public float movfree = 2.5f; //moving freedom 
    public float speedxz = 1f; 
    public float speedy = 0.8f; 
    public float upperLim = 4f; 
    public float lowerLim = 0f; 
    public float radius = 0.5f; 
 
 // Use this for initialization 
 void Start () { 
        startPos = transform.position;  
 } 
  
 // Update is called once per frame 
 void Update () { 
        if(count < 2) 
        { 
            MoveOnY(); 
            if (movx) { MoveOnX(); } 
            else if (movz) { MoveOnZ(); }             
        } 
        else if(count == 2) 
        { 
            transform.position = Vector3.MoveTowards(transform.position, startPos, speedxz * 
Time.deltaTime); 
            if (transform.position == startPos) 
            { 
                count = 0; 
            } 
        }      
    } 
 
    void MoveOnX() 
    { 
        transform.Translate(speedxz * Time.deltaTime, speedy * Time.deltaTime, 0); 
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        if(transform.position.x >= startPos.x + movfree) 
        { 
            transform.position = new Vector3(startPos.x + movfree, transform.position.y, trans-
form.position.z); 
            speedxz *= -1; 
            count++; 
        } else if(transform.position.x <= startPos.x - movfree) 
        { 
            transform.position = new Vector3(startPos.x - movfree, transform.position.y, trans-
form.position.z); 
            speedxz *= -1; 
            count++; 
        } 
 
        if (count == 2) 
        { 
            movz = true; 
            movx = false; 
        } 
    } 
 
    void MoveOnZ() 
    { 
        transform.Translate(0, speedy * Time.deltaTime, speedxz * Time.deltaTime); 
 
        if (transform.position.z >= startPos.z + movfree) 
        { 
            transform.position = new Vector3(transform.position.x, transform.position.y, 
startPos.z + movfree); 
            speedxz *= -1; 
            count++; 
        } 
        else if (transform.position.z <= startPos.z - movfree) 
        { 
            transform.position = new Vector3(transform.position.x, transform.position.y, 
startPos.z - movfree); 
            speedxz *= -1; 
            count++; 
        } 
 
        if(count == 2) 
        { 
            movz = false; 
            movx = true; 
        } 
    } 
 
    void MoveOnY() 
    { 
        if (transform.position.y >= upperLim - radius) 
        { 
            transform.position = new Vector3(transform.position.x, upperLim - radius, trans-
form.position.z); 
            speedy *= -1; 
 
        } 
        else if (transform.position.y <= lowerLim + radius) 
        { 
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            transform.position = new Vector3(transform.position.x, lowerLim + radius, trans-
form.position.z); 
            speedy *= -1; 
        } 
    } 
} 

 

Appendix D.ii 

This code is being used by the middle speaker in every corner, which is the target speaker for the four 

speakers surrounding it. This speaker will only move up and down. 

using UnityEngine; 
using System.Collections; 
 
public class GroupingMasterMov : MonoBehaviour { 
    public float upperLimit = 4; 
    public float lowerLimit = 0; 
    public float radius = 0.5f; 
    public float speed = 1f; 
 
 // Use this for initialization 
 void Start () { 
      
 } 
  
 // Update is called once per frame 
 void Update () { 
        transform.Translate(0, speed * Time.deltaTime, 0); 
 
        if(transform.position.y >= upperLimit - radius/2) 
        { 
            transform.position = new Vector3(transform.position.x, upperLimit - radius/2, trans-
form.position.z); 
            speed *= -1; 
        } else if(transform.position.y <= lowerLimit + radius/2) 
        { 
            transform.position = new Vector3(transform.position.x, lowerLimit + radius/2, trans-
form.position.z); 
            speed *= -1; 
        } 
 } 
} 

 

Appendix D.iii 

This code is being used for the four speakers surrounding the middle speaker. The speakers move to-

wards the middle speaker and back to their original coordinates. 

using UnityEngine; 
using System.Collections; 
 
public class GroupingSlaveMov : MonoBehaviour 
{ 
 
    public Transform target; 
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    private Vector3 startingPoint; 
    private bool returning = false; 
    public float speed = 0.9f; 
    public float radius = 0.5f; 
 
    // Use this for initialization 
    void Start() 
    { 
        startingPoint = transform.position; 
    } 
 
    // Update is called once per frame 
    void Update() 
    { 
        if(!returning) 
        { 
            TowardsTarget(); 
        } else if (returning) 
        { 
            FromTarget(); 
        } 
    } 
 
    void TowardsTarget() 
    { 
        transform.position = Vector3.MoveTowards(transform.position, target.position, speed * 
Time.deltaTime); 
        if (Mathf.Abs(Vector3.Distance(target.position, transform.position)) <= radius) 
        { 
            returning = true; 
        } 
    } 
 
    void FromTarget() 
    { 
        transform.position = Vector3.MoveTowards(transform.position, startingPoint, speed * 
Time.deltaTime); 
 
        if (transform.position == startingPoint) 
        { 
            returning = false; 
        } 
    } 
} 
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Appendix D.iv 

 

Figure 17: Screenshot of the questions regarding the grouping experiment. 
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Appendix E 

All appendices included in this subsection are related to the experiment on the division of sound, which 

is described in 3.3.2.3 on page 39. 

Appendix E.i 

The following code is used to make the speaker move to a random location inside the room. It moves 

from its starting point to a target point, and once it gets there, the target point is set as starting point and 

a new target point is randomly created. 

using UnityEngine; 
using System.Collections; 
 
public class RandomMovement : MonoBehaviour { 
     
    private Vector3 targetPoint; 
    public Transform target; 
    public float speed = 2f; 
    public int sizeX; 
    public int sizeY; 
    public int sizeZ; 
    public float radius = 1f; 
 
 // Use this for initialization 
 void Start () { 
        setNewTargetPoint(); 
    } 
  
 // Update is called once per frame 
 void Update () { 
 
        transform.position = Vector3.MoveTowards(transform.position, target.position, speed * 
Time.deltaTime); 
 
        if (transform.position == target.position) 
        { 
            setNewTargetPoint(); 
        } 
 } 
     
    void setNewTargetPoint() 
    { 
        float new_x = Random.Range(-sizeX / 2 + radius, sizeX / 2 - radius); 
        float new_y = Random.Range(0 + radius, sizeY - radius); 
        float new_z = Random.Range(-sizeZ / 2 + radius, sizeZ / 2 - radius); 
        targetPoint.Set(new_x, new_y, new_z); 
        target.position = targetPoint; 
        //print(targetPoint); 
    } 
} 
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Appendix E.ii 

 

Figure 18: Screenshot of the questions regarding the division of sound experiment (1/2). 
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Figure 19: Screenshot of the questions regarding the division of sound experiment (2/2). 
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Appendix F 

 

Figure 20: Screenshot of the question regarding the experience experiment. 
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Appendix G 

All subsections included in this appendix are related to the results, discussed in 3.3.3 starting on page 41. 

Appendix G.i 

 

Figure 21: Screenshot of the answers regarding problems encountered during the validation experiment. 
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Figure 22: Screenshot of the answers regarding the room acoustics of the validation experiment. 
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Appendix G.ii 

 

Figure 23: Screenshot of the qualitative answers regarding the differences between the grouping scenarios. 
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Appendix G.iii 

 

Figure 24: Screenshot of the experience description concerning the division of sound experiment, scenario 1. 

 

Figure 25: Screenshot of the experience description concerning the division of sound experiment, scenario 2. 
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Appendix G.iv 

 

Figure 26: Screenshot of the answers to which scenario had the participants’ preference concerning the division of sound exper-

iment. 
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Appendix G.v 

 

Figure 27: Screenshot of the answers concerning the speed of speakers during the division of sound experiment. 
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Appendix G.vi 

 

Figure 28: Screenshot of the experience descriptions concerning the experience experiments. 


