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ABSTRACT 

Phishing attacks evolve and keep on doing harm to victims. Various anti-phishing training techniques 

have been proposed as a human-oriented solution for phishing. Experimental evaluations show that 

these training techniques have had mixed success. Therefore, the aim of the present thesis was to 

develop a new anti-phishing training based on what has been learned from previous research. To 

achieve this goal this research followed three steps. First, a systematic literature review was 

conducted: what are the characteristics of anti-phishing training methods that have been published and 

tested in scientific experiments? Which characteristics of anti-phishing training are central to their 

effectiveness? Second, the anti-phishing training was developed according to the results of step 1. 

And third, the anti-phishing training was tested in a randomized controlled trail. The results are 

summarized as follows.  

 For the literature review articles were carefully selected according to the Grounded Theory 

method for rigorously reviewing literature. Articles were only included if they were published in 

English and address the topic of digital training as a countermeasure for phishing. The review 

indicated that an effective anti-phishing training has a repetitive, game-based, embedded design in 

which text is kept simple and short by using a cartoon format. The content of an effective anti-

phishing training contains cues to identify phishing emails and phishing URLs as well as a solution 

for uncertain situations. 

 Based on these characteristics ‘PHREE’, a new anti-phishing training, was developed to 

enhance the ability of users to distinguish phishing emails from legitimate emails. In this game-based 

training, users play the character of a cartoon called 'Bob Visvanger'. The game contains four levels of 

anti-phishing training. Each level includes a short and simple instructional video on how to identify 

phishing emails or phishing URLs and each level ends with four, topic related, practice questions. The 

training is completed if users pass all four levels of the game. 

 Subsequently, PHREE was tested in an experiment with 36 participants who were equally and 

randomly divided over a control group (no training) and an experimental group (PHREE training). 

Each participant had to identify 10 emails as phishing or legitimate in a pretest, a direct posttest, and a 

retention test after one week. User' performance was measured by the total amount of correctly 

identified emails (phishing + legitimate), the amount of correctly identified phishing emails, and the 

amount of correctly identified legitimate emails. The confidence of users in judging the legitimacy of 

emails was also measured.  

 Results indicate that PHREE training improved the ability of users to identify emails 

(phishing + legitimate) correctly from 68% correct before training to 86% correct after training. 

PHREE training especially enhanced the ability of users to recognize phishing emails from 52% 

correct before training to 92% correct after training. User retained this enhanced ability to identify 

(phishing) emails for at least one week. Trained users performed significantly better than untrained 

users who identified approximately 72% of all emails (phishing + legitimate) and 59% of the phishing 
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emails correct at each test moment. PHREE training did not significantly change the confidence of 

users in their decision-making, nor did it change the ability of users to identify legitimate emails. 

Finally, results indicated that age and gender had an effect on the amount of correctly identified 

emails (i.e. older users performed slightly better than younger users and men performed slightly better 

than women), but education level had no effect.  

 In conclusion, PHREE strongly enhanced the ability of users to identify (phishing) emails and 

users retained this ability for at least one week. Overall these pilot test findings strongly support the 

use of PHREE as a human-oriented solution for phishing. Future research is needed to determine the 

effect of PHREE in a real-world (corporate) setting. 

 

Kew words: Phishing, Anti-phishing training, Game design, Development and testing
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1. INTRODUCTION 

 The number of people using the Internet continues to rise, from 1,03 billion Internet users in 

2005 to 3,39 billion in June 2016 ("Internet Users" 2016). On the one hand the Internet brings 

numerous benefits to its users (Berthon, Pitt, & Watson, 1996; Maignan & Lukas, 1997; Paul, 1996). 

On the other hand there are downsides of the Internet, as it is a hotspot for hackers, pranksters, and 

viruses (Paul, 1996). From a financial perspective, recent and increasing problems emerge as a result 

of phishing (Kumaraguru, Rhee, Acquisti, et al., 2007). Phishing is defined as: "a scalable act of 

deception whereby impersonation is used to obtain information from a target." (Lastdrager, 2014, p. 

8). 

 Phishing has devastating consequences for firms and individuals (Emigh, 2005; Hong, 2012). 

The total estimated damage in direct losses for individuals ranges between 61 million and 3 billion a 

year in the USA (Hong, 2012). The average direct costs for companies are estimated at $320 million 

per year (Anderson et al., 2012). Besides, a recent report about phishing showed a tremendous 

increase in the number of phishing attacks, from 48 thousand in October 2015 to 123 thousand in 

March 2016. Although, a seasonal increase of phishing is standard, a 250 percent increase that 

continues until March 2016 is reason for concern (Aaron & Manning, 2016).  

 Three main reasons for the continuous problem of phishing exist. Firstly, technical solutions 

for phishing have been developed but cannot prevent that attacks reach users (Forte, 2009; Hong, 

2012; Zhang, Egelman, Cranor, & Hong, 2007). Secondly, despite concerns about online privacy and 

security (Sheehan & Hoy, 2000) users trust websites and are willing to give personal information 

(Downs, Holbrook, & Cranor, 2006; Milne & Gordon, 1993; Sheehan & Hoy, 2000). Consequently, 

users are vulnerable for phishing (Aloul, 2010; Jagatic, Johnson, Jakobsson, & Menczer, 2007). 

Thirdly, research shows that users fall for phishing because they lack the knowledge to protect 

themselves (Aburrous, Hossain, Dahal, & Thabtah, 2010; Mohebzada, Zarka, Bhojani, & Darwish, 

2012). It is argued that training is necessary to increase users' knowledge and so their ability to 

identify and avoid phishing emails (Mohebzada et al., 2012; Steyn, Kruger, & Drevin, 2007; Tyler, 

2016). 

 The effect of anti-phishing training has been tested in many studies while using a variety of 

content and design features. While some studies tested the effect of a simple warning message (e.g. 

Bowen, Devarajan, & Stolfo, 2011), others investigated more sophisticated training designs as 

cartoons (e.g. Gupta & Kumaraguru, 2014) or games (e.g. Sheng et al., 2007). Besides, where some 

studies tested training techniques that provided one cue to identify and avoid phishing attacks (e.g. 

Alnajim & Munro, 2009a), others tested training techniques that included many cues (e.g. 

Kumaraguru, Sheng, Acquisti, Cranor, & Hong, 2010). The two most tested training techniques are 

PhishGuru, a program that educates users about phishing during their regular use of email 

(Kumaraguru, Rhee, Sheng, et al., 2007), and Anti-Phishing Phil, a game that teaches users how to 

identify phishing URLs (Sheng et al., 2007). However, current literature show that anti-phishing 
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training has had mixed success (e.g. Caputo, Pfleeger, Freeman, & Johnson, 2014). Therefore, the 

goal of the present thesis is to develop an anti-phishing training based on a systematic literature 

review and test its effectiveness in enhancing the ability of users to identify phishing emails. To 

achieve the purpose, this thesis follows three steps: 

1. The relevant literature is reviewed: what are the characteristics of anti-phishing training 

methods that have been published and tested in scientific experiments? Which characteristics 

of anti-phishing training are central to their effectiveness? 

2. According to the findings of step 1, a new anti-phishing training is developed. 

3. The anti-phishing training is tested in a randomized controlled pilot experiment. 

 This thesis makes three important contributions. First, this study is the first to present an 

overview of characteristics that are central to the effectiveness of anti-phishing training. This 

scientific contribution is useful for researchers, but definitely also for managers that want to train their 

employees, but do not know how, when, or what to teach. Second, an overview of current anti-

phishing training literature provides researchers and companies with a clear indication of what benefit 

anti-phishing training may bring to its users. And third, this thesis presents the results of a complete 

new anti-phishing training, developed and tested in a scientific pilot experiment. 

 The thesis outline is as follows. Chapter 2 provides the literature review. Chapter 3 presents 

the development and test of the new anti-phishing training. Then, in chapter 4 the results of the 

experiment are displayed. Finally, chapter 5 presents the discussion and conclusion.



PHREE OF PHISH  9 

2. LITERATURE REVIEW OF ANTI-PHISHING TRAINING TECHNIQUES 

 This chapter describes the findings of previous studies regarding the effect of anti-phishing 

training according to the Grounded Theory method for rigorously reviewing literature (Wolfswinkel, 

Furtmueller, & Wilderom, 2013). 

 First the scope of the review was determined as well as the inclusion and exclusion of criteria. 

This literature review only includes articles that were published in English and that address the topic 

of digital training as a countermeasure for phishing. Conversely, studies were excluded if they were 

not published in English, not focused on phishing or training, or if they proposed technical 

countermeasures. Subsequently, computer science was considered as the main field for this review 

since anti-phishing training experiments are published in computer science journals. The learning 

science field was excluded in the literature review, as the goal of this study was to learn from previous 

anti-phishing experiments. 

 Due to its accessibility, the literature review started with a search through the Scopus 

database, as this index ensures most articles on phishing as they include journals as Computer and 

Security, Acm Transaction on Internet Technology, and IEEE Security and Privacy. Web of Science, 

the other database supported by the University of Twente, was not considered, as it did not bring up 

any additional useful articles. Literature was found by using the search words "Phishing" and 

"Training" in both the title and the abstract. In total 116 articles (journal articles or conference papers) 

were found. However, this sample lacked information on what content anti-phishing training should 

have. To address this, a second search in Scopus was performed to find papers with the words 

"Sensitive information" in the abstract and "Phishing" in the title. The second search resulted in 62 

articles. To make sure no information was missed, synonyms for training were also used to find 

relevant articles. A search with the words "Phishing" and "Educating" in the title or abstract, while not 

including "Training" or "Sensitive information", resulted in 37 articles. Finally, a search on 

"Phishing" and "Learning" in the title or abstract, while not including "Training", "Sensitive 

information", or "Educating" resulted in 71 articles. Therefore, in total 286 papers were found.  

 From this pool of articles, only the relevant papers were included. Therefore, first 23 doubles 

were filtered out. Then, the abstracts of the papers were scanned. Most articles proposed technological 

countermeasures (e.g Bergholz et al., 2010; Falk & Kucherawy, 2010; He et al., 2011; Smadi, Aslam, 

Zhang, Alasem, & Hossain, 2015; Xiang, Hong, Rose, & Cranor, 2011), other studies did not 

explicitly focused on phishing (e.g. Claffey Jr & Regan, 2011; Song, Yang, & Gu, 2010; Stikic, 

Berka, & Korszen, 2015), or could not be related to training (e.g. Albladi & Weir, 2016; Norris, Joshi, 

& Finin, 2015; Welk et al., 2015). In line with the scope of this thesis, these articles were excluded. 

Papers were also excluded if they aimed to show the need for training but did not perform any tests 

(e.g. Aloul, 2010; Tyler, 2016), presented training as part of a larger anti-phishing model (e.g. Besimi, 

Shehu, Abazi-Bexheti, & Dika, 2009; Frauenstein & Von Solms, 2014), or merely sketched the 
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profile of phishers (e.g. Aston, McCombie, Reardon, & Watters, 2009; Halaseh & Alqatawna, 2016) 

or its victims (e.g. Flores, Holm, Nohlberg, & Ekstedt, 2015; Frauenstein & Von Solms, 2014).  

 From the 286 papers, 246 articles dropped out, as their content was not relevant. Seven 

articles did not show up via the various search terms but were added as a result of a citation search 

using Google Scholar (Alnajim & Munro, 2009b; Clark & Mayer, 2016; Dhamija, Tygar, & Hearst, 

2006; Jansson & Von Solms, 2011; Kearney & Kruger, 2014; Smith, Papadaki, & Furnell, 2009; 

Yang, Tseng, Lee, Weng, & Chen, 2012). So the final sample for the literature review contained 47 

articles. These 47 papers were studied thoroughly to understand the findings within each article fully. 

Analytical tables were built up to compare the outcomes between papers (appendix 1 and appendix 2). 

These tables contain essential information on year of publication, authors, methodology, and main 

results. The articles were put in chronological order to follow the development of anti-phishing 

training materials. By using the knowledge gained from analyzing and comparing these articles, it was 

possible to define characteristics central to the effectiveness of anti-phishing training. The results of 

the most important anti-phishing studies are summarized in table 1. Table 1 also serves as a guideline 

throughout the rest of this chapter in which each study (design, results, limitations) and its specific 

terminologies are described in detail. 

 

Table 1: Most Important Developments in Anti-Phishing Training Research 
Author Development Results Chapter 

(Dodge Jr, 

Carver, & 

Ferguson, 2007) 

First experiment in which 

unknowing users were sent 

simulated phishing emails. 

• Sending simulated phishing emails to unknowing 

users enhanced the ability of users to identify phishing 

emails.  

2.2 

(Alnajim & 

Munro, 2009a) 

First experiment in which 

unknowing users were 

shown a warning message 

after they tried to fill out 

information on a simulated 

phishing websites. 

• Presenting a warning message after users tried to 

submit information on a phishing website enhanced the 

ability of users to identify phishing emails. 

• The website warning messages had a greater effect on 

the ability of users to identify phishing emails than 

sending anti-phishing tips via email. 

2.2 

(Aburrous et al., 

2010) 

Tested the effect of 

experience with phishing 

on the ability of users to 

identify websites as 

legitimate or phishing. 

• Experience with phishing enhanced the ability of 

users to identify phishing websites from legitimate 

websites. 

2.2 
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Author Development Results Chapter 

(Kumaraguru, 

Rhee, Acquisti, 

et al., 2007) 

First embedded training 

interventions in which users 

were shown a training 

message after they clicked 

on a simulated phishing 

email. 

• Falling for simulated phishing emails enhanced 

motivation to learn.  

• Embedded training interventions enhanced the ability 

of users to identify phishing emails. 

• Embedded training messages had a greater effect on 

the ability of users to identify phishing emails than 

security notices. 

• A comic strip intervention had a greater effect on the 

ability of users to identify phishing emails than a text 

(and image) intervention. 

2.3 

(Kumaraguru, 

Rhee, Sheng, et 

al., 2007) 

Developed PhishGuru, an 

embedded training 

intervention. 

• Embedded training interventions had a greater effect 

on the ability of users to identify phishing emails than 

non-embedded training emails. 

• Users retained knowledge gained by PhishGuru up to 

seven days. 

2.3 

(Kumaraguru, 

Sheng, Acquisti, 

Cranor, & Hong, 

2008) 

First real-world corporate 

test with PhishGuru and 

with spear training. 

• Embedded training interventions enhanced the ability 

of users to identify phishing emails in a real-world 

corporate setting. 

• Trained users could retain their knowledge up to 

seven days in a real-world corporate setting. 

• Keeping text in anti-phishing training simple and 

short seemed an effective way to enhance the ability of 

users to identify phishing emails. 

2.3 

(Kumaraguru, 

Cranshaw, et al., 

2009) 

First multiple-training 

experiment with 

PhishGuru, and to test 

knowledge retention after 

28 days. 

• Users in a single-training (trained on day 0) condition 

could retain the ability to identify phishing emails up to 

28 days.  

• Users in a multiple-training (day 0 and day 14) 

condition were better able to identify phishing emails 

at day 16 and day 21, but there was no significant 

difference at day 28. 

2.3 
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Author Development Results Chapter 

(Caputo et al., 

2014) 

Developed a two-column 

text training, an embedded 

training intervention. 

• Employees that received the two-column text training 

did not perform significantly better than employees in 

the control condition in identifying phishing emails. 

• Multiple reasons for this outcome are: (1) the training 

was not good. (2) Participants did not read the training. 

(3) The control group also received an embedded 

warning message. (4) There was no direct posttest, only 

a second test that was performed months after the first 

test. 

2.3 

(Gupta & 

Kumaraguru, 

2014) 

Tested an Anti-Phishing 

Landing Page, an 

embedded website 

intervention. 

• Users clicked less often on blacklisted websites after 

they saw the Anti-Phishing Landing Page. 

2.3 

(Sheng et al., 

2007) 

Developed Anti-Phishing 

Phil, the first published 

game-based anti-phishing 

training. 

• Playing Anti-Phishing Phil enhanced the ability of 

users to identify phishing URLs. 

• Playing Anti-Phishing Phil had a greater effect on the 

ability of users to identify phishing URLs than existing 

training materials (eBay and Microsoft tutorials). 

• Seeing the lessons provided in Anti-Phishing Phil 

printed out on paper did not have a greater effect on the 

ability of users to identify phishing URLs than existing 

training materials (eBay and Microsoft tutorials). 

2.4 

(Kumaraguru et 

al., 2010) 

Knowledge retention test 

with Anti-Phishing Phil. 

• Users who played Anti-Phishing Phil and scored 

poorly in the pretest improved their ability to identify 

phishing websites significantly after training and 

retained this knowledge for one week.  

2.4 

(Sercombe & 

Papadaki, 2012) 

Developed the Malware 

Man game, a game-based 

training. 

• Trained users were better in answering survey 

questions about phishing than untrained users. 

2.4 
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Author Development Results Chapter 

(Yang et al., 

2012) 

Developed the Anti-

Phishing Education Game, 

a game-based training. 

• The Anti-Phishing Education game significantly 

enhanced the ability of users to identify phishing 

websites. 

• Users in the control group (no training) also 

significantly enhanced their ability to identify phishing 

websites. 

2.4 

(Canova, 

Volkamer, 

Bergmann, & 

Reinheimer, 

2015) 

Developed NoPhish, a 

game-based training. The 

experiment included a 

retention test after five 

months. 

• NoPhish statically significant enhanced the ability of 

users to identify phishing URLs directly after training. 

• After five months, users still performed significantly 

better than before training but significantly worse than 

directly after training. 

2.4 

(Dodge, 

Coronges, & 

Rovira, 2012) 

Tested the difference 

between presenting an error 

message, feedback, or 

training after users fall for 

phishing. 

• After 10 days there was no significant difference 

between the three treatment groups in their ability to 

identify phishing emails. 

• After 63 days the ability to identify phishing emails 

was the highest for trained users, than for users that 

received feedback, and the lowest for users that 

received an error message. 

2.5 

(Mayhorn & 

Nyeste, 2012) 

Combined game-based 

training (Anti-Phishing 

Phil) with embedded 

training interventions 

(cartoons).  

• Directly after training, trained users performed 

significantly better than a control group (no training) in 

identifying phishing emails.  

• The positive effect of the training remained in the 

second test, however, this time not statistically 

significant different from the control group. 

2.5 

 

 The chapter outline is as follows. First, the characteristics of phishing emails are described in 

chapter 2.1. Second, in chapter 2.2 until 2.6 gotcha experiments, embedded training interventions, 

game-based training, and other anti-phishing training techniques are discussed. Finally, in chapter 2.7 

the main findings of the literature review are summarized.  

2.1 Phishing Emails 

 Phishing is initiated via several instruments; a very popular method is phishing via email 

(Kumaraguru, Rhee, Acquisti, et al., 2007). These phishing emails try to trick users into giving 

personal information or to click on links to phishing websites. A wide range of tactics to trick users 

into giving personal information is used (Kumaraguru, Rhee, Acquisti, et al., 2007). The phishing 

email, for instance, may ask users to verify their bank account, update their password or to send a 
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small amount off money to a charity foundation in Africa. Nevertheless, phishing emails have certain 

characteristics. 

 Characteristics of phishing emails without links. Aggarwal, Kumar, and Sudarsan (2014) 

examined features of phishing emails that aim to get potential victims' information by luring them into 

replying to phishing emails. Aggarwal et al. (2014) exploited the common features within such emails 

by analyzing 600 phishing emails without links over a period of six months. They found six 

characteristics of phishing emails without links. Firstly, people who sent phishing emails began this 

process by finding email lists on websites. Subsequently, they sent phishing emails to the entire list. 

One indicator of these emails was that they come without the name of the recipient (Aggarwal et al., 

2014). Secondly, most of the examined phishing emails promised an amount of money in some way 

or the other so that the potential victim was tempted to respond to the email (Aggarwal et al., 2014). 

Thirdly, the phishers used some sort of reasoning (story line) for the victim to believe that the 

intention of the email was legitimate. Fourthly, the emails often asked for personal sensitive 

information (Aggarwal et al., 2014). Fifth, the phishing emails without links often ended with a 

sentence that requested the victim to reply to a particular email address (Aggarwal et al., 2014). Most 

of the time the sender's email address was different form the reply-to email address (Aggarwal et al., 

2014). Sixth, this reply-luring request often contained a sense of urgency meant to let the victim reply 

as soon as possible. According to Aggarwal et al. (2014) reasons for the urgency request were: (1) it 

gives victims less time to think logically, and (2) when victims reply the email it is considered as non-

spam and therefore, the chance that the email will be blocked or blacklisted is reduced (Aggarwal et 

al., 2014). A blacklisted email is an email that has officially been classified as phishing (Alnajim & 

Munro, 2009a). Finally, in the 600 analyzed emails Aggarwal et al. (2014) found no pattern in the 

way attackers made victims believe that the email was legitimate.  

 Characteristics of phishing emails (with links). According to Downs et al. (2006) users 

should treat emails with suspicion for phishing when an email asks to follow a link to update account 

information, or when an email threatens with consequences for not immediately providing personal 

information. Emails that come from organizations with which the user does not have an account 

should also be treated with suspicion. Another reason for skepticism is when the email claims to be 

from an organization but it contains misspelled words, odd spacing, or sloppy grammar (Downs et al., 

2006). A final reason for suspicion is when the senders' address in the "From" field is different from 

than the name usually used by the company (Caputo et al., 2014). 

 Most phishing emails contain a request for personal information, either directly or via a link 

to phishing websites in the email (Downs et al., 2006). A characteristic of a phishing email is that it 

often contains a link to a phishing URL (Kumaraguru, Rhee, Acquisti, et al., 2007). Users can 

examine the URLs behind these links, without clicking on them, by hovering over the link with the 

mouse (Downs et al., 2006). Examining these links will then show the attached URL.  
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1. Phishing emails often request for personal information. 

2. Phishing emails often contain a sense of urgency. 

3. Phishing emails often have a mismatch between the senders' email address in the "From" field and 

the company name or reply-to email mentioned in the body of the email. 

4. Phishing emails often contain a threat to stimulate a response. 

5. Phishing emails often contain misspelled words, odd spacing, or sloppy grammar. 

6. Phishing emails often contain links to phishing websites.  

7. Hovering the mouse over a link in an email will reveal the linked URL. 

 

 Sophisticated phishing emails. While many phishing emails are plagued with poor grammar, 

it is expected that phishers start using proper grammar in the future (Marett & Wright, 2009). So what 

are tactics of deception detection for more sophisticated phishing emails? First, phishing emails may 

use a name that is known to the receiver in the body of the email, for example by including the name 

of a colleague (Marett & Wright, 2009). Second, phishers distract people from what is really going on 

by personalizing the email. One way to do this is by spear phishing (Marett & Wright, 2009). The 

difference between spear phishing and general phishing is that spear phishing is addressed directly to 

the victim and uses inside information. A general phishing attack is often less focused on one victim 

and not addressed to the victim personally, but rather aims at a broad public. As a result spear 

phishing is more effective and needs far fewer attacks to achieve the same financial benefits as 

general phishing attacks (Caputo et al., 2014). Finally, phishers mimic official emails so it appears to 

be legitimate. Phishers, for example, create email accounts (visible in the "From" field) that look like 

the email accounts from official organizations (Marett & Wright, 2009). 

(Spear) phishing emails can look very similar to legitimate emails. 

 

2.2 "Gotcha" Experiments 

 The first human-oriented anti-phishing experiments did not include training (Dodge Jr et al., 

2007). Rather, these studies tested the effect of a "gotcha" moment. A "gotcha" moment emerges 

when users are sent simulated phishing messages in the context where they would normally be 

attacked as part of a test. For example when employees receive simulated phishing emails in their 

corporate email inbox. The idea is that when users fall for these phishing attacks they realize how 

vulnerable they are and, therefore, act more careful in the future. 

 Error message. The first "gotcha" experiments were performed with students from the 

United States Military Academy (Dodge Jr et al., 2007). The unknowing students were sent simulated 

phishing emails to their regular school email to determine the efficacy of the academy’s user security 

training. Four types of phishing emails were used. The first type asked users to click on a link to see 

their grade report. The second type was identical to the first type except that it asked students to open 
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an attachment. In the third email type students were asked to click on a link that forwarded them to a 

website that requested for their social security number. Finally, the fourth type asked students to click 

on a link to download and run an application (Dodge Jr et al., 2007). The emails were presented in a 

way that they were questionable enough to raise suspicion. Dodge Jr et al. (2007) performed three 

tests, a pilot test included 515 students, the second test 4,118 students, and the third test was 

performed with 4,136 students.  

 If students fell for the trap by clicking on a link or attachment in one of the simulated phishing 

emails they saw an error message (Dodge Jr et al., 2007). So students were not trained nor informed 

about why they received phishing email, or how they could have identified the email as phishing.  

 The failure rate for the pilot test was 80%, and approximately 40% for the two subsequent 

experiments. The average failure rate per email type (over the three experiments) was 38% for 

students that received the link to grade report email, 50% for students that received the grade report 

attachment email, and 46% for the social security number email (Dodge Jr et al., 2007). The fourth 

email type was excluded in the analyses due to technical difficulties.  

 When analyzing the failure rate per class it was found that freshman students (more than 

50%) fell for phishing more often than seniors (less than 20%), indicating that the longer a student 

was at the Military Academy, receiving annual cyber security training, the lower the chance they fell 

for phishing (Dodge Jr et al., 2007). Two classes participated in three phishing experiments within the 

same year. For one class, the failure rate dropped from 84% during the first test, to 44% at the second 

test, and to 24% at the last test. For the other class the failure rate dropped from 91% at test one, to 

39% at test two, and to 30% at test three (Dodge Jr et al., 2007).  

 The study concluded that students kept on disclosing personal information that should not 

have been disclosed (Dodge Jr et al., 2007). On the bright side, the study showed that with the 

iteration of the exercise of sending simulated phishing emails, the amount of victims reduced (Dodge 

Jr et al., 2007).  

 A conclusion that was later confirmed by Aburrous et al. (2010) who found that experience 

with phishing enhanced the ability of users to recognize phishing websites. They compared employees 

that were confronted with phishing before (n = 50) to employees that had no experience with phishing 

(n = 50) in identifying phishing websites. It was found that the employees with experience identified 

72% of the 50 presented websites correctly, while users without experience identified 28% of the 

websites correctly (Aburrous et al., 2010). 

Tricking users with simulated phishing emails seems to be an effective way to enhance the ability of 

users to identify phishing emails. 

 

 Warning message. The error message that Dodge Jr et al. (2007) presented after users fell for 

phishing was replaced by a warning message in later research (e.g. Bowen et al., 2011). For the 
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purpose of this study a warning message is defined as a one-time text training that warns users for 

phishing and provides a maximum of three tips or tricks to identify and avoid phishing attacks, but 

does not include graphics, oral explanations, sounds, examples, or test questions. Three studies 

examined the effect of sending simulated phishing attacks in combination with a warning message 

(Alnajim & Munro, 2009a; Bowen et al., 2011; Jansson & Von Solms, 2013).  

 Falling for phishing emails. (1) In a study performed by Jansson and Von Solms (2013) 

25,579 unknowing students from the Nelson Mandela Metropolitan University in South Africa were 

sent two simulated phishing emails over a period of two weeks. Both emails invited students to react 

in an insecure way. Insecure meant, in this study, that users responded with filling out private 

information or when they downloaded an exe file. Users that reacted insecurely in the first cycle 

received a red-screen warning informing them of their insecure behavior (Jansson & Von Solms, 

2013). Besides, users received an email message with attachment. The email made students aware of 

their insecure behavior in more detail and the attachment provided the tip: "do not open files in 

unexpected emails" (Jansson & Von Solms, 2011, p. 77).  

 Comparing individual results between the two cycles made it possible to measure 

improvement. During the first cycle, 14% of the active email users (1,304 people out of 9,273) reacted 

insecure, by the second cycle, this percentage dropped to 8% (664 people out of 8,231) (Jansson & 

Von Solms, 2013). Based on the difference in active users during the two cycles, there were 42.63% 

less reactions in the second cycle than there were in the first cycle (Jansson & Von Solms, 2013). In 

total 976 users fell for phishing in week one, but not in week two, while being active email users in 

both weeks. So 11.85% of the total population learned from the first attack (Jansson & Von Solms, 

2013). For this reason the study concluded that sending simulated phishing emails in combination 

with warning messages can positively influence secure email behavior (Jansson & Von Solms, 2013). 

 (2) A study performed by Bowen et al. (2011) included multiple rounds of simulated phishing 

emails. During the first round 500 students and staff members from the Columbia University were 

sent simulated phishing emails. Only users that fell victim in round one were selected for the next 

round a few weeks later, in which they received a variation of the first phishing email. This process 

continued until all students identified and avoided the phishing attacks. Afterwards, the experiment 

was repeated with a population of 2,000 students (Bowen et al., 2011).  

 Every time users fell for a simulated attack, regardless of the round they were in, they were 

presented the following warning message:  

 

The Columbia University IDS Lab is conducting experiments designed to measure the security 

posture of large organizations and to educate users about safe practices so that they avoid falling 

prey to malicious emails. The emails automatically generated and sent to users of Columbia’s 

network and email system are designed to test whether users violate basic security policies. 

Although our emails are completely benign, please be aware that many email are sent that are 
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designed to trick unsuspecting users into giving up identity information (Bowen et al., 2011, p. 

232).  

 

 The results of the experiment showed that both the first (N = 500) and the second (N = 2,000) 

experiment were repeated until the fourth phishing email. At the first experiment 313 users fell for the 

first phishing email, from these 313 users 21 users fell for the second phishing email, from these 21 

users only one user fell for the third phishing email, and no one fell for the fourth phishing email 

(Bowen et al., 2011). At the second experiment there were 384 victims in round one, 29 victims in 

round two, four victims in round three, and no victims in round four (Bowen et al., 2011). This 

showed again that sending simulated phishing emails in combination with a warning message 

enhanced secure behavior.  

 Falling for phishing websites. One study made use of simulated phishing websites in 

combination with a warning message (Alnajim & Munro, 2009a) Phishing is not restricted to email. 

Phishing messages are, for example, also sent via social media, and in many cases phishing messages 

contain links to phishing websites (Kumaraguru, Rhee, Acquisti, et al., 2007). The "gotcha" technique 

to makes users feel vulnerable for phishing can also be applied to those websites.  

 (3) Alnajim and Munro (2009a) were the first to develop such a program (APTPWD). In 

APTIPWD a warning was presented after users tried to submit information on a blacklisted website. 

A blacklisted website is a website that has officially been classified as phishing (Alnajim & Munro, 

2009a). The APTIPWD program would present users the following message:  

 

A fake website's address is different from what you are used to, perhaps there are extra characters 

or words in it or it uses a completely different name or no name at all, just numbers. Check the 

True URL (Web Address). The true URL of the site can be seen in the page 'Properties' or 'Page 

Info': While you are on the website and using the mouse Go Right Click then Go 'Properties' or 

'Page Info'. If you don't know the real web address for the legitimate organization, you can find it 

by using a search engine such as Google (Alnajim & Munro, 2009a, p. 406).  

 

 The program was tested in a laboratory setting with 36 participants that had no technical 

knowledge (Alnajim & Munro, 2009a). The participants were asked to interact with an email inbox 

that belonged to an imaginary "Dave Smith", an employee. In total the email inbox contained 14 

emails (phishing or legitimate) from which the eighth was a training email (Alnajim & Munro, 

2009a). If users clicked on the link in this training email, they proceeded to the linked phishing 

website. Only if users tried to submit personal information on this blacklisted website (by clicking on 

the submit button) they saw the warning message (Alnajim & Munro, 2009a). To test the effect of 

training on the ability to identify emails, the results of a control group (saw a regular email) and two 
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experimental conditions were compared. The experimental conditions consisted out of a new 

approach condition (APTIPWD) and an old approach condition (anti-phishing tips via email). 

 The study showed that untrained users identified 52% of the emails correctly (as phishing or 

legitimate) in both parts of the experiment. On the one hand, users in the old approach identified 50% 

correctly before they received the email with anti-phishing tips and 52% correctly afterwards. 

Therefore, users in the control group and users in the old approach condition did not significantly 

improve in the second part of the experiment as compared to the first part. On the other hand, users in 

the new approach condition estimated 52% of the websites correctly before the APTIPWD warning 

message (similar to the other treatment groups), while after the warning message 77% of the websites 

(significantly better than the other treatment groups) were correctly identified (Alnajim & Munro, 

2009a).  

Tricking users with simulated phishing attacks followed by a warning message seems to be an 

effective way to enhance the ability of users to identify phishing emails. 

 

2.3 Embedded Training Interventions 

 Just like the "gotcha" experiments, embedded training uses the design of sending simulated 

phishing attacks to unknowing users in the context where they would normally be attacked 

(Kumaraguru, Rhee, Acquisti, et al., 2007). Additionally, if users fall for the attack (for example by 

clicking on a link) they are presented training interventions (Kumaraguru, Rhee, Acquisti, et al., 

2007). The idea of embedded training intervention is to motivate users for anti-phishing training by 

showing how vulnerable they are (Kumaraguru, Rhee, Sheng, et al., 2007). In this study embedded 

anti-phishing training is defined as anti-phishing training that is initiated immediately after users fall 

for simulated phishing attacks.  

 A training intervention is defined as a one-page training that warns users for phishing and 

provides a minimum of four tips or tricks to identify and avoid phishing attacks, and can include 

graphics, oral explanations, sounds, examples, or practice questions (figure 1). These extra tips, as 

compared to the earlier discussed warning messages (maximum three tips to avoid phishing), may 

enhance phish avoidance behavior. Because even if users are aware of phishing, they do not link this 

awareness to useful strategies to avoid phishing attacks (Downs et al., 2006). Six studies examined the 

impact of embedded training interventions (Caputo et al., 2014; Gupta & Kumaraguru, 2014; 

Kumaraguru, Cranshaw, et al., 2009; Kumaraguru, Rhee, Acquisti, et al., 2007; Kumaraguru, Rhee, 

Sheng, et al., 2007; Kumaraguru et al., 2008).  

 Comic strip intervention. Kumaraguru, Rhee, Acquisti, et al. (2007) were the first to test the 

effect of an embedded training intervention. To do this they designed a text and graphics intervention 

(figure 1) and comic strip intervention (figure 2). 
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Figure 1: Text and Graphics Intervention (Kumaraguru, Rhee, Sheng, et al., 2007, p. 5) 

 
 

Figure 2: Comic Strip Intervention (Kumaraguru, Rhee, Sheng, et al., 2007, p. 5) 

 
 

 The two training interventions had a similar content. Users were taught that criminals could 

make emails that look like legitimate emails from organizations. Phishers would do this by forging the 

sender and the link in the email to look genuine. Users were also taught that phishing emails often 

include a threat to reply on the message urgently (Kumaraguru, Rhee, Acquisti, et al., 2007). Then, 

based on an analyses of 25 online anti-phishing tutorials, users were instructed to: "(1) never click on 

links within emails, (2) type in the website address into the web browser (3) find and call a real 
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customer service, (4) never give out personal information" (Kumaraguru, Rhee, Acquisti, et al., 2007, 

p. 5). The rationale for never click on links in emails was that it is difficult for non-experts to 

distinguish between a phishing link and a legitimate link. The rationale for manually typing the URL 

was that phishing URLs appear to be genuine URLs but are not identical. The rationale for calling 

customer service (look up the number via a trusted source like the Yellow Pages) was that companies 

could tell the user if they sent email. Finally, the rationale for never give personal information was 

that companies rarely ask for such information (Kumaraguru, Rhee, Acquisti, et al., 2007). 

 The designs of the two embedded training interventions deferred slightly. The text and 

graphics intervention showed a screenshot of a phishing email and explained in text how users could 

identify and avoid phishing attacks (figure 1). The comic strip intervention was presented in a comic 

strip format and, therefore, contained less textual information (figure 2).    

 To test their interventions Kumaraguru, Rhee, Acquisti, et al. (2007) recruited 30 participants 

with little technical knowledge by handing out flyers around the Carnegie Mellon University and local 

neighborhoods in the USA. The 30 participants were divided into equal groups that represented a text 

and graphics intervention condition, a comic strip intervention condition, and a security notice 

condition. Kumaraguru, Rhee, Acquisti, et al. (2007) described the security notices as typical security 

emails sent out by companies to warn users about phishing. 

 For the experiment Kumaraguru, Rhee, Acquisti, et al. (2007) simulated a working 

environment by giving participants the role of “Bobby Smith” a business administrator for Cognix 

Inc. Participants would sit at a desk in a laboratory and had to imagine that the desk they were sitting 

at was Bobby’s office desk (Kumaraguru, Rhee, Acquisti, et al., 2007). Subsequently, they showed 

each participant Bobby’s email inbox and asked them to process and react to the emails as they would 

normally do at their job (Kumaraguru, Rhee, Acquisti, et al., 2007). The inbox contained 19 emails 

from which the third, fourteenth, sixteenth, and seventeenth were phishing emails and the fifth and 

eleventh were training emails. Users did not know they were participating in a study about phishing, 

and the anti-phishing training interventions were unannounced. Hence, the experimental setup made it 

possible to test embedded training in a laboratory setting.  

 Security notices. On the one hand results showed that sending security notices was not an 

effective way to teach users about phishing attacks. Only five users (50%) clicked on the link in the 

first security notice training email to learn about phishing. Among these five users two users actually 

read the training materials, whereas the other three quickly skimmed the training materials and closed 

the training window (Kumaraguru, Rhee, Acquisti, et al., 2007). Besides, 90% of the users in the 

security notice group fell for the first phishing email and 90% of the users fell for the final phishing 

email (Kumaraguru, Rhee, Acquisti, et al., 2007). Moreover, the mean percentage of users that fell for 

phishing over the last three attacks was 63%. 
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Sending out security emails seems not an effective way to enhance the ability of users to identify 

phishing emails. 

 

 Text and graphic intervention. On the other hand results indicated that embedded training 

interventions could help users to avoid phishing attacks. In the text and graphics condition, 80% of the 

users fell for the first phishing attack. Subsequently, 70% of the users clicked on the training email, 

and 70% of the users fell for the final phishing attack. But the mean percentage of users that fell for 

phishing over the last three phishing emails was 30% only.  

 The comic strip intervention was the most effective way in educating users to avoid phishing. 

On the downside, the comic strips were perceived as childish. 55% of participants preferred the text 

and graphics intervention above the comic strip (Kumaraguru, Rhee, Acquisti, et al., 2007). On the 

bright side, the comic strip was significantly more effective in teaching users phish avoidance 

behavior than the text and graphics intervention (Kumaraguru, Rhee, Acquisti, et al., 2007). All 

participants in the comic strip intervention condition fell for the first phishing email and clicked on 

the first training email. After training, only 30% of the users fell for the final phishing attack. Besides, 

the mean percentage of users that fell for phishing over the last three attacks was 23%.  

1. Including an embedded design in anti-phishing training seems an effective way to enhance the 

ability of users to identify phishing emails. 

2. Including a comic strip format in anti-phishing training seems to be a more effective way to 

enhance the ability of users to identify phishing emails than a text (and graphics) design. 

 

 Too much text. That the comic strip outperformed the text and graphics intervention was 

explained as a result of the fact that the comic strip intervention used less text and more graphics 

(Kumaraguru, Rhee, Acquisti, et al., 2007). This may also explain the difference between two large-

scale real-world corporate anti-phishing training studies that both examined the effect of embedded 

training (Caputo et al., 2014; Kumaraguru et al., 2008). One study used cartoon training (Kumaraguru 

et al., 2008) and the other used text training (Caputo et al., 2014). The cartoon training (using few 

words) increased phish avoidance behavior within the company. Conversely, the text training (using 

many words) did not prevent employees from falling for phishing.  

Keep text in anti-phishing training simple and short seems an effective way to enhance the ability of 

users to identify phishing emails. 

 

 PhishGuru. The positive results led to further development of the comic strip intervention. 

The final version is called PhishGuru (Kumaraguru, Rhee, Sheng, et al., 2007). The content of 

PhishGuru is very similar to the earlier tested comic strip intervention. A few techniques to recognize 

phishing emails are combined with simple measures to prevent falling for phishing (figure 3).  
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 The design of PhishGuru is a comic strip training intervention that uses avatars (a fish, a 

criminal, and a victim) to personalize the training. The fish helps the victim to escape from the 

criminal by giving tips, tricks and examples to avoid phishing emails (figure 3). 

 

Figure 3: PhishGuru (Kumaraguru et al., 2008, p. 14) 

 
 

  Knowledge retention after one week. A second embedded training intervention study was 

performed with PhishGuru and included 42 students recruited around the Carnegie Mellon University. 

Like the previous study, students were given the role of Bobby Smith and had to process his email 

inbox (Kumaraguru, Rhee, Sheng, et al., 2007). Participants saw 16 emails before training, 16 emails 

in a direct posttest, and 16 emails in a delayed posttest after seven days (retention test). A retention 

test measured the ability to recall concepts learned in the past when tested under similar conditions 

after a period of time (Clark & Mayer, 2016). There were three treatment groups: a control group (did 

not receive training), a non-embedded group (saw phishing tutorial from Amazon), and an embedded 

group (saw PhishGuru) (Kumaraguru, Rhee, Sheng, et al., 2007). 

 Untrained users identified 7% of the emails correctly (legitimate or phishing) in the pretest, 

11% in the direct posttest, and 7% in the delayed posttest (Kumaraguru, Rhee, Sheng, et al., 2007). 

Users in the non-embedded condition identified 4% of the emails correctly in the pretest, 14% in the 

direct posttest, 7% in the delayed posttest (Kumaraguru, Rhee, Sheng, et al., 2007). Users in the 

embedded training condition performed significantly better. These users identified 18% of the emails 

correct before training, 68% directly after training and 64% at the retention test (Kumaraguru, Rhee, 

Sheng, et al., 2007). These results support the conclusions of their previous study with the comic strip 
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intervention (Kumaraguru, Rhee, Acquisti, et al., 2007). Firstly, embedded training is an effective 

way to teach users about phishing. Secondly, embedded training is more effective than non-embedded 

training (Kumaraguru, Rhee, Sheng, et al., 2007). Thirdly, users trained by PhishGuru can retain their 

knowledge for seven days. 

 The results in these small-scale laboratory studies are questionable according to Parsons, 

McCormac, Pattinson, Butavicius, and Jerram (2015). They state that studies in which users are 

informed they take part in a phishing experiment are better able to distinguish legitimate emails from 

phishing emails. To deal with shortcomings of small laboratory studies, embedded training was tested 

in four larger real world studies (Caputo et al., 2014; Kumaraguru, Cranor, & Mather, 2009; 

Kumaraguru, Cranshaw, et al., 2009; Kumaraguru et al., 2008).  

 A third embedded training intervention experiment was again performed with PhishGuru but 

for the first time in a real-world corporate setting. Kumaraguru et al. (2008) used participants that 

worked at a large Portuguese company. The goal was to evaluate the effectiveness of anti-phishing 

training in a real-world corporate environment. All 321 participants of the study worked on the same 

floor of an office building. However, participants were from different areas in the firm: 

administration, business, design, editorial, management, technical, and others (Kumaraguru et al., 

2008). To achieve their goal Kumaraguru et al. (2008) sent three simulated phishing emails to 

unknowing employees (at day 0, day 2, and day 7). The first email was to determine a base level of 

anti-phishing behavior and the following emails checked for improvement after training. If users 

clicked on the phishing email at day 0 they were provided with PhishGuru training according to the 

principles of embedded design. All emails were based on real phishing attacks that the company had 

received in the past (Kumaraguru et al., 2008). Fake phishing websites were linked to the phishing 

emails.  

 Kumaraguru et al. (2008) found that a significant amount of the users (42%) indeed clicked 

on links in phishing emails. Trained users (clicked on the first phishing email and were provided with 

PhishGuru training) were significantly (paired t-test, p-value <0.01) less likely to fall for the 

subsequent simulated phishing attacks. Only 19% of the trained users clicked and gave information 

during the second test and 12% of the users gave information during the retention test (Kumaraguru et 

al., 2008). These results showed that users did not significantly (paired t-test, p-value 0.55) lose any 

of their knowledge up to seven days in a real-world setting (Kumaraguru et al., 2008).  

 A control group existed out of employees that did not click on the link in the first phishing 

email and, therefore, did not receive training. 10% of the untrained users in the control group clicked 

and gave information in the second test, and 13% of the users clicked and gave information in the 

retention test (Kumaraguru et al., 2008). Kumaraguru et al. (2008) concluded that untrained 

employees were equally able in identifying phishing emails than trained employees, indicating that 

untrained employees did not need the training they had not received (Kumaraguru et al., 2008). This 

study, therefore, did not support previous laboratory research on anti-phishing training impact. 
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 Spear training. Kumaraguru et al. (2008) also tested the effect of a spear version of the 

PhishGuru training. In this study, the spear phishing training differed from the generic training in a 

way that the spear training contained more detailed information (Kumaraguru et al., 2008). For 

example (Kumaraguru et al., 2008, p. 14): "never give out personal information upon an email 

request" (generic) or "never give out corporate or financial information over email, no matter who 

appears to have sent it" (spear).  

 As described before 42% of the users in the generic training condition clicked and gave 

information in the pretest, 19% of the users gave information in the direct posttest, and 12% during 

the retention test. On the other hand 39% of the users in the spear training condition clicked and gave 

information in the pretest and from these users, 18% gave information during the posttest one day 

later. Finally, 15% of the users clicked and gave information after one week. The result of the 

comparison showed no significant difference between the two conditions. The authors concluded that 

users did not gain specific abilities to identify spear phishing emails by being trained via spear 

interventions rather than generic interventions (Kumaraguru et al., 2008).  

Focusing on spear phishing in anti-phishing training seems not an effective way to enhance the ability 

of users to identify phishing emails. 

 

 Knowledge retention after 28 days. The fourth embedded training intervention experiment 

also tested the effect of PhishGuru in a real-world setting. The experiment was performed with 515 

active email users from the Carnegie Mellon University including student, faculty, and staff 

(Kumaraguru, Cranshaw, et al., 2009). These users were sent simulated phishing emails, not knowing 

they were taking part in a phishing experiment. The goal was to examine if people retain gained 

knowledge up to 28 days (Kumaraguru, Cranshaw, et al., 2009). All unknowing participants received 

three legitimate and seven simulated phishing emails in four weeks time. PhishGuru was again used to 

train users. There were three treatment groups: a control group (did not receive training), a one 

training condition (received PhishGuru training at day 0), and a multiple-training condition (received 

PhishGuru training at day 0 and day 14). 

 Kumaraguru, Cranshaw, et al. (2009) found that users who received PhishGuru training at day 

0 only, performed significantly better than untrained users in avoiding the phishing attacks at day 28. 

54.4% of the untrained users clicked on the link in the last phishing email, while only 27% of the 

trained users made that mistake. Therefore, the authors conclude that users could retain knowledge up 

to 28 days. 

 Repetitive training. Kumaraguru, Cranshaw, et al. (2009) also examined the difference 

between the single-training condition and the multiple-training condition. The results showed that an 

additional training message reduced the probability to fall for phishing attacks. 42.9% of the users in 

the one-training condition clicked on the link in the phishing email on day 16, while only 26.5% of 
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the users in the multiple-training condition fell for this attack. This significant difference remained 

until day 21. However, there was no significant difference between the single-training and multiple-

training condition on day 28 (Kumaraguru, Cranshaw, et al., 2009).  

 Regardless of the design, content, or quality of training some studies provided evidence that 

retaining gained knowledge is difficult. Studies that tested retention of knowledge after 16 days 

(Alnajim & Munro, 2009b), four weeks (Lastdrager et al., 2017) or a few months (Canova et al., 

2015; Caputo et al., 2014) presented insignificant results, indicating that knowledge fades away over 

time and, therefore, repetitive training is necessary.  

Repetitive anti-phishing training seems necessary to enhance the ability of users to identify phishing 

emails over time. 

 

 Anti-phishing landing page. In a fifth experiment with embedded training interventions, 

PhishGuru was tested in a real-world setting as an anti-phishing landing page (Kumaraguru, Cranor, 

et al., 2009). This landing page was designed as a webpage to display on blacklisted websites. So after 

a phishing webpage was detected, it was removed from the Internet and replaced by the anti-phish 

landing page (Kumaraguru, Cranor, et al., 2009). The content and design of this training message was 

similar to PhishGuru (Kumaraguru, Cranor, et al., 2009). Despite the fact that the training was 

initiated and shown on websites, the training instructed users on how to identify phishing emails. 

 Monitoring the online behavior of 3,359 Internet users by tracking their IP-addresses, from 

January 2014 to April 2014, made it possible to measure the effect of the Anti-Phishing Landing Page 

(Gupta & Kumaraguru, 2014). Gupta and Kumaraguru (2014) compared the amount of times users 

clicked on blacklisted websites. They observed that clicking on blacklisted websites reduced by 46% 

in April as compared to January (Gupta & Kumaraguru, 2014). Therefore, Gupta and Kumaraguru 

(2014) conclude that the anti-phishing landing page was effective in educating users to avoid phishing 

attacks. 

 Two-column text training. Finally, a sixth experiment with embedded training interventions 

tested the effect of a two-column text training, and not PhishGuru, in a real-world corporate setting 

(Caputo et al., 2014).  

 The design of the two-column text training (figure 4) differed from PhishGuru on three main 

points: (1) the training used text only (no graphics), (2) the training used more text, and (3) the two-

column text training did not include a storyline. The reason for text instead of a comic strip was that 

senior employees of the company felt that a comic strip intervention was not an appropriate format for 

corporate education (Caputo et al., 2014). 

 Despite the different design, the content of the two-column text training was very similar to 

that of PhishGuru. It explained why users were sent simulated phishing emails, what (spear) phishing 

was, and how users could avoid falling for phishing in the future. Again users were taught rigorous 
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measures as never click on links or attachments in emails. The two-column text training provided the 

following tips to identify phishing emails: "(1) mismatch between name and address, (2) motivation to 

take immediate action, (3) links do not match status bar, (4) improper grammar, odd spacing, and (5) 

the overall feeling that something is not right" (Caputo et al., 2014, p. 32). 

 

Figure 4: Two-Column Text Training (Caputo et al., 2014, p. 5) 

 
 

 To test their training 1,500 employees were randomly selected out of 6,000 employees from a 

medium-sized Washington, DC-based organization. Caputo et al. (2014) followed the methodology of 

Kumaraguru et al. (2008) where unknowing employees were sent simulated phishing emails to their 

corporate email accounts. In accordance with the embedded design, employees received training 

immediately after they clicked on links in simulated phishing emails. Two main methodological 

differences compared to the study performed by Kumaraguru, Cranshaw, et al. (2009) were: (1) there 

was no direct posttest, rather they performed retention tests only and (2) a tripled sample size was 

used. The goal of the study was to explore the effect of training in a corporate setting, while using a 

strong methodology (Caputo et al., 2014). Employees were sent three simulated phishing emails. The 
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first test was in February 2011, the second one in May 2011, and the third one in September later that 

year.  

 The results of this experiment did not support the findings of earlier studies on anti-phishing 

training impact. Firstly, in this study, the overall click rate was very high before training (Caputo et 

al., 2014). Where other studies showed a 30% click rate, the study of Caputo et al. (2014) showed an 

average click rate of more than 60% for the entire group. The difference may reflect the difficulty to 

recognize phishing elements in the spear phishing emails used by Caputo et al. (2014). Secondly, 11% 

of the users clicked on the phishing links in test one (before training), two and three (after training), 

regardless of their training condition. Also, approximately 22% of the users did not click on any links 

in test one (before training), two and three (after training) regardless of their training condition 

(Caputo et al., 2014). Thirdly, in contrast to previous studies, trained users did not perform 

significantly better than the control group (Caputo et al., 2014). The authors gave four possible 

explanations for the insignificant results. (1) Training has no effect in a corporate setting. (2) 

Repetition may be required to change behavior. (3) The presented training was ineffective. (4) Many 

users did not read the training material, and so it was hard to say if the training had an effect or not 

(Caputo et al., 2014). In line with the third option of having an ineffective training, according to the 

employees, the training was too dense with text, too cartoonish and had confusing colors (Caputo et 

al., 2014).  

1. Including an embedded design in anti-phishing training does not guarantee an enhanced ability of 

users to identify phishing emails. 

2. Include graphics in anti-phishing training seems to be an effective way to enhance the ability of 

users to identify phishing emails, but the use of too much text or confusing colors should be avoided.  

  

 Another reason for the insignificant findings could be that the control group also received an 

embedded message after they clicked on a false link. The control group saw: "You have just been 

spear phished. The email was not actually from... It was a spear-phishing email to raise your 

awareness regarding spear phishing emails." (Caputo et al., 2014, p. 32). As the act of sending this 

message to the control group may raise their awareness, it may also explains why both groups (train 

and control) increased performance but not statistically different from each other. 60% of the trained 

users and 62% of the users in the control group fell for phishing before training. After training only 

34% of the trained users and 36% of the users in the control group fell for phishing. 

 Content of embedded training interventions. All the discussed embedded training 

interventions propose rigorous measures to avoid falling for phishing. Two examples are: never give 

out personal information upon an email request, and never click on links in emails (e.g. Caputo et al., 

2014; Gupta & Kumaraguru, 2014; Kumaraguru et al., 2008). However, legitimate emails can also 

contain links and clicking on those links can bring convenience to users. Therefore, this avoidance 
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training is unwanted for most people who gain great benefits from conducting business online and do 

not want to handle all emails with such scrutiny (Downs et al., 2006). Teaching users to distinguish 

phishing emails from legitimate emails may be an alternative for the rigorous measures. If users know 

the difference between phishing emails and legitimate emails they can treat the emails accordingly. 

Hence, users will click on links in legitimate emails, but not click on links in phishing emails. 

Therefore, it is useful to know what characteristics phishing emails have. 

1. The content of current embedded training interventions is limited in the amount of cues provided to 

identify phishing emails.  

2. The content of current embedded training interventions provide some cues to identify phishing 

emails, but almost no cues to identify phishing URLs. 

 
2.4 Game-Based Training 

 Another approach that is used to teach users to identify and avoid phishing attacks is by 

gaming. Gaming increases the motivation of users to learn (Sheng et al., 2007). In this review, only 

tested games are addressed, games that were in development but not tested are omitted (e.g. Hale, 

Gamble, & Gamble, 2015).  

 Anti-Phishing Phil. Phishing emails often contain links to phishing websites. However, most 

users are not aware of the structure of URLs and domain names (Herzberg & Jbara, 2008). 

Consequently, swindlers often succeed in tricking users to click on these links. 

 The most tested anti-phishing game is Anti-Phishing Phil. This game teaches users to 

distinguish between legitimate URLs and phishing URLs. The main message of this training is pay 

attention to URLs; they are good indicators of phishing. The main character in the Anti-Phishing Phil 

game is a fish named Phil. Phil eats worms that all contain specific URLs. Phil’s job is to only eat the 

legitimate URLs and reject false URLs before running out of time (Sheng et al., 2007). Phil’s father, 

in the meantime, gives tips to identify dangerous worms. The game exists out of four rounds, and 

every round starts with a short tutorial providing anti-phishing advice. Additionally, the training 

includes examples and practice questions (Sheng et al., 2007). Phil receives points when he eats 

legitimate worms and points are subtracted when Phil eats bad worms.  

 During this game users are taught the following things:  

1. URLs with all numbers in the front are usually scam (Sheng et al., 2007). 

- https:// 123.456.898.76 /ing/login 

2. A URL has several parts (Sheng et al., 2007).  

- https:// mijn.ing.nl/ internetbankieren/SesamLoginServlet 

• https:// = Prefix  

• mijn.ing.nl/ = Address 

• internetbankieren/SesamLoginServlet = File name 

3. The most important part begins with :// and ends with the next / (Sheng et al., 2007).  
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- https ://mijn.ing.nl/ internetbankieren/SesamLoginServlet 

4. The address ends with the FIRST single /. 

- https:// mijn.ing.nl/ internetbankieren/SesamLoginServlet 

5. Within the address the right hand side is the most important (Sheng et al., 2007). It shows the 

site name.  

- https://mijn. ing.nl/ internetbankieren/SesamLoginServlet 

6. A URL begins with http:// or https://, if the prefix contains an extra s, this indicates that the 

website is secure (Sheng et al., 2007). In addition a website is often considered as safe when it 

contains a security lock in the URL bar with matching certificate (Downs et al., 2006).  

- However, both the lock, as the "s" in "https://", do not guarantee safety according to 

Dong, Clark, and Jacob (2008) . 

7. When one is not a sure if a URL is phishing or legitimate, one can always use Google to 

search for the site name (not the entire addresses). The first hit in Google should be a 

legitimate website (Sheng et al., 2007). 

 The Anti-Phishing Phil game was tested in five studies (Arachchilage, Love, & Beznosov, 

2016; Davinson & Sillence, 2010; Kumaraguru et al., 2010; Mayhorn & Nyeste, 2012; Sheng et al., 

2007). Sheng et al. (2007) were the first to test the effect of Anti-Phishing Phil. 42 participants were 

recruited via flyers around the Carnegie Mellon University campus, with recruitment emails, on 

university bulletin boards, and via craigslist.com (Sheng et al., 2007). Users were presented 10 

websites and asked if the websites were legitimate or phishing and how confident they were in their 

judgment (scale 1 to 5). After the first test, users played Anti-Phishing Phil for 15 minutes and then 

they were asked again to judge 10 websites (Sheng et al., 2007). Results were compared with users in 

an existing training material group that saw anti-phishing tutorials from eBay, Microsoft, and the 

MySecureCyberspace portal (Sheng et al., 2007). 

 Anti-phishing tutorials. The study by Sheng et al. (2007) showed that users in the existing 

training materials group identified 66% of all websites correctly (legitimate or phishing) in the pretest 

and 74% during the posttest. Users, who played Anti-Phishing Phil, identified 69% of all websites 

correctly before training and 87% after training, which was a statistically significant improvement. A 

comparison between the two treatment groups showed that the game condition performed 

significantly better in the posttest than the existing training material group (Sheng et al., 2007). 

Including interactivity in anti-phishing training seems to be a more effective way to enhance the 

ability of users to identify phishing URLs than the use of passive anti-phishing tutorials. 

 

 The effect of Anti-Phishing Phil was later examined in a very similar experiment 

(Kumaraguru et al., 2010). However, this study included 4,517 participants. The results of a control 

group (no training, 2,496 people) were compared with a trained group (Anti-Phishing Phil, 2021 
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people). Participants in the game condition saw six websites before playing Anti-Phishing Phil 

(pretest), six websites after playing the game (direct posttest), and six websites one week later 

(delayed posttest). So in total they saw 18 websites, in three phases, with three legitimate websites 

and three phishing websites (Kumaraguru et al., 2010).  

 The results showed that users who scored poorly in the pretest (maximum four websites were 

estimated correctly) improved their ability to identify phishing websites significantly. Before training 

users identified 57% of the phishing websites incorrectly as legitimate, while after training users 

identified 22% of the phishing websites incorrectly as legitimate (Kumaraguru et al., 2010). So users 

made less crucial mistakes (identifying a phishing websites as legitimate websites) after training than 

before training. However, the study does not mention if the control condition improved in the posttest 

as compared to the pretest.  

 The success in these experiments led to the development of a version of the Anti-Phishing 

Phil game for the smartphone (Arachchilage & Cole, 2011; Arachchilage & Love, 2013). Like the 

computer version, the smartphone version showed in a test that it enhanced the ability of users to 

identify phishing emails (Arachchilage et al., 2016). Before playing the game, participants identified 

56% out of 20 websites (phishing or legitimate) correctly, while after playing the game they identified 

80% out of 20 websites correctly. 

Teaching users the structure of a URL and typical characteristics of phishing URLs seems to enhance 

the ability to users to identify phishing URLs. 

 

  Two studies found less promising results with Anti-Phishing Phil (Davinson & Sillence, 

2010; Mayhorn & Nyeste, 2012). Davinson and Sillence (2010) investigated the effect of education 

by Anti-Phishing Phil in combination with risk level manipulation on day-to-day online behavior. By 

means of questionnaires 64 psychology students were asked how secure they behaved online in their 

private lives.  

 Risk level manipulation and game-based training. The experimental design was as follows. 

First, in a baseline measurement users were asked how secure they acted online in the past week. 

Then students were given a warning message that was either: "Well done! You have a low percentage 

risk of becoming a victim of fraud due to the way you use the Internet.” or ‘‘Warning! You have a 

very high percentage risk of becoming a victim of fraud due to the way you use the Internet.” 

(Davinson & Sillence, 2010, p. 1743). Subsequently students were asked in an intention measure how 

secure they intended to behave online the coming week (Davinson & Sillence, 2010). After this 

intention measure, half of the participants received anti-phishing training by Anti-Phishing Phil. One-

week later students were again asked how secure they had behaved online in the past week.  

 On the one hand, the results showed that when users received a risk warning, the intention 

was to behave more secure. Besides, the follow-up test after a week confirmed that students acted 
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significantly safer as compared to the baseline measurement (Davinson & Sillence, 2010). On the 

other hand, the retention test confirmed that students did not act as careful as intended. Moreover, the 

improvement of secure behavior for students with training was not statistically different from the 

students that did not receive training. Therefore, the paper concluded that playing the Anti-Phishing 

Phil game did not have a significantly higher impact on protecting users from phishing than a simple 

risk message.  

 Two possible reasons for the insignificant finding are: (1) Davinson and Sillence (2010) did 

not actually monitor behavior, but merely asked if students acted more secure. (2) All users received a 

risk warning that may have enhanced their fear for phishing making them more cautious online 

(Davinson & Sillence, 2010).  

 Fear for phishing. Zielinska et al. (2014) tested the idea that increased fear for phishing, 

rather than training, would result in phish avoidance behavior. Zielinska et al. (2014) performed an 

experiment with 96 participants, recruited via Amazon Mechanical Turk. The participants had to 

identify eight emails before training and 12 emails after training. Three training conditions were 

compared. All conditions received the same anti-phishing information, but the three groups differed 

on the extra information they received. The control group watched a cooking video; the other two 

groups received information that aimed to increase fear. One group saw a video on real-world 

consequences of phishing to increase specific fear for phishing. The other group saw news articles to 

increase fear in general (Zielinska et al., 2014).  

 The results indicated that the level of fear for phishing had no impact on phish avoidance 

behavior. Hence, there was no significant difference between the treatment conditions (Zielinska et 

al., 2014). However, participants in all conditions showed some improvement (correctly identified 

emails / total amount of emails) in the second test (ratio's around 0.6) as compared to the first test 

(ratio's around 0.55) indicating that training, rather than fear, enhanced secure behavior. 

Stimulating fear in anti-phishing training does not seem to be an effective way to enhance the ability 

of users to identify phishing emails. 

 

 Interventions and game-based training. The last published experiment performed with Anti-

Phishing Phil included 84 psychology students from the North Carolina State University (Mayhorn & 

Nyeste, 2012). In this study, participants in the game condition (n = 28) played Anti-Phishing Phil 

before they had to interact with an email inbox that contained 30 emails. The participants in the game 

condition also saw embedded training materials, in the form of an undefined cartoon, when they 

clicked on links in phishing emails (Mayhorn & Nyeste, 2012). After one-week, a retention test was 

performed with 40 emails (from which 10 emails were new).  

 The study does not provide information on mean scores for the various training conditions. 

Nevertheless, the study concludes that users that received training performed significantly better than 
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the control group that did not receive training (repeated measures ANOVA with an alpha level of 

0.05). The positive effect of the training remained in the second test, however, this time not 

statistically significant different from the control group (Mayhorn & Nyeste, 2012), possibly because 

of the small population.  

 In sum, two experiments did not find a main effect of Anti-Phishing Phil training (Davinson 

& Sillence, 2010; Mayhorn & Nyeste, 2012). In both studies users behaved more secure after anti-

phishing training than they did before, yet these positive results were also found for the control group. 

 NoPhish. Canova et al. (2015) developed a different kind of game in the form of an 

application for the smartphone. The game existed out of questions on URLs. Users of this game had 

three lives represented by hearts (Canova et al., 2015). Points were gained when questions were 

answered correctly and lost when answered wrongly. 

 The content of NoPhish was similar to Anti-Phishing Phil. In eight lessons users were taught 

the structure of URLs, obvious subdomain tricks (ing.phishing.nl), IP address tricks, random 

subdomain tricks (ing.monypomy.nl), trustworthy sounding domain tricks (ing.secure-login.nl), typos 

in domain names (twittter.com), substitute characters in domain names (arnazon.com), and brand 

name in path tricks (abs.nl/ing) (Canova et al., 2015).  

 An experiment was performed to test the game. Participants, recruited via flyers and social 

media, had to identify 16 websites before training and 24 websites after training (eight new websites) 

as phishing or legitimate. In between rounds, users played the NoPhish game for 30 minutes (Canova 

et al., 2015), which was longer than in other studies where users were trained for 15 minutes (Sheng 

et al., 2007).  

 The study showed that users performed significantly better after training (90% correct) than 

before training (57% correct) in identifying the websites (Canova et al., 2015). The study also 

demonstrated that after playing the game, participants would use URLs as their main indicator to 

judge about a website's legitimacy (Canova et al., 2015). A retention test measured if users could 

retain knowledge up to five months. On the one hand, performance was still significantly better (81% 

correct) than before participants played NoPhish. On the other hand, participants significantly had 

fewer correct answers compared to the direct posttest (Canova et al., 2015). 

 Conversely, a study that compared classroom training, text based training, and computer-

based training (using NoPhish) showed less positive results (Stockhardt et al., 2016). Participants 

trained by NoPhish performed better after training (81.5% correct) than before training (57% correct) 

in identifying phishing websites. However, the performance after training was statistically less than 

the performance of participants that followed classroom training who increased their performance 

from 65% to 94% correctness (Stockhardt et al., 2016). 

 Anti-Phishing Education Game. Another anti-phishing game is called Anti-Phishing 

Education Game (APEG) (Yang et al., 2012). The main character in this game was a soldier named 

John. John had to determine if various hyperlinks were phishing or not (Yang et al., 2012). John's 
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commander provided tips on how to identify the legitimacy of a website. The main difference with 

Anti-Phishing Phil was that this game used a realistic look (the user of the game saw multiple 

hyperlinks after a Google search). The rationale for the realistic layout was that it was needed to be 

able to apply gained knowledge in the real world (Yang et al., 2012). 

 Because anti-phishing knowledge is increasing Yang et al. (2012) classified the anti-phishing 

knowledge into different levels of learning skills. For each level they proposed a matching action. 

Firstly, users were educated to be aware of the risk of domain names. Users could identify the nature 

(legitimate/phishing) of a domain name by checking black and white lists. Black lists reveal phishing 

websites and can be found via Phish Tank. White lists reveal legitimate websites and can be found via 

a Google search (Yang et al., 2012). Secondly, users are educated to pay close attention to ads and 

login fields on websites. These fields could be spoofed. Thirdly, users had to learn how to detect false 

URLs form legitimate URLs by decoding them (Yang et al., 2012). Finally, Yang et al. (2012) warned 

users for domain name spoofing by replacing characters, for example by using zero "0" instead of 

alphabet "o".   

 A pilot test in which 62 students from a large Taiwanese University had to judge about 20 

websites before training and 20 websites after training showed positive results. The students were 

significantly less likely to fall for phishing after training than they were before training (paired t-test < 

0.001). However, the control group (no training) also improved their phish avoidance behavior (paired 

t-test = 0.001) (Yang et al., 2012). According to Yang et al. (2012) this indicates that the posttest was 

easier than the pretest. 

 Other anti-phishing games. Two other anti-phishing games that used quizzes as their main 

format, have been developed and tested. Smith et al. (2009) proposed an anti-phishing website 

(Social-Ed) and Sercombe and Papadaki (2012) an anti-phishing game called Malware Man.  

 The Social-Ed website was tested in a pilot study including 46 students of the University of 

Sidney. The results showed that participants that read the reading material on the Social-Ed website 

performed better in answering phish related quizzes (69% correct) than users that did not read the 

training materials (44% correct) (Smith et al., 2009).  

 The Malware Man game was tested with 104 students and staff members from the Plymouth 

University (Sercombe & Papadaki, 2012). In this game, users had to answer phish related questions. 

The game used a graphic displaying a malware man behind a low firewall. As the users answered 

more questions correctly, the firewall grew, causing the malware man to be in pain (Sercombe & 

Papadaki, 2012). After playing the game, users had to complete a survey with phish related questions. 

The answers were compared with a control group that did not receive any training. The results 

indicated that users who played the game answered 77% of the posttest survey questions correctly. 

While users that did not play the game answered 55% of the questions correctly (Sercombe & 

Papadaki, 2012).  
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Using a game format in anti-phishing training seems to be an effective way to enhance the ability of 

users to identify phishing URLs. 

 

 Content of anti phishing games. Most anti-phishing games focus on recognizing phishing 

URLs. Games as NoPhish and Anti-Phishing Phil teach users the structure of URLs and how this 

structure defers for legitimate URLs as compared to phishing URLs. 

 Phishing URLs are also examined by studies that developed technical countermeasures for 

phishing. Most of these technical countermeasures implement techniques that are unpractical or 

difficult to teach users like time taking activities as counting the number of slashes, dots, or characters 

(e.g. Aggarwal, Rajadesingan, & Kumaraguru, 2012; Jeeva & Rajsingh, 2016), identifying the age of 

domain names (Basnet, Mukkamala, & Sung, 2008), or combining many indicators of phishing to 

form a legitimate judgment (Jeeva & Rajsingh, 2016). Nevertheless, technical countermeasures 

confirm that characteristics of phishing URLs taught in current anti-phishing games, as Anti-Phishing 

Phil and NoPhish, are useful. These technical countermeasures confirm that URLs with the following 

characteristics are usually phishing: 

• URLs that use an @. The use of "@" leads the browser to ignore everything proceeding the @ 

(Ahmed & Abdullah, 2016). 

• URLs that use an IP address (Ahmed & Abdullah, 2016; Jeeva & Rajsingh, 2016). 

• URLs that use a hyphen (-) in the website address (Ahmed & Abdullah, 2016; Jeeva & 

Rajsingh, 2016). 

Phishing URLs often use an @, an IP address, or a hyphen (-) in the website address. 

 

 Therefore, the content of current anti-phishing training materials seems correct and helpful in 

teaching users to distinguish phishing URLs from legitimate URLs. However, the game-based 

training programs do not consider other forms of phishing. Hence, users are not taught about phishing 

emails in general, without URLs. 

The content of current anti-phishing games is limited in the amount of cues on how to identify 

phishing emails (without links). 

 

2.5 Most Effective Training Techniques 

 The literature review indicates that the two most tested training techniques are (1) sending 

simulated phishing emails in combination with an error message, warning message, or training 

intervention, and (2) game-based training. Embedded training interventions are most suitable to train 

inexperienced email users or people with high web reliance because these interventions increase 

awareness (Abbasi, Mariam Zahedi, & Chen, 2016). Game-based training is made to provide more 

advanced anti-phishing knowledge, which is useful to train aware users that may be overconfident in 
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their ability to avoid phishing attacks (Abbasi et al., 2016). To combine embedded training and game-

based training, an anti-phishing game could, for example, be initiated after users falls for a simulated 

phishing attack. Some games, that combine the benefits of embedded training and game-based 

training, have been developed but not yet tested (Hale et al., 2015). These games may prove to be 

useful in the future.  

 Error message, warning message, or embedded training intervention. Studies showed 

that sending simulated phishing emails followed by an error message, a warning message or a training 

intervention can enhance phish avoidance behavior.  

 To identify the most effective way to train users Dodge et al. (2012) performed a test with 892 

students from the United States Military Academy. They tested the difference between a control 

group, and two experimental groups who (1) received feedback or (2) were trained. All students were 

sent three simulated phishing emails with links to websites (Dodge et al., 2012). There was a baseline 

measurement, a 10-day follow-up measurement, and a measurement after 63 days. The control group 

contained 287 students. If students in the control group entered data into a website they saw an error 

message. The experimental group that received a notification contained 298 students. These students 

received feedback on how they could have identified the email as phishing. Finally the experimental 

group that received training contained 307 students. These users were sent a phishing awareness 

training if they entered data into the website (Dodge et al., 2012). 

 The results showed that there was no significant difference in phishing susceptibility between 

any of the treatment groups after 10 days (Dodge et al., 2012). Overall the 10-day retention test 

showed a very low percentage of victims (approximately 9% of the students in each condition), 

indicating that the email was not tempting for students to click on (Dodge et al., 2012). However, 

after 63 days, the treatment groups performed significantly different. The training condition 

performed best and 75.5% of the students in this group avoided the third phishing attempt. This 

percentage was 67.92% for students in the notification group and 52.5% for students that saw an error 

message. Nonetheless, all conditions improved as compared to the baseline measurement (Dodge et 

al., 2012). So, while feedback led to increased awareness, embedded training was the most effective 

way to enhance secure behavior (Dodge et al., 2012). Moreover, Alnajim and Munro (2009b) tested 

the effect of a warning message and did not find significant retention of knowledge after 16 days. 

While Kumaraguru, Cranshaw, et al. (2009) tested the effect of an embedded training intervention and 

did find significant retention of knowledge after 28 days. 

An embedded training intervention seems to have a greater effect on the ability of users to identify 

phishing emails than an error message or a warning message. 

 

 As was mentioned previously, Caputo et al. (2014) showed in their study that a two-column 

text training did not perform better than a control group who saw a warning message. Therefore, the 
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success of a training intervention depends on its design. The most successful intervention is 

PhishGuru, which showed in various experimental designs that it could enhance phish avoidance 

behavior (Kumaraguru, Cranshaw, et al., 2009; Kumaraguru et al., 2010). 

 Game-based training or (embedded) training intervention. Sheng et al. (2007) performed 

a study that examined if a game design would be more effective than printed training materials. In this 

study, results of a game-condition (played the Anti-Phishing Phil game) were compared with a 

tutorial condition (saw printouts of the lessons in Anti-Phishing Phil) and an existing training material 

condition (read phishing tutorials from eBay and Microsoft). The results showed that before training 

there was no significant difference between the groups in the total amount of correctly identified 

websites. After training, the game condition performed the best and significantly better than the 

existing training material condition (Sheng et al., 2007). The tutorial condition did not perform 

statistically significant different from the existing training material condition (Sheng et al., 2007). The 

study does not mention if there is a significant difference between the tutorial condition and the game 

condition in total correctly identified websites. Besides, the population was very small (n = 14 per 

condition) and the study did not find any statistical differences between the tutorial condition and the 

game-condition in making the dangerous mistake of identifying phishing emails as legitimate emails 

(Sheng et al., 2007).  

 Another study tested the difference between participants that received embedded training in 

the form of a cartoon and participants that received embedded training in the form of a cartoon in 

combination with game-based training (in the form of Anti-Phishing Phil) in identifying phishing 

emails (Mayhorn & Nyeste, 2012). In this laboratory setting participants had to process an email 

inbox as they would normally do (Mayhorn & Nyeste, 2012). The experiment was unable to identify a 

statistical difference between the two treatment groups in the direct posttest as well as in the retention 

test one week later (Mayhorn & Nyeste, 2012).  

 In sum, it remains difficult to determine the exact effect of anti-phishing games in comparison 

to (embedded) training interventions because many of the developed anti-phishing games were tested 

in small-scale pilot studies (e.g. Sheng et al., 2007; Yang et al., 2012). On the bright side, most anti-

phishing experiment with games show positive results in teaching users to identify phishing attacks 

(appendix 1 and appendix 2). Besides, the positive effect of learning by gaming is confirmed in 

learning science (Clark & Mayer, 2016). 

2.6 Other Proposed Anti-Phishing Training Methods 

 Several studies experimented with other methods to provide anti-phishing training. These 

studies suggest tablets and worksheets (Sun & Lee, 2016), classroom training (Stockhardt et al., 

2016), posters (Kritzinger, 2016), or visualization tools (Zhang-Kennedy, Fares, Chiasson, & Biddle, 

2016) as human oriented countermeasures for phishing. 

 Potentially effective anti-phishing training methods. Sun and Lee (2016) examined the 

effect of tablets and worksheets on motivation to learn about phishing including 155 eight- and ninth-
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grade students. All students performed a pretest phishing questionnaire that measured their learning 

motivation and learning performance. Then, the children received 55 minutes of anti-phishing training 

in a classroom setting combined with 20 minutes of worksheet training (control group) or 20 minutes 

of concept map training (experimental group). The experiment showed that when pretest anti-phishing 

knowledge scores were low, users in the experimental condition obtained statistically significant 

higher posttest scores than users in the control condition (p < 0.05). However, when the pretest scores 

were high there was no statistically significant difference between the two treatment groups in posttest 

scores (Sun & Lee, 2016).  

 Posters (Kritzinger, 2016), or classroom training (Stockhardt et al., 2016; Lastdrager et al., 

2017) are also proposed as a solution to phishing. Robila and Ragucci (2006) found a positive effect 

of class discussions on scores in phishing IQ tests. In phishing IQ tests users have to distinguish 

fraudulent emails from legitimate emails (Robila & Ragucci, 2006). Lastdrager et al. (2017) examined 

the effect of classroom training on the ability of children to discriminate phishing emails and websites 

from legitimate emails and websites. They found, after a 40-minute anti-phshing presentation and 

discussion session, that trained childeren improved their ability to correctly discriminate emails as 

legitimate or phishing by 14% (Lastdrager et al., 2017). However, after four weeks the enhanced 

phishing detection ability of trained children returned to pre-training levels (Lastdrager et al., 2017). 

Moreover, for companies classroom training may be time-consuming and expensive. Besides, 

computers offer opportunities for unique engagement with simulations of contexts that are not 

possible to replicate outside the digital environment (Clark & Mayer, 2016).  

 Finally, an interactive information visualization-tool called Geo-Phisher was developed and 

tested with 30 university students (Zhang-Kennedy et al., 2016). The information visualization tool 

presented data and information about phishing in a visual form (Zhang-Kennedy et al., 2016). The 

goal of this visualization-tool was to spark curiosity in data on phishing and to get the general public 

acquainted with the problems of phishing (Zhang-Kennedy et al., 2016). The tool also provided 

information on how phishing works and some tips to avoid becoming a victim (Zhang-Kennedy et al., 

2016). The effect of Geo-Phisher was tested with two questions asked before and after training: (1) 

"what is phishing?" and (2) "can you describe what you know about how to protect yourself from 

phishing?" (Zhang-Kennedy et al., 2016, p. 9). Question 1 was answered correctly 80% before users 

saw the content of Geo-Phisher and 88% afterwards (N = 15). Question 2 was answered correctly by 

one participant before training and by 11 participants after training (Zhang-Kennedy et al., 2016). 

 Adverse effect of training. Anti-phishing training does not always work. Kearney and 

Kruger (2013; 2014) did two similar studies in which unknowing employees were sent a simulated 

phishing emails to their corporate email account. The emails requested for a username and password 

(with slightly different contexts). There were 1,700 active email users during the first experiment 

(Kearney & Kruger, 2013) and 1,400 active email users during the second experiment (Kearney & 
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Kruger, 2014). The studies measured how many of the users, that fell for phishing, had followed 

corporate anti-phishing training in the past.  

 In the first study 69%, of the users who gave their username and password had followed 

corporate anti-phishing training (Kearney & Kruger, 2013). In the second study the percentage was 

92% (Kearney & Kruger, 2014). These results indicated an adverse effect where trained users fell for 

phishing more often than untrained users (Kearney & Kruger, 2014). Kearney and Kruger (2014) 

explained the result by pointing out that users trusted and relied on the security firewall of their 

company. Confidence in the company’s protection lowered the employees' cautiousness towards 

phishing (Kearney & Kruger, 2013; 2014). Unfortunately, Kearney and Kruger (2013; 2014) did not 

train employees, but simply asked if employees had followed corporate training. 

2.7 Overview of Findings 

 In conclusion of the literature review, many anti-phishing experiments have been performed. 

Table 1 (p. 10) gives an overview of the most important developments and findings within anti-

phishing training research. A more detailed overview, that also contains information on experimental 

setups, populations, and actual results (in percentages), can be found in appendix 1 and appendix 2. 

 Most studies show that increased knowledge as a result of anti-phishing training will enhance 

the ability of users to identify and avoid phishing attacks. In general current digital anti-phishing 

training experiments can be classified in two categories: (1) sending simulated phishing emails in 

combination with an error message, warning message or training intervention to teach users about 

phishing emails, and (2) game-based training that teach users about phishing URLs.  

 The success of the most tested embedded training intervention PhishGuru can be explained by 

their comic strip design. Other embedded training interventions that used fewer graphic, more text, or 

included more details were less successful. When considering the content of current anti-phishing 

interventions two thing stand out: (1) current interventions focus on tips and tricks to recognize 

phishing emails, but not phishing websites. (2) The tips and tricks to avoid phishing emails are 

rigorous (never click on links in emails, or never give personal information).  

  The most tested anti-phishing game is Anti-Phishing Phil, it showed in multiple experiments 

that it enhanced the ability of users to distinguish between phishing URLs and legitimate URLs. Other 

anti-phishing games that showed positive results during pilot tests used similar designs as Anti-

Phishing Phil. These games used a combination of lessons, practice questions and feedback moments. 

When looking at the content of anti-phishing games they do not consider phishing emails. Both 

embedded training interventions and game based training were successful, yet a combination of these 

techniques has not yet been tested. Hence, an embedded game-based training that teaches users about 

phishing emails and phishing URLs may prove to combine the best of both techniques. 

 In sum, according to current anti-phishing studies, an effective anti-phishing training with the 

purpose to enhance the ability of users to identify and avoid phishing emails has an interactive, 

repetitive, embedded design that does not use much text or details, but rather uses a comic strip 
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format to educate users. The content of this training contains cues to identify phishing emails and cues 

to identify phishing URLs as well as a solution for uncertain situations (Table 2). 

 
Table 2: Characteristics Central to the Effectiveness of Anti-Phishing Training 

 Characteristics central to the effectiveness of anti-phishing training 

Content Design 

C
ues in em

ails 

C
ues in U

R
Ls 

Em
ergency solution 

Interactive 

Em
bedded 

R
epetition 

C
artoon 

Sim
ple and short 

Tested training interventions √  √  √ √ √ √ 

Tested training games  √ √ √   √ √ 

Ideal training √ √ √ √ √ √ √ √ 

Note: the underlined characteristics central to the effectiveness of anti-phishing training in the ideal 

training row (√) are implemented in the anti-phishing training that was developed for this thesis.  

 

3. DEVELOPMENT AND TEST OF NEW TRAINING MATERIAL 

 Based on conditions of effective training this chapter describes the development of PHREE, a 

new anti-phishing training, and how it was tested. The goal of this pilot test was to examine if the 

developed anti-phishing training could enhance the ability of users to identify phishing emails. 

3.1 Development of Anti-Phishing Training PHREE 

 This section presents the objective of PHREE as well as its content and design features, and 

how it addresses learning science principles. 

  The objective of PHREE. The goal of PHREE is to teach users (1) cues of phishing emails 

and (2) cues of phishing URLs to increase the ability of users to identify phishing emails. As 

mentioned in section 2.7, some studies focused on identifying phishing emails, other studies 

concentrated on phishing URLs. Yet, studies that combined email and URL training are scares 

(appendix 3). Zielinska et al. (2014) tested a training that included cues on emails and URLs, but this 

study examined the impact of fear for the consequences of phishing, not training. Mayhorn and 

Nyeste (2012) performed a study in which one experimental condition received email training and 

URL training. However, they made use of two training techniques (Anti-Phishing Phil and an 

undefined comic strip intervention). Since most phishing emails contain links to phishing websites, 

the goal of PHREE is to teach users cues of phishing emails and cues of phishing URLs to identify 

phishing emails. The game is made for anyone that wants to be able to distinguish phishing emails 

from legitimate emails independently. Therefore, the training is suitable for individuals who find it 



PHREE OF PHISH  41 

hard to assess the reliability of emails, but can also function as business training to increase the level 

of security of an organization. 

 Characteristics of effective training in PHREE. To achieve this goal PHREE implements 

characteristics of effective anti-phishing training as stated in table 2 as well as learning science 

principles.  

 Design of PHREE. The design of PHREE is a game based training developed in PowerPoint 

(figure 5). A game format is chosen because multiple experiments showed it is an effective way to 

educate users (e.g. Arachchilage et al., 2016; Canova et al., 2015; Sheng et al., 2007), and a game 

format is supported by learning science (Clark & Mayer, 2016). Besides, it gives the possibility to 

teach users more detailed information than a training intervention. In line with characteristics of 

effective training PHREE is interactive, kept simple and short, and has a cartoon-based design. An 

embedded design and repetition are recommended, but not implement due to the limited time frame to 

perform this research.  

 

Figure 5: Design of PHREE 

 
 

 Content of PHREE (Feedback). To determine what content anti-phishing training should 

have, studies examined phishing cues in emails and URLs (e.g. Kumaraguru, Rhee, Acquisti, et al., 

2007; Marett & Wright, 2009). Most of the phishing emails contain a request for personal 

information, either directly or via a link to phishing websites in the email (Downs et al., 2006). 
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Phishers use all kinds of deceptive techniques to reveal this request. These deceptive techniques are 

addressed in four rounds of training. 

Ø Lesson 1: phishing and how to avoid it at all time. In this lesson users are presented an 

example of how phishing works. Users are given an example of a criminal who sends a 

phishing email to potential victims and how easy it is for a potential victim to fall for such 

attacks. Finally, in this round users are taught what to do, when they are insecure about the 

legitimacy of an email. The advice is: look up a company in a trusted source like the Yellow 

Pages and call customer service. 

Ø Lesson 2: characteristics of phishing emails. In this round, users are taught cues of phishing 

emails. Users are taught to pay attention to (1) the sender of an email, (2) the content of an 

email (request for personal info, need for a quick response, threats for not replying or rewards 

for replying, and typos), and (3) links in emails. 

Ø Lesson 3: structure of a URL. In this round users are taught what the most important part of a 

URL is and how to recognize phishing domain name tricks. 

Ø Lesson 4: characteristics of phishing URLs. In the last round of training users are taught about 

domain name spoofing (replacing the alphabet 'i' by number '1', or alphabet o by number 0). 

 Each round of training consists out of an instructional video combined with four related 

multiple-choice (A, B, C, or D) practice questions. Users receive feedback directly after each question 

explaining in detail why each multiple-choice answer was (in)correct. 

 The main difference between PHREE and existing training interventions is that the design of 

PHREE is interactive and the content of PHREE contains cues to identify phishing emails and 

phishing URLs. Current training interventions (e.g. PhishGuru) are passive training materials that 

focus on cues to identify phishing emails only (table 2). The main difference between PHREE and 

existing anti-phishing games is that the content of PHREE contains cues to identify phishing emails 

and phishing URLs. Current anti-phishing games (e.g. Anti-Phishing Phil) focus on cues to identify 

phishing URLs (table 2). 

 Learning Science Principles in PHREE (Flow). PHREE also addresses several learning 

science principles. Learning science suggests the following principles for an effective online training 

(Clark & Mayer, 2016): 

Ø According to the Multimedia principle, training has to combine words and graphics and use 

instructional graphics rather than decorative graphics (Clark & Mayer, 2016). Therefore, 

users are presented instructional videos in PHREE that contain instructions on how to identify 

cues in phishing emails and phishing URLs, clarified by real phishing examples.  

Ø The contiguity principle states that guiding texts should be placed close and next to graphics. 

The principle also states that training questions and feedback on those questions should be 

presented on the same page (Clark & Mayer, 2016). In PHREE, practice questions are asked 

after each instruction video (figure 5). If users answer these questions wrongly they are 
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presented with immediate feedback. 

Ø According to the modality principle, words should be presented in audio rather than by 

onscreen text to describe a graphic (Clark & Mayer, 2016). Therefore, the instructional videos 

in PHREE are supported by audio narration. 

Ø The Redundancy principle states that visuals should be explained with words or by text, but 

do not use both (Clark & Mayer, 2016). Therefore, PHREE does not use written text to 

support the instructional videos. 

Ø In line with the coherence principle game-based training should avoid any information that 

does not support the instructional goal, for example background music (Clark & Mayer, 

2016). This principle is implemented in a way that there is no background music in PHREE 

and the design is kept as basic as possible. 

Ø The personalization principle states that training should use of a conventional style and virtual 

coaches in the form of agents to personalize training (Clark & Mayer, 2016). The PHREE 

training uses words as 'I', 'you', 'yours', has a cartoon format and includes an agent. 

Ø The segmenting- and pre-training principle indicates that training should be split-up in parts. 

Segmenting is breaking a lesson into parts that are manageable rather than one continuous 

element. Pre-training are instructions before the actual training so that the names and 

characteristics of the main concepts are clarified (Clark & Mayer, 2016). PHREE meets these 

requirements and starts by introducing the characters, then provides game instructions, and 

finally presents training materials segmented over four rounds. 

Ø A game-based training should include worked examples. Worked examples are examples that 

show step-by-step how to solve a problem or how to perform tasks (Clark & Mayer, 2016). 

The instructional videos in PHREE present worked examples on how phishing works, how to 

recognize phishing emails and how to identify phishing URLs. 

Ø According to learning science practice makes perfect and training games have to include 

practice questions. It is important that the feedback on the answers from the learner explain 

why something is right or wrong, instead of just showing correctness (Clark & Mayer, 2016). 

Every instruction video in PHREE is supported by four multiple-choice practice questions 

that relate directly to the topic of the video. After each question users are presented with a 

detailed explanation about why each multiple-choice answer is right or wrong (figure 6). 

Ø Finally, users should have a form of control in game-based training. Proper training should 

allow its user to determine his or her pace. Control can be exercised in three ways: (1) by 

content sequencing (when learners can control the order of the training materials), (2) by 

pacing (when learners can control the time spent per lesson), and (3) by giving the option of 

learning support (when learners can ask for instructions) (Clark & Mayer, 2016). In PHREE 

users can control the pace of learning by skipping instructional videos. Besides, a cheat sheet, 

available at every practice question, gives users the possibility to ask for extra support. 
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Figure 6: Procedures of PHREE 

 
 

 The story line of PHREE (Fun). The main character of PHREE is Bob Visvanger. Bob 

works for web shop TREET and the director of TREET is Mrs. Angry. The story line starts as 

follows: Bob made a huge mistake last month; he fell for a phishing attack which cost TREET a lot of 

money. Because of this, Mrs. Angry is furious and devises an appropriate punishment. Therefore, 

Mrs. Angry commands Bob to give four lectures (in the form of instructional videos) about phishing 

and, by doing so, prepare the four most vulnerable departments of the company (sales, marketing, 

administration, and ICT) for phishing attacks in the future. Each lecture has its own topic. After each 

lecture four employees will ask Bob a question that relates to the topic of the lecture (figure 5). Bob 

has a cheat sheet, which he can consult at all times, to answer each question correctly. However, Mrs. 

Angry is really upset and secretly keeps an eye on Bob's lectures to see if he answers questions 

incorrectly (figure 5). Mrs. Angry does not allow Bob to take more than one minute to answer a 

question nor does she allow him to answer more than two questions per round incorrect. If Bob fails 



PHREE OF PHISH  45 

to meet these demands he will be fired and has to start over. Bob's goal is to get through all four 

lectures and corresponding questions without being fired (figure 6). 

3.2 Pilot Study: Test PHREE  

 A pilot test was performed to test the effect of PHREE on the ability of users to identify the 

legitimacy of emails. The design was based on earlier anti-phishing experiments (Alnajim & Munro, 

2009a; Kumaraguru et al., 2010; Sheng et al., 2007). 

 Emails. The phishing emails used in this study were based on real phishing emails as stored 

in the phishing database of Fraudehelpdesk, or adapted from legitimate emails just as phishers would 

do. All phishing emails contained at least one cue that revealed its fraudulent nature. The cue could be 

found in (1) the "from" field, (2) the content of the email, or (3) in links to websites. 

 Test moments. To test the effect of anti-phishing training users were tested for their ability to 

identify emails in three rounds. There was (1) a pretest, (2) a direct posttest, and (3) a retention test 

performed one week after training (Kumaraguru et al., 2010). The pretest was used to determine a 

base line level ability of users to correctly identify the legitimacy of emails. The direct posttest was to 

measure any effect directly after training. The retention test was to examine if any effect of training 

remained up to one week. Based on the study design of Sheng et al. (2007) in each round all users 

were presented 10 screenshots of emails containing five legitimate emails and five simulated phishing 

emails. All emails were addressed to Bob Visvanger, and participants were asked to imagine that was 

their own email address (all participants performed the three tests at home behind their own 

computer). 

 Treatment groups. There were two treatment conditions: "control" and "experimental". 

Users in the experimental condition received three rounds of PHREE training (for approximately 20 

minutes) in between the pretest and the direct posttest. Users in the control condition remained 

untrained (table 3).  

  

Table 3: Methodology of Experiment 

 

 In total 30 emails were divided into three groups: email set A, B, and C. One-third of the 

participants (12 people) saw set A in the pretest and set B or C in the posttest. Another one-third of 

the participants (12 people) saw set B in the pretest and set A or C in the posttest. The last one-third of 

the participants (12 people) saw set C in the pretest and group A or B in the posttest (Sheng et al., 

2007) (table 4). 

 

 

Design Pretest Training Direct posttest Retention test 

Control C1  C2 C3 

Experimental E1 X E2 E3 
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Table 4: Distribution of Emails 

 

 Research Design. In sum, the experiment went as follows. First, all participants were told 

that they participated in a research that examined the ability of users to identify the fraudulent nature 

of emails. Second, all participants saw 10 screenshots of emails and each participant was asked to 

state for each of these 10 emails if it was legitimate or phishing and how confident they were with 

their decision-making (Sheng et al., 2007). By asking all participants exactly what they were tested on 

(to judge emails as phishing or legitimate) both treatment groups were equally aware about the 

purpose of the study. This prevented a Hawthorne-effect in which trained users would perform better 

than untrained users in identifying phishing emails solely because training would make uses aware 

that they are tested on phishing detection abilities. Thirdly, each participant in the experimental group 

received 20 minutes of PHREE anti-phishing training using PowerPoint. Fourth, users had to judge 

the legitimacy of 10 more emails and state how confident they were with each decision in the direct 

posttest. User is the control condition performed the posttest directly after the pretest. Users in the 

experimental condition performed the posttest directly after the third round of anti-phishing training. 

Finally, one week later all users were asked for the last time to identify 10 emails as legitimate or 

phishing and how confident they were with their decision making. Besides, trained users were asked 

to give open feedback on the training.  

 Recruitment and demographics. 36 participants were recruited via social media. The only 

precondition of this study was that participants had to have a minimum age of 18. Excel was used to 

randomly assign all participants over the treatment conditions and various email sets. 

 Data collection and measurement. By means of a questionnaire information was gathered 

about the effect of anti-phishing training, confidence of participants in their decision-making, and 

users' opinion on PHREE.  

 User performance was measured by three ratios (Alnajim & Munro, 2009a): (1) Total Correct 

Rate (TCR), the total percentage of correctly identified emails, (2) Phishing Rate (PR), the percentage 

of rightly recognized phishing emails, and (3) Legitimate Rate (LR), the percentage of correctly 

identified legitimate emails. 

1. TCR = total correctly identified emails / total number of emails (10) 

2. PR = correctly identified phishing emails / number of phishing emails (5) 

Pretest Direct posttest Retention test 

A B  C 

A C  B 

B A C 

B C A 

C A B 

C B A 
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3. LR = correctly identified legitimate emails / number of legitimate emails (5). 

 Confidence of users was measured by means of a Likert-scale, from 1 not confident at al to 5 

very confident, for each email. Finally, after the last test, trained users were asked to give feedback on 

the anti-phishing training. 

  Data analyses. First, a two-way mixed ANOVA was used to examine if there was a main 

difference in performance (TCR, PR, or LR, confidence of users) between the two treatment groups 

(control and experimental) over time (pretest, direct posttest, and retention test). If there was a main 

effect, a repeated measurement ANOVA and independent t-testes were performed to analyze the 

mean performance differences within one group (control or experimental) over time, or between 

groups (control vs. experimental) at each time point. SPSS Statistics was used to perform all the 

statistical analyses. Finally, open feedback on PHREE made it possible to collect detailed and 

valuable information about the perceived quality of PHREE 

4. RESULTS 

 This chapter describes the demographics and susceptibility of participants in this study as well 

as their performance during multiple rounds of anti-phishing tests. 

4.1 Demographics 

 In total 36 participants were recruited and all users performed a pretest, direct posttest and a 

retention test. Not all participants were able to perform the retention test exactly one week after the 

direct posttest. Nonetheless, all users were able to perform the retention test approximately (six to 

eight days) one week after the direct posttest. 64% of all participants were male and 36% female. The 

youngest participant was 21 and the oldest 54 with a mean of 25.4. Except for one, all participants had 

an age between 21 and 32. Finally, 19 participants had (or pursued) a bachelor's degree, 12 

participants a master's degree, and five participants had a practical school diploma (appendix 4, table 

5 - table 7). 

 As users saw email set A (n = 12), emails set B (n = 12), or email set C (n = 12) during the 

pretest, a one-way ANOVA was used to determine if the three email sets were equally difficult. The 

results (appendix 4, table 8) revealed no statistically significant differences between email set A, B, or 

C in TCR [F(2, 33) = 1.27, p = .29], LR [F(2, 33) = 1.70, p = .20], or PR [F(2, 33) = .99, p = .38] 

scores.  

4.2 User Performance 

 A Spearman's correlation was run to examine the relationship between gender, age or 

educational level with performance measured in TCR during the pretest (appendix 4, table 9). When 

considering the small sample size and an alpha level of 0.1, men performed slightly better than 

women r (34) = -.28, p = .10 in identifying the legitimacy of emails. Besides, people in their late 

twenties performed better than people in their early twenties r (34) = .33, p = .05 in identifying the 

fraudulent nature of emails (after removing one outlier participant with the age of 54). Finally, results 

indicated that there was no correlation between TCR and education level r (34) = .15, p = .38.  
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 Since the demographic nature of both experimental groups was very similar (appendix 4, table 

5 - table 7) and results were not statically significant influenced by the difference between email sets 

it was possible to analyze the interaction effect of group (experimental or control) and time (pretest, 

direct posttest, and retention test) on the dependent variables TCR, PR, and LR. A two-way mixed 

ANOVA was used because this is the appropriate method to analyze an interaction effect, with one 

within-subject factor time and one between-subject factor group and a continuous dependent variable 

TCR, PR, and LR (Laerd Statistics, 2015). The purpose of this interaction effect analyses was to 

determine if there were differences between trained users and untrained in identifying emails over 

time. 

  To test if the collected data could actually be analyzed by a two-way mixed ANOVA five 

assumptions of this method were considered for each dependent variable. (1) There were no outliers 

as assessed by examination of studentized residuals for values greater than ±3. (2) Data was 

approximately normally distributed according to Normal Q-Q plots. There was homogeneity of (3) 

variances (p > .05) and (4) covariance’s (p > .001) as measured by Levene's test of homogeneity of 

variance and Box's M test. Finally, (5) Mauchly's test of sphericity indicated that the assumption of 

spherisity was met for the two-way interaction term time*group for each dependent variable [TCR: χ2 

(2) = 1.33, p = .51; PR: χ2 (2) = 2.56, p = .28; LR: χ2 (2) = .45, p = .81]. Since all assumptions were 

met, the two-way ANOVA was run to analyze the effect of anti-phishing training on each dependent 

variable. 

 Total correctly identified emails. The TCR score represented the total amount of correctly 

identified emails as phishing or legitimate. Figure 7 gives a visual representation of the TCR 

development for both treatment groups. Users in the control group judged approximately 72% of all 

emails correctly at each test moment. For users in the experimental condition the mean percentage of 

correctly identified emails was 68% before training, then increased to 86% after training, and dropped 

again to 83% during the retention test. 

 The two-way mixed ANOVA results indicated a statistically significant main interaction 

between group (control or experimental) and time (pretest, direct posttest, or retention test) on TCR, 

F(2, 68) = 5.16, p = .01, partial η2 = .13 (appendix 4, table 10). Therefore, the ability to identify 

emails (phishing + legitimate) changed significantly differently over time depending on whether users 

were in the experimental group or in the control group (figure 7). 

  Interpreting main effects can be misleading; therefore, simple main effects need to be 

reported (Laerd Statistics, 2015). Analyzing simple main effects involves examining the statistical 

differences between the two treatment groups at each time moment and the differences within one 

treatment group over time.  

 Firstly, the differences between the two treatment groups were analyzed at each time moment. 

At the pretest there was not statistically significant difference in TCR scores between users in the 

experimental group and users in the control group M = -0.03, SE = 0.05, t(34) = -.66, p = .52. 
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However, at the direct posttest, there was a difference in TCR scores, with trained users scoring 

statistically significant higher than untrained users M = 0.14, SE = 0.05, t(34) = 2.80, p = .01. The 

difference in TCR remained and trained users still had higher TCR scores than untrained users after 

one week M = 0.10, SE = 0.05, t(34) = 2.07, p = .05.  

 Secondly, the difference in TCR scores within one group over three time points was 

examined. On the one hand there was no statistically significant effect of time on TCR for the control 

group F(2, 34) = .10, p = .91, partial η2 = .52. On the other there was a statistically significant effect 

of time on TCR scores for the experimental group F(2, 34) = 11.01, p < .01, partial η2 = .39. Trained 

users had statistically significant higher TCR scores at the direct posttest (M = 1.83, SE = 0.04 TCR, p 

< .01) and retention test (M = 1.50, SE = 0.04 TCR, p = .01) as compared to the pretest. Users in the 

experimental group performed significantly better after training than before. The difference in mean 

TCR score between the direct posttest and the retention test was not statistically significant (M = -

0.33, SE = 0.04 TCR, p = 1.00). Users did not statistically significant loose their ability to identify 

emails correctly after one week compared to the direct posttest. 

 

Figure 7: Total Correctly Identified Emails 

 
Note: Total Correct Rate = total correctly identified emails / total number of emails (10) 
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 Correctly identified phishing emails. Since the total amount of correctly identified emails 

increased for trained users, it was analyzed if this was due to increased PR or LR scores. The PR 

scores were of particular interest, because this rate represented the ability of users to identify phishing 

emails. Figure 8 gives a graphical representation of the development of PR scores for users in both 

experimental groups. The mean PR scores remained around 59% for users in the control group, but 

the mean PR scores changed over time for trained users and was 52% before training, 92% after 

training and 87% at the retention test. 

 

Figure 8: Correctly Identified Phishing Emails 

 
Note: Phishing Rate = correctly identified phishing emails / number of phishing emails (5) 

 

 The two-way mixed ANOVA results showed a statistically significant main interaction 

between group (control or experimental) and time (pretest, direct posttest, or retention test) on PR, 

F(2, 68) = 11.56, p < .01, partial η2 = .25. Therefore, the ability to identify phishing emails changed 

significantly differently over the three time points depending on whether users were trained or 

remained untrained (appendix 4, table 11).  

 First, the differences between groups (control or experimental) were analyzed at each time 

moment. At the pretest there was no statistically significant difference in PR scores between users in 
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the experimental group and users in the control group M = - 0.05, SE = 0.08, t(34) = -.72, p = .48. 

However, there was a statistically significant difference in PR scores between trained and untrained 

users at the direct posttest M = 0.31, SE = 0.08, t(t(34) = 4.14, p < .01 and the retention test M = 0.28, 

SE = 0.06, t(34) = 4.37, p < .01 with trained users scoring statistically significant higher than 

untrained users.  

   Secondly, the difference in PR scores within one group over three time points was 

examined. For users in the control group there was no statistically significant effect of time F(2, 34) = 

.16, p = .85, partial η2 = .01. Conversely, there was a significant effect of time on PR scores for users 

in the experimental group F(2, 34) = 26.54, p < .01, partial η2 = .61. Trained users had statistically 

significant greater ability to identify phishing emails in the direct posttest (M = 0.40, SE = 0.06 PR, p 

< .01) and retention test (M = 0.34, SE = .06 PR, p < .01) compared to the pretest. Consequently, users 

were significantly better able to identify phishing emails after training than before training. Finally, 

the difference in PR scores between the direct posttest and retention test decreased from M 0.92 to M 

0.87, but this was insignificant (M = -0.06, SE = 0.06 PR, p = 1.00). Therefore, users did not 

statistically significant loose the ability to identify phishing emails after one week compared to the 

direct posttest.  

 Correctly identified legitimate emails. LR scores represented the ability of users to identify 

legitimate emails. Figure 9 shows that LR scores remained on a constant level for users in both 

experimental groups. Users in the control condition estimated around 85% of the legitimate emails 

correctly in each test round and users in the experimental condition identified approximately 80% 

correct at each test moment.  

 There was no main interaction effect between group (control or experimental) and time 

(pretest, direct posttest, or retention test) on LR F(2, 68) = .40, p = .68, partial η2 = .01 (appendix 4, 

table 12). Users did not perform significantly different in LR scores over time depending in which 

treatment group they were. Therefore, the main effects for the within-subject factor time and the 

between-subject factor group were analyzed separately as suggested by Laerd Statistics (2015). 

 Firstly the effect of group was analyzed to examine if users in the experimental condition 

performed different from users in the control group over time regardless of a specific time point. 

Results showed there was no statistically significant difference in LR scores between the two 

treatment groups F(1, 34) = .65, p = .43, partial η2 = .02.  

 Secondly the effect of time was analyzed to find out if performance in LR scores was different 

over time regardless of the treatment group. Hence, it was analyzed if pretest, direct posttest, and 

retention test LR scores differed from each other regardless of the treatment group. Results showed no 

statistically significant main effect of time F(2, 68) = .17, p = .84, partial η2 = .01 (appendix 4, table 

12).  
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Figure 9: Correctly Identified Legitimate Emails 

 
Note: Legitimate Rate = correctly identified legitimate emails / number of legitimate emails (5). 

 

 Confidence of users. For every email that participants judged, they also stated how confident 

they were in their decision-making from 1 not sure at all to 5 very sure. Users in the control group had 

a confidence score of approximately 3 at each test moment. Users in the experimental condition 

estimated their confidence with 3.07 before training, 3.32 directly after training, and 3.2 during the 

retention test (figure 10). Again a two-way mixed ANOVA was run to measure a main interaction 

effect. Results indicated that there was no interaction effect between group (control or experimental) 

and time (pretest, direct posttest, or retention test) on confidence of users F(1.66, 65.69) = 3.02, p = 

.07, partial η2 = .08 (appendix 4, table 13). The confidence of users in their judgment over time was 

not significantly related to training. Therefore, the main effects for the within-subject factor time and 

the between-subject factor group were analyzed separately as suggested by Laerd Statistics (2015).  

 Firstly, there was no statistically significant effect of group on the confidence of users F(1, 

34) = 1.21, p = .28, partial η2 = .03. There was no statistically significant difference in confidence of 

users between the experimental group and users in the control group over time, regardless of a 

specific time point. 
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 Secondly, there was no statistically significant effect of time F(1.66, 65..69) = 1.19, p = .31, 

partial η2 = .03 (appendix 4, table 13). There was no statistically significant difference in confidence 

of users between the three time points when neglecting the treatment groups. 

 

Figure 10: Confidence of Users in Decision-Making 

 
 

4.3 User Feedback 

 After the training, users were asked to give their opinion on training PHREE. 17 users 

commented, from which 16 responses were positive. The most negative comment was "nice, but I am 

not convinced I will never fall for a phishing attack in the future". The positive comments differed 

from short positive feedback as "fun", "interesting", and "useful" to more detailed feedback as "I think 

this training can really help to solve a lot of problems at companies". One participant commented on 

the process of reading an email to judge its trustworthiness, "Before training I paid attention to the 

type of company mentioned in the email. For example, ING seems like a trustworthy company, so I 

trusted that email to be legitimate. After the training I read the emails in a complete different way." 

Another participant commented on the interactivity of the training: "Very clear and interactive 

training. The idea to combine short lessons in a video with related questions afterwards forces you to 

immediately apply your newly gained knowledge."  
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5. DISCUSSION AND CONCLUSION 

 In this thesis an anti-phishing training was developed and tested based on previous anti-

phishing research. This chapter describes the key findings, limitations, future research, practical 

implications and conclusion. 

5.1 Discussion 

 The developed anti-phishing training PHREE is highly effective and strongly increases the 

ability of users to identify phishing emails. This means that anti-phishing training with certain 

characteristics can effectively enhance the ability of users to identify phishing emails. 

  The main result confirmed previous studies on the effect of anti-phishing training (e.g. 

Canova et al., 2015; Kumaraguru, Rhee, Acquisti, et al., 2007) and also found that anti-phishing 

training can effectively enhance the ability of users to identify phishing emails.  

 An effective training is interactive (Sercombe & Papadaki, 2012), embedded (Kumaraguru, 

Rhee, Acquisti, et al., 2007), repetitive (Kumaraguru, Cranshaw, et al., 2009), with a game-based 

design (Sheng et al., 2007), in which text is kept simple and short and supported by graphics, and 

preferably has a cartoon format (Kumaraguru, Rhee, Acquisti, et al., 2007; Kumaraguru et al., 2008). 

Besides, the content of anti-phishing training should combine tips and tricks to recognize phishing 

emails (e.g. Kumaraguru, Cranshaw, et al., 2009) as well as phishing URLs (e.g. Canova et al., 2015) 

since phishing emails are often linked to phishing websites. 

 The results do not agree with other anti-phishing training studies that did not find a significant 

improvement directly after training or did not have statistically significant retention effect (Caputo et 

al., 2014; Kearney & Kruger, 2013). Since PHREE includes features of effective anti-phishing 

training, and excluded ineffective features, it may explain the positive results during the performed 

pilot test. 

 This study reveals a few more specific findings related to anti-phishing training PHREE. 

Firstly, trained users retain their ability to identify phishing emails for at least one week. Hence, users 

perform significantly better in identifying phishing emails one week after training than before training 

and users do not perform significantly worse at a retention test as compared to a direct posttest. A 

conclusion also found by some (e.g. Kumaraguru, Rhee, Sheng, et al., 2007), but not by others (e.g. 

Alnajim & Munro, 2009b). Therefore, the ability of users to retain anti-phishing knowledge depends 

on the characteristics of the training.  

 Secondly, training users to identify phishing emails does not negatively influence their ability 

to identify legitimate emails. However, the ability to identify legitimate emails reduced marginally 

after training. This is similar to Alnajim and Munro (2009a) their findings, who found that most 

training techniques do not change the ability to distinguish legitimate emails. However, other studies 

did find an improvement after training in the ability of users to identify legitimate emails 

(Kumaraguru et al., 2010). A possible explanation could be that PHREE teaches users to identify 

phishing emails, but not legitimate emails and, therefore, users recognize a phishing email when they 
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see one, but still are not sure how to distinguish a legitimate email. Another reason could be that 

trained users have a better understanding of the danger that phishing may appose to them, which may 

make users to decide to be on the safe side. Hence, after training users are more likely to classify a 

legitimate email as phishing because they fear the opposite of classifying a phishing email as 

legitimate. 

 Thirdly, training users by PHREE positively influences the ability of users to identify the total 

amount of emails (phishing + legitimate). This increased total ability to identify emails remains 

apparent for at least one week. The enhanced total performance reflects an enhanced ability of trained 

users to identify phishing emails and an unchanged ability of users to identify legitimate emails. An 

increase in phishing detection abilities with an unchanged ability to identify legitimate emails reflects 

some literature (Alnajim & Munro, 2009a), but not others (Kumaraguru et al., 2010). 

 Fourthly, users become slightly, although not significantly, more confident in their decision-

making after training. This result supports earlier findings of minor improvement in confidence of 

users after training (Sheng et al., 2007). A possible explanation for the insignificant increase in 

confidence of users in their decision-making is that users are already moderately confident before 

training scoring on average a 3 out of 5 on a 1 (not at all confident) to 5 (very confident) scale. 

Another explanation could be that phishing emails in this experiment included only one indicator of 

phishing (sender, content, or link) per email. This may make it difficult for users to be a 100% sure 

about the legitimacy of an email, even after training. In real life phishing emails often contain 

multiple indicators of phishing.  

 Finally, no statistically significant effect of education level (p > 0.1) on the ability to identify 

emails correctly was measured. However, men performed marginally significant (p < 0.1) better than 

women in identifying the legitimacy of emails and people in their late twenties performed marginally 

significant (p < 0.1) better than people in their early twenties. The small difference in the ability to 

identify phishing emails between various demographic groups is a proper reflection of the literature. 

Some studies found that females indeed are more susceptible for phishing than males (Sheng, 

Holbrook, Kumaraguru, Cranor, & Downs, 2010) and users in the age group of 18 to 25 more 

vulnerable for phishing than users in other age groups (Sheng et al., 2010). However, others (e.g. 

Mohebzada et al., 2012) found no differences between demographic groups and phishing 

susceptibility. 

 Limitations. The experimental design and training have four limitations. Firstly, although the 

results in this thesis show that the training strongly improves the ability of users to identify phishing 

emails, it was a pilot test only. A small population of people in their twenties was recruited via social 

media. Besides, all users were aware that they participated in a research on the ability of users to 

distinguish phishing emails from legitimate emails. On the one hand this means that it is yet unknown 

how effective the training is in a (corporate) real-world setting. On the other hand, a pilot test is a first 

step in the process of developing a new training. 
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 Secondly, the training was not embedded nor included repetition. To further improve the 

training it should be developed professionally, have an embedded design (Kumaraguru, Rhee, 

Acquisti, et al., 2007), and include repetition (Kumaraguru, Cranshaw, et al., 2009). This may 

increase the already positive effect of anti-phishing training on the ability of users to identify the 

legitimacy of emails. 

 Thirdly, the content of PHREE teaches users to identify current anti-phishing emails. 

However, phishing evolves and criminals will find new ways to gain sensitive information from users 

through phishing. This means that the content of PHREE needs to be flexible and must follow 

phishing trends in the future. 

 Finally, this study only considers one option in the form of training to solve the problem of 

phishing. However, lately other anti-phishing protection measures have established. For example 

banks do not use email as a communication tool anymore. Rather banks communicate directly to their 

customers with their own online platforms. However, it seems unlikely that all companies will use 

such an internal system to communicate with their customers and employees in the near future. 

Therefore, anti-phishing training remains necessary. 

  Future research. Several recommendations for follow-up studies derive from this thesis. 

Firstly, the results of this anti-phishing training pilot test are great. Therefore, it would be interesting 

to examine if training by PHREE could lead to less victims of phishing in a real-world (corporate) 

environment. If so, this training could be made publicly available, for example by publishing it on the 

website of Fraudehelpdesk, and actually help users to behave more secure online. 

 Secondly, although not statistically significant, a decrease of performance is visible between 

the direct posttest and retention tests. More research is needed to identify how long users will retain 

gained anti-phishing knowledge and actually keep on identifying phishing emails. It would also be 

interesting to know what effectively can limit the decrease of knowledge over time 

 Finally, multiple anti-phishing materials have been tested. Since PHREE has included most 

characteristics of effective training, it would be interesting to see if it is more effective than other 

developed training materials in teaching users to identify phishing emails.  

 Practical implications. Next to recommendations for further scientific research, some 

practical implications can also be derived from this study. Firstly, this thesis provides information on 

content and design characteristics that are central to the effectiveness of anti-phishing training. 

Therefore, if companies or individuals want to develop their own training, or have to choose between 

several options when buying a training, they now know more about what features the training should 

contain.  

 Secondly, the developed and tested anti-phishing training PHREE shows to be a very 

effective way to enhance the ability of users to identify phishing emails. Therefore, PHREE can 

effectively help individuals that want to increase their anti-phishing knowledge. 
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 Finally, organizational leaders should understand that training can be an effective tool, 

according to published experiments, to prevent phishing damage. Hence, each company should 

carefully way the option of investing in a good training that may prevent damage or not to invest in 

training and taking the risk that sensitive (corporate) information may become public. 

5.2 Conclusion 

 In conclusion, this study suggests that PHREE training strongly enhances the ability of users 

to identify phishing emails. PHREE is a, game-based training with a cartoon format in which users are 

presented simple and short instructional videos. The training is interactive because after each 

instructional video users have to answer four, topic related, questions. The content of PHREE 

combines tips and tricks to recognize phishing emails and phishing URLs, and offers a proper 

emergency solution for uncertain situations. To test PHREE, an experimental group (PHREE training) 

was compared to a control group (no training) in distinguishing phishing emails from legitimate 

emails. Users that received PHREE training improved their ability to identify emails (phishing + 

legitimate) from 68% correct before training to 86% correct after training. PHREE training especially 

enhanced the ability of users to recognize phishing emails from 52% correct before training to 92% 

correct after training. Trained users performed significantly better than untrained users who identified 

approximately 72% of all emails (phishing + legitimate) and 59% of the phishing emails correct at 

each test moment. The enhanced ability of trained users to identify phishing emails remained apparent 

for at least one week, without decreasing their ability to distinguish legitimate emails. Therefore, 

PHREE contains characteristics that make the training effective in teaching users to identify phishing 

emails. Overall the results strongly support the use PHREE as anti-phishing training. However, it 

must be noted that this experiment was a pilot test only. Further research is hence needed to determine 

the effect of PHREE on the ability of users to distinguish phishing emails from legitimate emails in a 

real-world (corporate) setting. 
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APPENDICES 

Appendix 1: Final Selection Literature Review in Chronological Order 

Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Dodge Jr et 

al., 2007) 

Unknowing students from the 

United States Military Academy 

were sent phishing to their 

student emails. N = 512 (test 1); 

N = 4,118 (test 2), N = 4,136 

(test 3). 

• Approximately 51% of the freshman, 31% of the 

sophomores, 23% of the juniors, and 18% of the seniors fell 

for phishing. 

• Two classes participated in all three experiments. The 

percentage that fell for phishing was 91% and 84% at test 

one, 39% and 44% at test two, and 30% and 24% at test three. 

(Kumaraguru

, Rhee, 

Acquisti, et 

al., 2007) 

Participants recruited around 

Carnegie Mellon University 

interacted with an email inbox 

containing 19 emails. Email 3, 

14, 16, and 17 were phishing 

emails and emails 5 and 11 were 

training emails. Three treatment 

groups: text and graphics (n = 

10), comic strip (n = 10), 

security notices (n = 10).  

• In the security notice group, 90% fell for phishing before 

training and 63%, on average over the three phishing emails, 

after training. From the 90% that fell for the first phishing 

email, 89% fell for the final phishing email. 

• In the text and graphics group, 80% fell for phishing before 

training and 30%, on average over the three phishing emails, 

after training. From the 80% that fell for the first phishing 

email, 63% fell for the final phishing email. 

• In the comic strip group, 100% fell for phishing before 

training and 23%, on average over three phishing emails, 

after training. From the 100% that fell for the first phishing 

email, 30% fell for the final phishing email. 

• The comic strip group performed significantly better than the 

other treatment groups. 

(Kumaraguru

, Rhee, 

Sheng, et al., 

2007) 

Participants recruited around 

Carnegie Mellon University 

interacted with an email inbox 

containing 33 emails + 16 

emails at a retention test after 

one week. Three treatment 

groups: embedded (PhishGuru, 

n = 14),  

non-embedded (Amazon, n = 

14), Control (email from friend, 

n = 14). 

• Users in the control group identified 7% of all emails 

(phishing or legitimate) correctly in the pretest, 11% in the 

direct posttest, and 7% during the retention test.  

• Users in the non-embedded condition identified 4% of all 

emails correctly in the pretest, 14% in the direct posttest, and 

7% during the retention test. 

• Users in the embedded condition identified 18% of all emails 

correctly in the pretest, 68% in the direct posttest, and 64% 

during the retention test. 

• The embedded group performed significantly better than the 

other treatment groups. 
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Sheng et al., 

2007) 

Participants recruited around 

university and via craigslist had 

to identify 10 websites before 

and 10 websites after training. 

Three treatment groups: existing 

training (eBay, n = 14), tutorial 

(Phishing Phil on paper, n = 14), 

and game (Phishing Phil, n = 

14). 

• Users in the existing training material group identified 66% 

of all websites (phishing or legitimate) correctly in the pretest 

and 74% during the posttest. 

• Users in the tutorial condition identified 65% of all websites 

correctly in the pretest and 80% during the posttest. 

• Users in the game condition identified 69% of all websites 

correctly in the pretest and 87% in the posttest. 

• The game condition performed significantly better than the 

existing training material group in the posttest. The difference 

between the tutorial condition and the existing training 

material condition was not significant (possibly because of 

the small N). 

(Kumaraguru 

et al., 2008) 

Unknowing employees from a 

large Portuguese company were 

sent four simulated phishing 

emails. Three treatment groups: 

control (not trained n = 111), 

Generic (PhishGuru, n = 110), 

Spear (PhishGuru, n = 100).  

• 42% of the users in the generic training condition clicked and 

gave information in response to the first phishing email. From 

these users 19% gave information the posttest one day later, 

and 12% during the retention test after one week. 

• 39% of the users in the spear training condition clicked and 

gave information in response to the first phishing email. From 

these users 18% gave information the posttest one day later, 

and 15% during the retention test after one week. 

• There was no statistically significant difference between the 

generic and the spear training condition. 

(Alnajim & 

Munro, 

2009a) 

Participants without knowledge 

about phishing had to interact 

with an email inbox and saw 

seven websites before training 

and six after training. Three 

treatment groups: control (no 

training, n = 12) old approach 

(tips via email, n = 12), new 

approach (APTIPWD, n = 12). 

• Users in the new approach condition identified 52% of all 

emails (phishing or legitimate) correctly in the pretest and 

77% during the posttest. 

• Users in the old approach condition identified 50% of all 

emails correctly in the pretest and 52% during the posttest. 

• Users in the control condition identified 52% of all emails 

correctly in the pretest and 52% in the posttest. 

• The new approach condition performed significantly better 

than the old approach condition and the control group in the 

posttest.  
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Kumaraguru

, Cranshaw, 

et al., 2009) 

Unknowing email users from the 

Carnegie Mellon University 

were sent three legitimate and 

seven phishing emails over 28 

days. Three treatment groups: 

control (no training, n = 172), 

single-training (PhishGuru at 

day 0, n = 172), and multiple-

training (PhishGuru at day 0 and 

14, n = 171).  

• 54.4% of the users in the control group that clicked on the 

first phishing email (n = 90) also clicked on the phishing 

email on day 28. 

• 27% of the users in the single-training condition that clicked 

on the first phishing email (n = 89) also clicked on the 

phishing email on day 28. This percentage was 42.9% on day 

16. 

• 32.5% of the users in the multiple-training condition group 

that clicked on the first phishing email (n = 90) also clicked 

on the phishing email on day 28. This percentage was 26.5% 

on day 16. 

• The multiple-training condition performed significantly better 

than the single-training condition on day 16 and day 21. 

There was no significant difference between the two groups 

on day 28. 

• Trained participants performed significantly better than 

untrained participants. 

(Smith et al., 

2009) 

46 people (students staff) tested 

an anti-phishing websites 

(Social-Ed) that contained 

information and quizzes on 

phishing. 

• 69% of the users that read the training material on the 

website, passed a phish related quiz. 

• 44% of users that did not read the training material on the 

website, passed a phish related quiz. 

(Aburrous et 

al., 2010) 

Employees at a bank (UK) had 

to identify 50 websites as 

legitimate or fraudulent. Two 

conditions: trained (did not 

receive training, but were in a 

prior phishing test, n = 50) and 

untrained (n = 50). 

• Employees that were confronted with phishing before were 

better in distinguishing phishing websites from legitimate 

websites (72% correct) than people without experience (72% 

wrong). 
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Davinson & 

Sillence, 

2010) 

Students were asked how secure 

they behaved online last week, 

would do in the next week, and 

actually did one week later. Two 

conditions: trained (Anti-

Phishing Phil, n = 32), not 

trained (n = 32). 

• The study did not find any difference between trained 

students and untrained users. Everyone acted more secure.  

• This may have two reasons. (1) Behavior was not monitored. 

(2) All students were warned to behave secure. 

(Kumaraguru 

et al., 2010) 

Participants recruited through an 

online mailing had to identify 18 

websites, six before training, six 

directly after, and six one week 

later. Control (no training, n = 

2,496), Game (Anti-Phishing 

Phil, n = 2,021 and n = 674 at 

the retention test.).  

• Users who scored poorly in the pretest (maximum four 

websites were estimated correctly) improved their ability to 

identify phishing websites significantly.  

• In the pretest 57% of the phishing websites were identified as 

legitimate (false negatives), in the direct posttest this 

percentage dropped to 22%, and stayed 22% during the 

delayed posttest.  

• The study does not mention if the control condition (saw 12 

websites) improved in the posttest as compared to the pretest. 

(Bowen et 

al., 2011) 

Unknowing students and staff 

received simulated phishing 

emails. People that fell for the 

attack received a warning 

message and were sent a new 

phishing email one week later. 

There were two experiments (N 

= 500, and N = 2,000) 

• At the first experiment 313 users fell for the first phishing 

email, from these 313 users, 21 users fell for the second 

phishing email, from these 21 users only one user fell for the 

third phishing email, and no one fell for the fourth phishing 

email. 

• At the second experiment 384 users fell for the first phishing 

email, from these 384 users, 29 users fell for the second 

phishing email, from these 29 users only four users fell for 

the third phishing email, and no one fell for the fourth 

phishing email. 
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Dodge et al., 

2012) 

Unknowing students were sent 

three simulated phishing emails. 

The first test determined a base 

level. A retention tests was 

performed after 10 days, and 

after six weeks. All training was 

embedded. Three treatment 

groups: no notification (error, n 

= 287), notification (feedback, n 

= 298), training (awareness 

training, n = 307).  

• 56% of the users that were in the no notification group fell for 

the first phishing attempt, approximately 9% for the second 

attempt, and 47.5% for the last attempt. 

• 46% of the users that were in the feedback condition fell for 

the first phishing attempt, approximately 10% for the second 

attempt, and 32.08% for the last attempt. 

• 42% of the users that were in the feedback condition fell for 

the first phishing attempt, approximately 9% for the second 

attempt, and 24.5% for the last attempt. 

• Training had the most effect on phish avoidance behavior, 

than feedback, and an error message had the least effect. 

(Yang et al., 

2012) 

62 Taiwanese students had to 

identify 20 websites as phishing 

or legitimate before and after 

playing the Anti-Phishing 

Education Game. A control 

group did not receive training (N 

= unknown). 

• There is a significant improvement after playing the Anti-

Phishing Education Game (paired t-test<0.0001). 

• The control group also made significant improvements in the 

posttest as compared to the pretest (paired t-test p < 0.01). 

(Mayhorn & 

Nyeste, 

2012) 

Participants recruited from the 

North Carolina State University 

psychology pool had to interact 

with an email inbox with 30 

emails, and 40 in a retention test 

after one week. Three treatment 

groups: game and embedded 

(Anti-Phishing Phil + cartoon, n 

= 28), embedded (cartoon, n = 

28), and control (no training, n = 

28). 

• In the direct posttest the game condition and the embedded 

conditions performed significantly better than the control 

group in identifying emails (factors repeated measures 

ANOVA, p < 0.01). 

• There was no significant difference in performance between 

the game condition and the embedded condition (Turkey 

HSD post hoc test). 

• There was no significant retention effect after one week.  
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Jansson & 

Von Solms, 

2013; 

Mayhorn & 

Nyeste, 

2012) 

25,579 unknowing students at 

Nelson Mandela Metropolitan 

University (South Africa) 

received two simulated phishing 

emails from which the first 

contained a link to an embedded 

warning message. 

• 14.06% of users of the active email users (N = 9,273) reacted 

to the first phishing email. 

• 8.06% of the active email users (N = 8,231) reacted to the 

second phishing email. 

• Based on the difference in active users there were 42.63% 

less reactions in week two. 

• In total 976 users fell for phishing in week one, but not in 

week two, while being active email users in both weeks. 

Therefore, 11.85% of the total population learned from 

training. 

(Caputo et 

al., 2014) 

1,500 participants were 

randomly selected out of 6,000 

employees from medium-sized 

Washington, DC-based firm and 

sent three simulated phishing 

emails. A baseline measurement 

and two retention tests. Two 

treatment groups: trained (two-

column text training, n = 1.078) 

and untrained (received a 

warning message, n = 281).  

• On average 62% of the untrained users fell for the first 

phishing attempt, and 36% for the second attempt. 

• On average 60% of the trained users fell for the first phishing 

before training and 35% after training. 

• 11% of the users clicked on all links regardless of their 

training condition. 

• 22% of the users did not click on links regardless of their 

training condition. 

• Participants did not read the training page and so did not 

actually receive training. 

(Gupta & 

Kumaraguru, 

2014) 

3,359 unique IP-addresses were 

tracked. The data was obtained 

through a data set. The study 

analyzed, among many other 

things, if users learned from the 

anti-phishing landing page. 

• The dataset revealed that users clicked 46% less often on 

blacklisted sites in April 2011 as compared to January 2011, 

indicating that the training worked. 

(Sercombe & 

Papadaki, 

2012) 

104 students and employees 

from the Plymouth University 

had to answer a phish related 

survey. Two treatment groups: 

control (no training); Malware 

Man (game training, N per 

group unknown). 

• Trained users answered 77% of the phishing survey questions 

correctly. 

• Untrained users answered 55% of the phishing survey 

questions correctly. 
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Zielinska et 

al., 2014) 

96 users (recruited via 

Mechanical Turk) received anti-

phishing training. In addition 

one group saw a cooking video 

(control group, n = 32), a second 

group saw a video on the 

consequences of phishing 

(vignettes of loss, n = 32), and a 

third group saw news articles 

that aimed to increase the 

general fear level (trust section, 

n = 32). 

• An analysis of variance showed that there was no significant 

difference between the treatment groups before and after 

training. 

• Anti-phishing training enhanced the ability of users to 

identify emails correctly (t(95) = 3.01, p < .01). 

(Canova et 

al., 2015) 

19 participants recruited via 

social media and flyers had to 

identify 16 websites before 

playing NoPhish, 16 after 

playing NoPhish and 16 at a 

retention test after five months. 

• Before training users identified 57% of the URLs correctly. 

• At the direct posttest users identified 90% of the URLs 

correctly. 

• At the retention test users identified 81% of the URLs 

correctly. 

• Users significantly performed better at the posttest and the 

retention test as compared to the baseline measurement. 

• Users significantly lost knowledge during the retention test 

compared to the direct posttest. 

(Arachchilag

e et al., 

2016) 

20 participants recruited at 

Brunel University had to 

identify 20 websites before 

playing the mobile version of 

Anti-Phishing Phil, and 20 

websites afterwards. 

• Before playing the game participants identified 56% of the 

websites correctly. 

• After playing the game participants identified 80% of the 

websites correctly. 
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Literature that examines the effect of anti-phishing training. 

Author Experimental design Results 

(Stockhardt 

et al., 2016) 

81 participants recruited at a 

school received similar training 

content delivered via different 

designs and had to identifying 

16 webpages before training and 

16 afterwards. Three 

experimental conditions: 

instructor (n = 30), computer 

(NoPhish, n = 25), text 

(NoPhish n = 26).  

• Participants trained by NoPhish performed better after 

(81.5%) training than before (57%) training in identifying 

phishing websites.  

• This performance after training was statistically lower than 

people that followed classroom training (65% before training 

and 94% afterwards). 

(Zhang-

Kennedy et 

al., 2016) 

30 university students were 

asked general questions about 

phishing before and after 

interacting with Geo-Phisher. 

Q1: what is phishing? Q2: can 

you describe how to protect 

yourself? Two treatment groups: 

high interactivity (Geo-Phisher, 

n = 15), low interactivity (static 

online training, n = 15). 

•  60% of the low interactivity condition answered Q1 correctly 

before training, and 73.3% after training. 

• 80% of the high interactivity condition answered Q1 correctly 

before training, and 88% after training. 

• The difference in posttest results for Q1 was not significant. 

• 0% of the low interactivity condition answered Q2 correctly 

before training, and 26.6% after training. 

• 6.67% of the high interactivity condition answered Q2 

correctly before training, and 73.3%% after training. 

• The difference in posttest results for Q2 was significant. 

(Lastdrager 

et al., 2017) 

353 children participated in an 

anti-phishing training 

experiment on the effect of 

classroom training (presentation 

and discussion) on the ability to 

distinguish phishing emails and 

websites from legitimate emails 

and websites. Two treatment 

groups: control (n = 172); 

intervention (n = 181) 

• Trained children improved their ability to identify emails by 

14% after training.  

• After four weeks the enhanced phishing detection ability of 

trained children returned to pre-training levels. 

• Over four weeks the ability to recognize legitimate emails 

increased. 
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Other articles in the Literature review. 

Author Result 

(Downs et al., 2006) Awareness of the risk of phishing is not linked to users' feeling of 

vulnerability, or to strategies that help them to avoid the attacks. 

(Dhamija et al., 2006) Visual deception attacks can make sophisticated users fall for 

phishing. 

(Robila & Ragucci, 2006) Class discussions have a positive influence on the performance in 

phishing IQ tests. 

(Basnet et al., 2008) Provide cues to detect phishing emails and propose a technical 

countermeasure. 

(Dong et al., 2008) The s in https:// and a lock in the URL bar do not necessarily 

mean that a website is legitimate. 

(Herzberg & Jbara, 2008) Analyzed phishing attacks and proposed a technical 

countermeasure with secure identification indicators. 

(Alnajim & Munro, 2009b) Examined the retention effect of APTIPWD. 

(Kumaraguru, Cranor, et al., 2009) Developed a training intervention that replaces blacklisted 

websites.  

(Marett & Wright, 2009) Examined the properties in phishing emails that may influence 

users to give personal information. 

(Arachchilage & Cole, 2011) Described the development of anti-phishing training for the 

smartphone. 

(Jansson & Von Solms, 2011) Described the development of a phishing awareness training 

experiment. The results of the experiment were presented in a 

another article (Jansson & Von Solms, 2013). 

(Arachchilage & Love, 2013) Described features necessary to implement in a anti-phishing 

game for the smartphone. 

(Kearney & Kruger, 2013) 69% of all employees that fell for phishing had followed corporate 

training. 

(Kearney & Kruger, 2014) 92% of all employees that fell for phishing had followed corporate 

training. 

(Aggarwal et al., 2014) Examined 600 phishing emails without embedded links to identify 

its characteristics. 

(Hale et al., 2015) Proposed a new game with a realistic setting to address the 

benefits of embedded training and the benefits of game based 

training. 
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Other articles in the Literature review. 

Author Result 

(Parsons et al., 2015) Informed participants that participated in this phishing study were 

significantly better in identifying phishing attacks than 

uninformed participants. 

(Abbasi et al., 2016) Users can be segmented based on their phishing susceptibility. 

(Arachchilage et al., 2016) Proposed a technical countermeasures and ways to identify 

phishing URLs. 

(Clark & Mayer, 2016) A book about learning principles that suggests ways to teach users 

in an electronic environment. 

(Jeeva & Rajsingh, 2016) Proposed technical countermeasures and ways to identify phishing 

URLs. 

(Kritzinger, 2016) Proposed posters as a short-term solution for phishing at schools 

with few resources. 

(Sun & Lee, 2016) Examined the difference between classroom training, worksheets, 

and drawing concept maps on the ability of users to identify 

phishing attacks. 
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Appendix 2: Methodological Design Anti-Phishing Training Studies 

Note: NT = No Training, PG = PhishGuru, PP = Anti-Phishing Phil, WM = Warning Message, SE = 

Social-Ed, TM = Training Message, AE = Anti-Phishing Education Game, TM = Text Training, LP = 

Anti-Phishing Landing Page, FE = Fear Training, NP = NoPhish. 

 N
 

Training 

R
eal w

orld test 

C
orporate setting 

C
ontrol group 

Enhance phish avoiding 

O
utperform

 control  

(Dodge & Ferguson, 2006) 4,118 NT √   √ N.A. 

(Kumaraguru, Rhee, Acquisti, et al., 2007) 30 PG  √ √ √ √ 

(Kumaraguru, Rhee, Sheng, et al., 2007) 42 PG  √ √ √ √ 

(Sheng et al., 2007) 42 PP   √ √ √ 

(Kumaraguru et al., 2008) 321 PG √ √ √ √ √ 

(Alnajim & Munro, 2009a) 36 WM  √ √ √  

(Kumaraguru, Cranshaw, et al., 2009) 515 PG  √ √ √ √ 

(Smith et al., 2009) 46 SE   √ √ √ 

(Aburrous et al., 2010) 100 NT   √ √ √ 

(Davinson & Sillence, 2010) 64 PP √  √ √  

(Kumaraguru et al., 2010) 4,517 PP   √ √ √ 

(Bowen et al., 2011) 2,000 WM √   √ N.A. 

(Dodge et al., 2012) 892 TM √  √ √ √ 

(Mayhorn & Nyeste, 2012) 84 PP   √ √  

(Yang et al., 2012) 62 AE   √ √  

(Jansson & Von Solms, 2013) 25,579 SW √   √ N.A. 

(Caputo et al., 2014) 1500 TT √ √ √ √  

(Gupta & Kumaraguru, 2014) 3,359 LP √   √ N.A. 

(Zielinska et al., 2014) 96 FE   √ √  

(Canova et al., 2015) 19 NP    √ N.A. 

(Arachchilage et al., 2016) 20 PG    √ N.A. 

(Lim, Park, & Lee, 2016) 1045 NT √ √  √ N.A. 

(Stockhardt et al., 2016) 81 NP   √ √  
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Appendix 3: Training Content of Anti-Phishing Training Studies 

Note: N.A. means the study did not provide information about the training content, participants were 

not trained but for example shown an error message, or the effect of training was measured by general 

questions like "what is phishing?" 

Study 

Em
ail 

U
R

L 

(Dodge & Ferguson, 2006) N.A. N.A. 

(Kumaraguru, Rhee, Acquisti, et al., 2007) √  

(Kumaraguru, Rhee, Sheng, et al., 2007) √  

(Sheng et al., 2007)  √ 

(Kumaraguru et al., 2008) √  

(Alnajim & Munro, 2009a)  √ 

(Kumaraguru, Cranshaw, et al., 2009) √  

(Smith et al., 2009) N.A. N.A. 

(Aburrous et al., 2010)   

(Davinson & Sillence, 2010)  √ 

(Kumaraguru et al., 2010)  √ 

(Bowen et al., 2011) √  

(Dodge et al., 2012) √  

(Mayhorn & Nyeste, 2012) √ √ 

(Sercombe & Papadaki, 2012) N.A. N.A. 

(Yang et al., 2012)  √ 

(Jansson & Von Solms, 2013) √  

(Caputo et al., 2014) √  

(Gupta & Kumaraguru, 2014) √  

(Zielinska et al., 2014) √ √ 

(Canova et al., 2015)  √ 

(Arachchilage et al., 2016)  √ 

(Stockhardt et al., 2016)  √ 

This study √ √ 
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Appendix 4: Statistical Analysis  

Table 5: Gender Frequencies 
Group Male Female 

Control (n = 18) 

Experimental (n = 18) 

 61.1% 38.9% 

 66.7% 33.3% 

Total (N = 36) 63.9% 36.1% 

 
Table 6: Age Frequencies 
Group Minimum age Maximum age Mean 

Control (n = 18) 21.00 28.00 24.61 

Experimental (n = 18) 21.00 54.00 26.33 

Total (N = 36) 21.00 54.00 25.47 

 

Table 7: Education Level Frequencies 
Group Practical Bachelor Master 

Control (n = 18) 

Experimental (n = 18) 

11.1% 50.0% 38.9% 

16.7% 55.6% 27.8% 

Total (N = 36) 13.9% 52.8% 33.3% 

 
Table 8: Mean Differences in Pretest Scores for Email set A, B, and C 
 Sum of 

Squares 

df Mean Square F Sig. 

TCR1 Between Groups .057 2 .029 1.273 .293 

Within Groups .742 33 .022   

Total .799 35    

PR1 Between Groups .107 2 .053 .998 .379 

Within Groups 1.763 33 .053   

Total 1.870 35    

LR1 Between Groups .096 2 .048 1.695 .199 

Within Groups .930 33 .028   

Total 1.026 35    
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Table 9: Correlation between Gender, Age, Education and TCR 
 TCR1 

Spearman's rho Gender Correlation Coefficient -.248 

Sig. (2-tailed) .095 

N 36 

Age Correlation Coefficient .330 

Sig. (2-tailed) .053 

N 35 

Education Correlation Coefficient .150 

Sig. (2-tailed) .375 

N 36 

 

Table 10: Two-way ANOVA Interaction Effect of time*group on TCR 
Source Type III Sum 

of Squares 

df Mean 

Square 

F Sig. Partial Eta 

Squared 

Time Sphericity Assumed .199 2 .100 6.997 .002 .171 

Greenhouse-Geisser .199 1.924 .103 6.997 .002 .171 

Huynh-Feldt .199 2.000 .100 6.997 .002 .171 

Time * 

Group 

Sphericity Assumed .147 2 .073 5.161 .008 .132 

Greenhouse-Geisser .147 1.924 .076 5.161 .009 .132 

Huynh-Feldt .147 2.000 .073 5.161 .008 .132 

Error(Ti

me) 

Sphericity Assumed .967 68 .014    

Greenhouse-Geisser .967 65.416 .015    

Huynh-Feldt .967 68.000 .014    

 

Table 11: Two-way ANOVA Interaction Effect of time*group on PR 
Source Type III Sum 

of Squares 

df Mean 

Square 

F Sig. Partial Eta 

Squared 

Time Sphericity Assumed .961 2 .480 14.898 .000 .305 

Greenhouse-Geisser .961 1.861 .516 14.898 .000 .305 

Huynh-Feldt .961 2.000 .480 14.898 .000 .305 

Time * 

Group 

Sphericity Assumed .740 2 .370 11.475 .000 .252 

Greenhouse-Geisser .740 1.861 .398 11.475 .000 .252 

Huynh-Feldt .740 2.000 .370 11.475 .000 .252 

Error(Ti

me) 

Sphericity Assumed 2.193 68 .032    

Greenhouse-Geisser 2.193 63.279 .035    

Huynh-Feldt 2.193 68.000 .032    
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Table 12: Two-way ANOVA Interaction Effect of time*group on LR 
Source Type III Sum 

of Squares 

df Mean 

Square 

F Sig. Partial Eta 

Squared 

Time Sphericity Assumed .009 2 .004 .169 .844 .005 

Greenhouse-Geisser .009 1.974 .005 .169 .842 .005 

Huynh-Feldt .009 2.000 .004 .169 .844 .005 

Time * 

Group 

Sphericity Assumed .021 2 .010 .395 .675 .011 

Greenhouse-Geisser .021 1.974 .011 .395 .672 .011 

Huynh-Feldt .021 2.000 .010 .395 .675 .011 

Error(Ti

me) 

Sphericity Assumed 1.784 68 .026    

Greenhouse-Geisser 1.784 67.102 .027    

Huynh-Feldt 1.784 68.000 .026    

 

Table 13: Two-way ANOVA Interaction Effect of time*group on Confidence 

Source 

Type III Sum of 

Squares df 

Mean 

Square F Sig. 

Partial Eta 

Squared 

Time Sphericity Assumed .282 2 .141 1.187 .311 .034 

Greenhouse-Geisser .282 1.667 .169 1.187 .306 .034 

Huynh-Feldt .282 1.795 .157 1.187 .308 .034 

Time * 

Group 

Sphericity Assumed .718 2 .359 3.019 .055 .082 

Greenhouse-Geisser .718 1.667 .431 3.019 .066 .082 

Huynh-Feldt .718 1.795 .400 3.019 .062 .082 

Error(Ti

me) 

Sphericity Assumed 8.086 68 .119    

Greenhouse-Geisser 8.086 56.690 .143    

Huynh-Feldt 8.086 61.017 .133    

Note: In this analyses the Greenhouse-Geisser method is used because the assumption of sphericity 

was violated according to Mauchly's test of sphericity : χ2 (2) = 7.343, p = .03 

 

 

 


