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Abstract

The concept of transport noise is introduced and studied. It is shown that two different types of multiplicative
noise, transport noise and so-called fluctuation-dissipation noise, behave qualitatively different when studied in
terms of their effects on the Lorenz system. In particular the sum of the Lyapunov exponents for this system
is different for the two types of noise. Also a stochastic version of a robust, deterministic numerical algorithm
for the determination of Lyapunov exponents is posed. It computes the deterministic values for the individual
Lyapunov exponents with reasonable accuracy considering the numerical methods used to solve the underlying
equations. Finally, a stochastic variational principle is used to derive stochastic rotating shallow water equations
and it is shown that they have the same conservation laws as the deterministic version.
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1 Introduction

Weather, climate and ocean prediction relies heavily on our understanding of fluid dynamics. Since the existence
and uniqueness for the Navier-Stokes equations are still an open problem, we do not know what is the best
model for fluid dynamics and additionally we do not have a complete understanding of the small-, subgrid
scale processes such as turbulence. Also Lorenz showed that weather and climate models suffer from sensitive
dependence on initial data. The sensitive dependence is boosted by numerical limitations. Altogether, our
incomplete understanding of the underlying processes, the limitations of the numerical models and the sensitive
dependence on initial data make it so that deterministic modeling is inaccurate. These problems may be
compensated for by modeling in a stochastic way. For these reasons forecasts nowadays are expressed in
probabilistic terms. Hence, instead of relying on a single deterministic prediction, an ensemble of stochastic
predictions can give a lot more insight into the uncertainty quantification of weather. We will show here that
different types of multiplicative noise can have different effects on the model behavior. In particular, we shall
study the effects of so-called transport noise on the Rayleigh-Bénard convection model, from which, by Fourier
projection, the famous Lorenz equations may be obtained. This is a low-dimensional model that can exhibit
chaos for certain parameter values and has been studied intensively for decades. The effects of two different types
of noise on the Lorenz equations shall then be studied by means of Lyapunov exponents, both on a theoretical
level as well as on a numerical level. For the numerical analysis of the Lyapunov exponents, particularly their
sum, we propose a robust algorithm.

The third section introduces the concept of transport noise accompanied by the differential geometric framework
that is necessary to insert it into fluid dynamics. The concept of a Lie derivative is introduced, which greatly
generalizes and simplifies a number of calculations. In | ], variational principles are used to introduce the
noise in mechanical systems. A result from this theory is the Kelvin circulation theorem, that can be used to
introduce noise as well, when the deterministic case is understood.

The fourth section employs the Kelvin circulation theorem to insert noise in the Rayleigh-Bénard convection
model. From this model, by Fourier projection, the famous Lorenz equations can be found | ]. Hence from
a convection model with transport noise we will derive a set of stochastic Lorenz equations. In a paper by
[ ] the Lorenz system is perturbed with a different type of noise. In what follows, we will compare the
two systems both analytically as well as numerically.

The fifth section presents the random dynamical system theory [ | that is necessary to look at Lyapunov
exponents. In this framework, the stability of the stochastic Lorenz systems can be studied. In particular, the
sum of the Lyapunov exponents is analyzed in detail, because it can be computed exactly for the Lorenz system.
The sum describes the average rate contraction or expansion of phase-space volume. It will be proved that the
sum for the two types of noise in the Lorenz system is different.

The sixth section is dedicated towards the numerical verification of the analytical statements. For the numerical
calculation of Lyapunov exponents, a deterministic, robust algorithm by [ | is adapted to a stochastic
version and used to compute the exponents. As a test, we verify the exponents for the deterministic case and
we find that the values computed by our method are similar to the ones found in existing literature.

The seventh section discusses stochastic rotating shallow water model. It relates to the previous sections in
that the same type of noise is introduced, but this time via the rigorous route, the variational principle. It
shall be shown that familiar conservation laws remain for this model compared to the deterministic case. The
motivation for studying these equation in particular is as follows: Weather processes occur at a vast number of
different timescales and due to numerical cost, it is often necessary to only model the slow time-scales. In the
1980s, there was a huge discussion among meteorologists and mathematicians about whether or not a so-called
slow manifold exists for the Lorenz-1986 (L86) model | ]. Tt consists of 5 ordinary differential equations
and has two different timescales, one fast and one slow timescale. A slow manifold is a set of initial conditions
from which the dynamics does not develop any fast timescale motion. Around 1995, most researchers were in
favor of the nonexistence of such a set for the L86 model. Inspired by this discussion and its results, we wish
to investigate the influence of the fast motion on the slow motion on the level of partial differential equations.
By means of the variational principle as given by [ ], noise is introduced into the model. In particular,
these equations possess slow- and fast timescale motion and by a change of variables, the rotating shallow water
equations can be written into an alternative form in which there is a clear split between the different timescales.
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2 'Transport Noise

The concept of transport noise as it shall be used in this work comes from | ]. The name comes from its
purpose. In the Lagrangian variational principles, it is possible to constrain movement of mechanical systems
along certain paths. A simple example of this is the spherical pendulum, constrained to move on the sphere.
In fluid dynamics, this movement is called advection. By taking a Lagrangian and constraining it to stochastic
Lagrangian paths, the fluid momentum and other advected quantities are transported along that path. It has
been shown in | ] that the Euler equations for an incompressible ideal fluid with transport noise have the
same analytical properties as the deterministic Euler equations. We are interested in seeing whether properties
are preserved by this type of noise on a lower dimensional scale as well. In | ] the noise is introduced into
the the dynamics by using a Clebsch constraint in a variational principle.

A note on the notation. Since a lot of tools from differential geometry shall be used, in which d denotes
the exterior derivative with the special property that d?a = 0 for any tensor a. Stochastic analysis is done
in integral form because the derivative of Wiener process is not defined. Therefore the stochastic evolution
operator is denoted d. This can become very confusing, so we shall denote the stochastic evolution operator
as d to distinguish between the two. To derive, for instance, the stochastic Euler equations, one takes the
deterministic Lagrangian and constrains the advected quantities to be advected by a stochastic velocity field.
In the Lagrangian description of fluid dynamics, this boils down to constraining the motion of fluid particles to
move along a stochastic curve. The Stratonovich stochastic process that arises is given by

i (X) = u(ne(X), ) dt+Z§¢(m(X))Ode (1)

where W' are scalar, independent Wiener processes (or Brownian motions), the construction of such a process
can be found in the appendix, defined on a probability space (€2, F,P) and the &; are spatially smooth functions
that represent spatial correlations, which are related to a velocity-velocity correlation matrix C;; as C;; = fifjr.
The probability space (2, F,P) is a triple, where 2 is the sample space, w € Q is a sample, F is the family of
events or g-algebra, and P is a probability measure. By definition the probability measure of the sample space
P(Q2) = 1. The o-algebra determines which events can occur, this includes events that have probability zero of
happening. The number n of eigenvectors and Wiener processes is arbitrary. The multiplication symbol o in the
context of stochastic integrals implies that the stochastic integral is of the Stratonovich type. This is the type
of stochastic integral that admits the standard chain rule and is therefore an invaluable concept throughout the
derivations. The Eulerian description is in terms of vector fields, that are consructed as

dx;(x) = dpen; ' = u(w, t)dt + Y &(x) o AW/ (2)
=1

so that the stochastic process dn; is related to the stochastic vector field dx; by pullback as n; dx; = dn,. Here-
after Einstein’s summation convention shall be used, so summation of repeated indices should be understood.
The pullback is a concept from differential geometry, that is defined for arbitrary tensors as

Definition 2.1 If¢: M — N is a diffeomorphism that maps manifold M to N andt € TT (M) is an r, s-tensor,
let .t := (T'p) otod™! be the pushforward of t by ¢. Here T'} is the tangent of ¢ and o means composition.
Ift € TT(N), the pullback is given by the inverse operation ¢*t = (¢p~1).t.

For an excellent introductory overview on manifold theory see | ], especially for the construction of a smooth
manifold and its associated bundles, in | ] one can find a very accessible introduction to geometric mechanics
that includes a large number of illustrative examples and for a more advanced overview including applications
see [ ]. This is an abstract definition for operations that are quite intuitive. In the following figure, let
f: N — R be a 0-form (a function) and let ¢ : M — N be a diffeomorphism, then the pullback of that function
is simply the composition ¢*f = f o ¢

M % N
N T
R
Figure 1: Pullback of a function

Let ¢ : M — N be a diffeomorphism and w : TN — R” be a 1-form. Here T'N is related to the tangent bundle
to the manifold V.
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™™ — TN

T¢
N
Rn

Figure 2: Pullback of a 1-form

In | ] one can find the following intuitive definition of the pullback and pushforward of a k-form.

Definition 2.2 Let ¢ : M — N be a smooth invertible map from the manifold M to the manifold N and let o
be a k-form on N. The pullback ¢ x a of a by ¢ is defined as the k — form on M given by

¢ am = iy iy (H(m)) (T - dz)t A== A (T - d)™,

with i1 < iy < ... < 1. If the map ¢ is a diffeomorphism, the pushforward ¢, of a k-form a by ¢ is defined
by the inverse of the pullback ¢p.a = (¢*) tau.

The following example of a 1-form is also given in [ ]. In the previous definition, T),¢ expresses the chain
rule for change of variables in local coordinates. For example

i 09(m)
(T - da)t = Sin da'4.

Thus, the pullback of a 1-form is given by
9" (v(x) - dx) = v(¢(x)) - dp(x)
— o (000) (25 0t

Ozia

— V($(x) - (Tx6 - dx).

The pullback is valuable operation that will allow us to switch between the Eulerian and Lagrangian description
and allows us to define the Lie derivative. The Lie derivative evaluates the rate of change of a tensor field along
a certain vector field. It shall become clear that advection in fluid dynamics is a Lie derivative. To define it,
first the flow of a vector field is introduced.

Definition 2.3 (Flow of a vector field) The flow of Y is the differentiable map ¢ : U x I — M, where
I C R is an interval containing 0 and U is an open subset of manifold M, such that, for any z € U, the map
@ (t) := ¢(z,t) is an integral curve of Y with ¢,(0) = z.

So the flow of a vector field is an integral curve of that vector field. Hence, when differentiated with respect to
time and evaluated at the identity, one recovers the vector field. This sets us up for the first definition of the
Lie derivative.

Definition 2.4 (Dynamical defintion of the Lie derivative) Given a differentiable tensor field T and a
differentiable vector field Y defined on a differentiable manifold M, we can calculate the change of T along Y .
Let ¢ be the flow of Y, then the Lie derivative of T with respect to'Y at a point p € M is defined as

(£yT)y = S| @), Q

where ¢; denotes the pull-back.

There is a second definition of the Lie derivative, sometimes referred to as ”Cartan’s magic formula”, which
is incredibly useful for straight computations. The dynamical definition is more useful for general proofs that
require Lie derivatives.

Definition 2.5 (Cartan’s formula for the Lie derivative) Given a differentiable tensor field T and a dif-
ferentiable vector field Y defined on a differentiable manifold M, we can calculate the change of T along Y.

Cartan’s formula states that
(£yT):=Y 2dT+d(Y 1 7T) (4)

where the hook notation A 1 B := B(A) denotes the insertion of A into B.

Upon equating Lie derivatives for 1-forms in both definitions, the fundamental vector identity of fluid dynamics
is derived. It is important because it allows us to write fluid dynamics in an alternative form.
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Theorem 2.6 (Fundamental vector identity of fluid dynamics) Let v be a I-form and Y be a vector
field defined on a manifold M, then the following identity is true

(Y - V)v+v, VY =V(Y -v) - Y x curl v (5)

Proof. The Lie derivative of v-dx with respect to some vector field Y is, according to the dynamical definition
Ly(veax) = S| gi(v-ax)
y(veodx) =4  di(v-dx

_ %\tzomwxn dg} (X)

Ov; 0ok (X)

d 9¢}(X)
- {%?(X) ot dt

J
a oxi X

t=0

e} (X) + vi(6e(X))

o 6vj k j 8Y1 j
= WY da? + v; E dx

=((Y-V)v+v;VY7) . dx

where the diffeomorphism ¢; maps between coordinates X and z and ¢:(X)|t=9 = 2. We have also used that
the derivative of a flow at the identity recovers the vector field. According to Cartan’s formula

Ly(v-dx) =Y dd(v-dx) +d(Y d(v-dx))
=Y dd(v-dx)+ V(Y v)-dx
=Y"0p (Gijkavk dSi> +V(Y-v)-dx
8wj

8vk
P,
J
8vk m n
= Eijk%qmny dz" + V(Y -v)-dx

J
=curlv- Y xdx+ V(Y- v)-dx
=(-Y xculv+ V(Y v)) - dx.

Y0y, -1 dS* + V(Y - v) - dx

We denote 8.%” by O,,. By definition 9; I dz? = §g . The € denotes the totally antisymmetric tensor (or
Levi-Civita symbol). We have also used identities for d(v - dx) and d(Y - (v - dx), which are shown in the
appendix. Identifying the two definitions gives rise to the identity. m

The motion equation in fluid dynamics describes the evolution of a velocity field u. In the fundamental vector
identity 1-forms v appear. Any momentum equation in fluid dynamics features both. Namely, these quantities
both have dimensions of velocity, but in terms of Riemannian geometry, the velocity u = u’9; is contravariant
with indices up and transports fluid properties, such as temperature or density. The momentum per unit mass
v = v; d2’ is covariant and has indices down. Hence, in general, these two velocities are different, in that their
physical meanings are different and their transformation under diffeomorphisms are different. In the special case
where the kinetic energy is given by the L? metric and the coordinate system is Cartesian with an Euclidean
metric, then the components of the two velocities can be set equal. The Euler equations for an incompressible
ideal fluid are such a special case.

2.1 Table of Lie derivatives

In fluid dynamics a number of Lie derivatives appear frequently. For a quick overview, they are listed here.
Each Lie derivative is calculated along vector field X.

Tensor Lie derivative R3 expression
function f £xf X-Vf
1-form v - dx £x(v-dx) (X Vv+0v;VX7) - dx or (—X x curlv+ V(X - v)) - dx

2-form w - dS £x(w-dS) | (curl(w x X) 4+ Xdivw)-dS or (—w - VX + X - Vw + wdivX)-dS

top-form f d3z £x(fd3) div(fX) d*x

Table 1: A list of Lie derivatives for differential forms in R3.
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The proofs of these identities can be found in the appendix. The Lie derivative of a 1-form has already been
shown in the derivation for the fundamental vector identity of fluid dynamics. To appropriately introduce
stochasticity to fluid dynamics, one has to start from a Clebsch constrained variational principle as described
in [ ]. A less formal way is to use the Kelvin circulation theorem, which is a result from the general
variational principle, to introduce the noise. Similar to the Kelvin filtered NS-a model | I, [ ], by
means of adapting the fluid loop velocity in the Kelvin theorem, it is possible to derive new equations of motion.

2.2 Kelvin Circulation Theorem

As an example, the Euler equations for an incompressible, ideal fluid are considered. The familiar, deterministic
equations are given by
du+u-Vu=—Vp,

divu = 0.

(6)

Since the equations are incompressible, the density is constant. For simplicity, it is set to unity. Before going
to the Kelvin theorem, the Lie derivative formula is introduced.

Lemma 2.7 Consider an arbitrary time dependent 1-form v(z,t)-dx and let n be the flow of a vector field dx;
so that dyp = nf dx; and n.(X) = n(X,t) = x maps the Lagrangian coordinates to the FEulerian coordinates, then

dng (v - dx) = 77 (d + £ax, ) (v - dx). (7)
Proof. By definition of the pullback
n; (v - dx) = v(m(X), ?) - dne(X).

Important to note once again is that the 1-form is time dependent. The pullback acts on the spatial coordinate,
not on the time. Computing the stochastic evolution of the previous expression yields

dn; (v - dx) = dv(n(X),t) - dn(X) + v(n:(X), t) - ddn,(X)

- (dv<m<x>, H+ m - dxt<X>) () + V(). 1) - d ey (e (X))
= ((avioen + PR 0] ) 00,0 2D a0

=n; (dv(x,t) + dx; - Vo + v;Vday) - dx
=n; (d+ Lax, ) (v - dx).

In the last step we have used the Lie derivative of a 1-form as presented in Table 1. =

The deterministic version of the Lie derivative formula is recovered when the stochastic evolution operator
d is replaced by the partial time derivative and J;n = u. The same computation as in the previous proof then
leads to Oy (v - dx) = nf (0t + £4)(v - dx). It is now a simple task to prove the Kelvin theorem. The loop
integral in the Kelvin theorem moves with the velocity u, so the domain is moving. By using the pullback, the
Eulerian frame is transformed into the Lagrangian frame. This makes the integration domain stationary and
allows for the partial time derivative or stochastic evolution operator to be pulled inside the integral.

Theorem 2.8 (Kelvin’s circulation theorem for the Euler equations) The Euler equations for an ideal
fluid preserve the circulation integral

where c(t) is closed loop moving with velocity u.
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Proof.

| &

~

~

Il
CL‘ ol

% v-dx
tJe)

d *
0 aﬁt (v-dx)

o
=

~

1 (0 + £a)(v - dx)

~
=)
=

(O + £4)(v - dx)

(Opv+u-Vv —|—vjVuj) ~dx

—~
~
—

(setting u = v) (Dpu+u-Vu+u;Vud) - dx

—~
~
=

*6\?6\?6\,?9\?@\?%8\

1
(—Vp+ Vu2> -dx
®) 2

C

:0’

where in the last step the fundamental theorem of calculus was used. Identifying u and v is possible because
the Euler equations is the special case as mentioned earlier. The identity u;Vu’ = %V|u|2 is used. This identity
is only true if the components of the two velocities are equal, which in the case of deterministic fluid dynamics,
is satisfied. m

If we let the closed loop ¢(t) move with velocity dx; = udt+¢&;0dW; instead of u, we can introduce stochasticity
in the Euler equations as follows ‘
du+dx; - Vu+u;Vde] = —Vpdt,

9
divdx, = 0, ©)

The assumption is made that divg; = 0 for all i = 1,...,n. It is for this set of equations that [ | show
that the analytical properties are not worse than for the deterministic Euler equations. The stochastic version
of the Kelvin theorem is valid for these equations.

Theorem 2.9 (Kelvin’s circulation theorem for the stochastic Euler equations) The stochastic Euler
equations for an ideal fluid preserve the circulation integral

I(t):yg v - dx,
c(t)

where c(t) is closed loop moving with velocity dx;.

Proof. Now that there is no confusion between u and v, we immediately start with u and do the coordinate
transformations involving the pullback in a single step. Letting the stochastic evolution operator act on the
circulation integral gives rise to

dI(t)zd% u-dx
c(t)
:75 (d+ £ax, ) (u - dx)
c(t)

= §£( (du 4 dx; - Vu 4 u;V dz]) - dx

t)
= % —Vpdt - dx
e(t)
0

The stochastification of fluid dynamics using transport noise changes the advective velocity field. Advected
quantities are moved around by the same velocity field as the motion itself. The rigorous framework for this,
using variational principles, can be found in [ ]. The result is that in the Eulerian framework the vector
field in the Lie derivative becomes the stochastic vector field dx;.
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3 Rayleigh-Bénard Convection

By considering the Rayleigh-Bénard convection process with transport noise, it is possible to study what happens
to a paradigm example in chaos theory, pattern formation and fully developed turbulence | ]. Tt describes
convective motion of a fluid between two plates with different temperatures. The bottom plate is heated
and the top plated is cooled. On the two plates, the velocity field satisfies no-slip boundary conditions and
impermeability in the vertical direction. In the horizontal directions have periodic boundary conditions. The
constant temperature on bottom plate is T and on the top plate is T; with T, > T;.

z
™
1
1

Top Plate

Figure 3: The color shading indicates the temperature difference. The bottom plate is being heated and the
top plate is being cooled.

In the Oberbeck-Boussinesq approximation, the density is assumed to depend linearly on the temperature. The
equations of motion for the Rayleigh-Bénard process are then

du+u-Vu=-Vp+rvAu+F,
OT +u-VT =~vAT, (10)
divu = 0.

The fluid described by these equations is incompressible and affected by a buoyancy force F = agT€, which
is linearly dependent on the temperature and by viscosity, the strength of which is governed by the kinematic
viscosity v. It is assumed that the specific heat per unit mass ¢, is constant. The heat equation can therefore
be written in terms of temperature, as the constant may be divided out in each term, but the equation should
still be read as an advection-diffusion equation in heat. The diffusion of heat is governed by the heat diffusivity
constant . The buoyancy force acts only in the vertical direction and depends on thermal expansion coefficient
a, gravity g and the temperature T. This is the convection process that Lorenz studied [ ], given rise to
the famous Lorenz system. The stochastic version of the momentum equation is obtained by adding viscosity
and a body force to the stochastic Euler equations (9). To properly introduce the transport noise into the
heat equation, it is necessary to go back to the general theory. In | | for an arbitrary Lagrangian a set
of advected quantities is considered. The constraint in the variational principle is that fluid properties are
advected along stochastic Lagrangian paths. This argument dictates that the heat should satisfy the advection
equation, given by

(d + £dxt)q = Oa

where ¢ is the collection of advected quantities (in the Rayleigh-Bénard convection problem this is just the
heat). This gives the advection of the heat by the stochastic velocity field. Additionally, the heat diffuses over
time, so the equation gets an additional diffusive term. The heat in terms of the specific heat per unit mass
times temperature is a scalar function, satisfies the advection equation with a dissipative term

VAT dt = (d + £Lax,)T
= dT + dx, - VT.

Here we have used the identity for a scalar function from Table 1. Thus the noisy convection process defined
on the domain [0, 7] x R3 x € is described by

du +dx; - Vu +u;Vde! = (—~Vp+ vAu + F) dt,
dT + dx; - VI = yAT dt,
div dx; = 0, (11)

dx; = udt + 3 &(x) o dWy,

i=1

10
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where ¢; are related to the velocity-velocity correlation matrix and W/ is a sequence of scalar, independent,
Wiener processes. The fluid motion is constrained to convective rolls in the zz-plane, which makes the model 2
dimensional and allows for a number of simplifications. Firstly, instead of considering heat, a quantity that we
will call temperature profile shall be used.

3.1 Temperature Profile

The temperature T'(z, z, t) can be expanded into a horizontal mean value and a departure from the mean | ]
This gives

T(z,2,t) = Typ(z,t) + T (, 2, 1),

where Ty, is the horizontal mean and 7" is perturbation therefrom. Additionally the mean can be expanded into
two parts, the first part represents a linear difference between the lower and upper boundary and the second
part is a perturbation of this linear difference.

T,
Ton(2,t) = Tun(0,8) = 72+ Ti (1)

where T is the perturbation from the linear difference, Ta = |T — 13| is the constant temperature difference
between the lower and upper plate and H is the height between them. This leads to the following equation

Ta
—/

T(Qj, Z,t) = <Tav(0vt) - H

) +T'(z,2,t) + To (2, 2, t) (12)

In this model it shall be assumed that there is some external heating to maintain the constant temperature
difference. Introducing what we will call the temperature profile ¢(z, z,t) := T'(z, 2,t) + To,(z, 2, t) allows us
to write the Rayleigh-Bénard convection problem in same way as in [ ]. Substituting (12) into the heat
equation leads to

dp + dx, - Vo = <%w + ”yAng) dt. (13)

where w is the z-component of the velocity field.

3.2 Vorticity

The momentum equation can be simplified as well. By going to vorticity formulation, we can remove the
pressure term and by numerous observations, the vorticity equation undergoes a number of simplifications. The
vorticity is defined as w = curlu, so taking the curl of the momentum equation

; 1 1
curl(du + dx; - Vu+ u;Vdz]) = curl (Vp +rvAu+ F)
P p

The Laplacian A commutes with the curl and so does the stochastic evolution operator, so the vorticity can be
identified. Substituting in the buoyancy force for F and taking the curl then results in

; 1
dw + curl(dx; - Vu+ u;Vdz]) = vAw + p curl(agTéy)

It is here that we shall use the fundamental vector identity of fluid dynamics (5). This identity allows us
to rewrite the advection terms into their curl form, which simplifies the vector calculus operations that are
necessary to derive the vorticity formulation. Expanding the curl of the buoyancy and rewriting the equation
as

dw + curl(V(dx; - u) — dx; x curlu) = vAw + agd,.
The curl of a gradient is zero, so the first term drops. The vorticity equation then becomes
dw — curl(dx; X w) = VAW + agd,.
The curl of the cross product of the stochastic vector field with the vorticity can be expanded as
—curl(dx; X w) = —(dx¢(divw) — w(divdxy) + (w - V) dx; — (dx; - V)w)

where the divergence of w is zero because w is defined as the curl of a vector field. Upon making the assumption
that &; are divergence free for all i = 1,...,n, the second term also drops. This then yields

—curl(dx; X w) =dx; - Vw —w - Vdx; = [dxy, w].

11
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Here [dx¢,w] is the commutator for vector fields dx; and w. for incompressible fluid problems. The motion shall
be restricted to convective rolls in the xz-plane, making the problem 2 dimensional. The curl of a 2 dimensional
velocity field u = (u,0,w) is then in the g-direction, so w = (0,w,0). From here onward, we will always speak
about vorticity as a scalar function, instead of a vector field. This allows for further reduction of terms in the
vorticity equation. The second term in the commutator, the vortex stretching term is equal to zero. So finally
the vorticity equation becomes

dw + dx; - Vw = (vAw + agd,) dt. (14)

3.3 Fourier Mode Projection

The advection terms in the temperature profile and vorticity equations can be written in terms of the stochastic
stream function 1 by using

. R O o
(% -dx¢,0,z-dx;) = ((;:,O,—gﬁ)

to write the advection term as the determinant of the Jacobian

dx; - Vw = <§(~dxtaw) + (Zodxtaw> _Wow 99w =

_ 2(,0)
Ox 0z 0z 0xr Oz Oz '

Oz, z)

The equations for Rayleigh-Bénard convection restricted to xz-plane (13) and (14) can then be written as

A,
dw + 3((1:@,(:)) = (VAw + agd,) dt,
A, )| _ Ta (15)
w = —A1.

Thus the new system of equations is comprised of a vorticity equation and an equation determining the tem-
perature profile. Furthermore, 1 is the stream function, 15 is the noisy stream function, T is the constant
temperature difference between the two plates and H is the distance between those plates. The relation be-
tween the vorticity and the stream function is given by a Poisson equation. To derive the Lorenz system, the
truncated Fourier series is adapted to include stochasticity. This is possible because the transport noise only
appears in terms that have spatial derivative operators acting on them and the transport noise vector field is
assumed to be smooth in space, but is not differentiable in time. The Fourier expansions for the terms without
noise are identical to the ones Lorenz used in his famous 1963 article | 1,

Lw = XV/2sin (T) sin (E) ,

mhaTa krx\ w2z . (272
R, 0TV V2eos (H) sin (77 ) = Zsin (H) ) (16)
k ) . kmax . mZ
WUJ = (XV2dt + BV2 o dW;) sin (H) sin (ﬁ) .

Here, k is the wave number, R, = agH3Tav~!y71 is the Rayleigh number and R. = 71k=2(1 + k?)? is the
critical value of the Rayleigh number. These scaling constants have been introduced in order to be able to write
the resulting equations in a compact form. The reason for using this Fourier expansion is in certain cases, when
the Rayleigh number exceeds a critical value, using the full Fourier series reduces to exactly these three terms
[ ]. Due to the orthogonality of the Fourier basis functions, from a mathematical point of view, the only
sensible choice for the noise in terms of its Fourier series expansion is to have the exact same Fourier series
expansion as the stream function, as the projection step will eliminate all other terms. From a physical point of
view, we do not want the stochasticity to give rise to types of motion other than rolls between the two plates.
The projection then formally yields

X, =o(Y - X),
Y, =-XZ+rX-Y, (17)
Z, = XY —bZ,

where 0 = yv~! is the Prandtl number, r = RaRc_l. is a scaled Rayleigh number, b = (4(1+k?))~! is parameter
related to the wavenumber and X = X dt + 8 o dW,; is the X variable with noise. The time 7 is dimensionless

12
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and related to the time ¢t in (15) by 7 = 7%(1 + k?)ytH 2. From this point onward, the time 7 will just be
written as t. In terms of stochastic differential equations (SDEs), in the proper notation

dX =o(Y — X) dt,
dY = (rX — XZ — Y)dt — BZ 0 AW, (18)
dZ = (XY — bZ)dt + BY o dW,.

As can be seen clearly in the ”formal, inappropriate form” (17), the noise appears only in the nonlinear terms,
similar to the stochastic partial differential equations (15), where the nonlinearity is in the transport terms. On
this low-dimensional scale, the nonlinear terms represent rotation, the physical interpretation of the stochasticity
is that it is a stochastic angular velocity. This shows that the transport noise, when carried down through the
Fourier projection, is of multiplicative nature. Upon setting the noise amplitude 5 to zero, the deterministic
Lorenz equations are recovered. In case of the parameter values r = 28, ¢ = 10 and b = 8/3, almost all initial
conditions will tend to an invariant set, an attractor set. This attractor set is strange, meaning that set has a
fractal structure, which implies that the solution to the system of equations is chaotic. Fractal refers to the fact
that a set can have integer topological dimension, but the space it actually takes up may be noninteger higher
dimensional. However, upon the introduction of noise, there is no longer an attractor set, as the noise will push
the trajectory out of any bounded set with probability 1, due to the unbounded variation of the Wiener process.
[ ] added linear multiplicative noise to the deterministic Lorenz equations. The SDEs that describe that
system are given by

dX =o(Y — X)dt + X dW,,

dY = (r X = XZ - Y)dt + gY dW,, (19)

dZ = (XY —bZ) dt + BZ dW,.

We will refer to this type of noise as fluctuation-dissipation noise. It serves a similar purpose as the transport
noise that we have introduced, in that in both cases the goal is to improve the models used in weather, ocean
and climate prediction. These two models will be compared by analyzing their properties as random dynamical
systems.

4 Lyapunov Exponents

The system of stochastic differential equations (SDE) with transport noise and the system of SDEs with
fluctuation-dissipation noise satisfy the local Lipschitz continuity condition because the partial derivatives of
the vector fields are all continuously differentiable functions, but is not globally Lipschitz continuous. Also,
since the noise is linear and multiplicative, the growth condition is satisfied. These two conditions together are
sufficient for local existence and uniqueness of solutions of the systems of SDEs | 1, [ ]. In general
Stratonovich SDEs are written as

day = folz) dt+ Y fi(we) o dW] = fi(wy) o AW/ (20)
j=1

Jj=0

with the convention dW? = dt to allow for this shorthand. Additionally, it is shown that the deterministic part
is globally attracting except in a bounded set, by means of a Lyapunov function. Using several theorems from
[ ], it is possible to generate a random dynamical system (RDS) from a Stratonovich stochastic differential
equation. A RDS is a tuple (¢,9), where ¢ is a cocycle, the solution of the dynamical system . In this text,
¥ will be the set of SDEs that are being considered. If additionally, an integrability criterion is met, then
Oseledet’s multiplicative ergodic theorem (MET) | ] implies the regularity and the existence of Lyapunov
exponents. The following theorem sets up the RDS framework in which the MET can be applied,

Theorem 4.1 (RDS from Stratonovich SDE) Let f, € C{f’é, fi,--sfm € C{f“’é and Zgnzl Z?:l f?%fj €

j
Cf’é for some k> 1 and § > 0. Here C:"S is the Banach space of C* wector fields on R® with linear growth and
bounded derivatives up to order k and the k-th derivative is §-Holder continuous. Then:

i)
day = ij(xt) odWy, teR (21)
=0

generates a unique C¥ RDS ¢ over the dynamical system (DS) describing Brownian Motion (the background
theory for this can be found in [ L/ /). For any e € (0,6), ¢ is a C*“-semimartingale cocycle and
(t,z) = o(t,w)z belongs to COPF< for all B < L and e < 6.

13



2017 E. Luesink

it) The RDS ¢ has stationary independent (multiplicative) increments, i.e. for all tg < t; < ... < ty, the
random variables

o(t1) o p(to) ™, (t2)op(t)™, ..., @tn)op(tn1)""

1

are independent and the law of (t + h) o p(t)~" is independent of t. Here o means composition.

iii) If Dp(t,w,x) denotes the Jacobian of o(t,w) at x, then (@, Dy) is a Ck~1 RDS uniquely generated by (21)
together with

dve =Y Dfj(z)v odW{, teR (22)
j=0

Hence Dy uniquely solves the variational Stratonovich SDE on R
Do(t,x) =1 + Z/ Dfi(p(s)x)Dp(s,z) o dW?,  teR (23)
=070

and is thus a matriz cocycle over © = (U, ).

w) The determinant det Dp(t,w,x) satisfies Liouville’s equation on R

det Dp(t, ) = exp i /t trace(D f;(¢(s)x) o dW? (24)
§=0"0

and is thus a scalar cocycle over ©.

The proof of this theorem can be found in | ]. A cocycle is a solution of the underlying SDE. The
conditions for the theorem are (local) Lipschitz continuity and linear growth, since these imply (local) existence
and uniqueness of solutions. We will require i), iii) and iv): i) gives us the required random dynamical system
over the metric dynamical system describing Brownian motion, iii) gives us the variational equation from which
Lyapunov exponents are computed and iv) gives the means to compute the sum of the Lyapunov exponents.
Point ii) guarantees the independence of increments of the solution to the SDE and shows that it is a process
without memory. Oseledet’s MET requires the integrability condition

log™ || Dy(t, w, z)| € L'

which makes sure that the integrals given in iii) and iv) are well defined. The operation log™ is defined as
logt 2 := max(0,logx). For all finite systems of SDEs (thus no stochastic partial differential equations), the
Jacobian of the dynamics is square matrix. Since in R4*? all norms are equivalent, the condition is satisfied
or dissatisfied for all norms simultaneously. If the integrability condition is satisfied, the multiplicative ergodic
theorem states that limy oo (ve(w)vs(w))/? =: ®(w) > 0 exits and logarithm of the eigenvalues of ® are the
Lyapunov exponents. By definition of the Lyapunov exponents and using Liouville’s equation (24) (also called
Abel-Jacobi-Liouville formula), the following important fact is derived.

Lemma 4.2 If the trace of the Jacobian D fo is constant and the trace of D f; for j > 1 is zero, then the sum
of the Lyapunov exponents is equal to the trace of D fy.

Proof. Taking the determinant of ®

N 1/t
1/t
: T, \1/2 —_ 1 I/t _ 1y Yi
tgrgo (det(vt V) ) = tlg&(det ve) = tlggo (1_116 > (25)
by using several properties of the determinant for square matrices. Firstly, det(AT) = det(A), secondly

det(AB) = det(A)det(B). These properties allow the first step. Additionally, the determinant is related
to the eigenvalues of the matrix it is acting on by det(A) = [[; \;, where \; are the eigenvalues of A. Thus,
let €7 be the eigenvalues of the matrix vy, where -; are the unaveraged Lyapunov exponents. Using Liouville’s
equation and the right hand side of (25)

1/t

mo o n 1/t n 1/t
. 1/t _ ) j 7 i _ )
tll)rgo(det v) tlggo exp 2)/0 trace(D f;) o dW tllglo <H e ) tlggo exp <§; %> .
j= i=

i=1
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Finally, using the trace conditions that were set and taking the logarithm yields

n
T t 1/t _
Z; Ai = tlgrolo (trace(Dfo)")""" = trace(Dfo).
]
The )\; are the Lyapunov exponents, by definition. In the notation of the theorem, the deterministic part is
given by fo
—0 o 0 X
foX)=|r—-2 -1 -X Y
Y X -b Z

where the fo(X) is written as the product of a matrix and a vector. This makes computing the Jacobian
particularly easy. The stochastic part f; for the transport noise can be written as

0 0 0 X
AX)=|0 0 g |Y
08 0 VA

which has zero trace. The stochastic part f; for the fluctuation-dissipation noise is given by

) 3 0 0\ /X
HX)=[0 B 0] |Y
0o 0o 8/ \z

and has nonzero trace. It is this fact that will lead to different qualitative properties of the two types of noise.

4.1 Lyapunov Function

To satisfy the integrability condition, an additional observation is required. The deterministic Lorenz equations
have a global attractor set. Together with the local existence and uniqueness of strong solutions to the system
of SDEs, this implies that solutions cannot blow up. To prove the existence of a globally attracting set, consider

the Lyapunov function | ]
V(X)=rX?+0oY?+0o(Z—2r)% (26)

Then the time derivative is
V(X)=2rXX +20YY + 2027 — droZ.

Recall that the deterministic Lorenz equations are given by

X =o(Y - X),
Y=rX-XZ-Y,
Z=XY —bZ.

Inserting the deterministic Lorenz equations into the time derivative of the Lyapunov function leads to
V(X)=2rX(o(Y = X))+ 20Y (=X Z +7X = Y) +20Z(XY — bZ) — 4ro(XY — bZ)
=2roXY —2r0X? —20XYZ + 2ro XY —20Y? +20XY Z — 20bZ% — dro XY + drobZ
= —2r0X? —20Y?% — 20072 + 4robZ.
Dividing by 2r20b yields the equation for an ellipsoid

VX) X2 Y? (Z-r)?
2r20b  br br r2

This shows that V is negative outside of the ellipsoid and positive inside the ellipsoid given by
X2 Y2 (Z-r)?

=1

br br r2
So inside the ellipsoid the dynamics are unstable, as there is no converging behavior. Outside of the ellipsoid,
where V' < 0, the dynamics converge towards the ellipsoid. Hence V' (X) is a Lyapunov function outside of an
ellipsoid. This proves that no finite time blow-up can occur for the deterministic case. Since the transport noise
and fluctuation-dissipation noise Lorenz systems both satisfy linear growth, also the stochastic versions do not

blow up.
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4.2 Integrability Condition

We can now verify the integrability condition. The Jacobian of the system of SDEs for the Lorenz equations
with transport noise is

—0 o 0
Dfy+Dfi=|r—-2 -1 -X-p
Y X+p —b
and the Jacobian of the system of SDEs for the Lorenz equations with fluctuation-dissipation noise is
B —oc+p o 0
Df0+Df1: T’—Z —1—|—ﬁ —X
Y X -b+p
So we check whether
—0 o 0
logt |lr—2 -1 —-X-8|leLt
Y X+ —b
and
-0+ o 0
logtl|r—2 -1+ -X |eL!
Y X -b+p

which is true if all of the elements of the matrices are in L'. This condition is violated if any of the elements of
the matrix is unbounded, since then the argument of the logarithm would become unbounded. The dynamics
have a global attractor and local existence and uniqueness of strong solutions, so for any initial condition,
the dynamics stay bounded. Hence the integrability condition is satisfied and Oseledet’s MET guarantees the
existence of Lyapunov exponents. Using Liouville’s equation, it can be shown that for the transport noise
Lorenz system the sum of the Lyapunov exponents is equal to the deterministic case

3
Z)\iifa'flfb
i=1

whereas for the fluctuation-dissipation noise
3
d Ni=-0-1-b+383 Jim (W)Yt
—00
i=1

The sum of the Lyapunov exponents resembles the average rate of expansion or contraction of phase-space
volume. Hence this result shows on a theoretical level that the phase-space contraction (or expansion) of the
two systems is different.

5 Computation of Lyapunov Exponents

Numerically determining the Lyapunov exponents requires the simultaneous solving of the governing dynamics
and the corresponding variational equation. When the dynamics is multidimensional, the variational equation
becomes a matrix differential equation. Usually, one takes the identity matrix as the initial condition for
the variational equation. This corresponds evolving the unit ball along the linearized dynamics. The unit
ball changes shape and it is the average deformation that is associated to the Lyapunov exponents. Directly
solving the variational equation will not provide a satisfactory answer, as the vectors associated to the different
Lyapunov exponents tend to all align along the direction of largest increase. Regularly orthonormalizing avoids
this issue, but makes the solution procedure a bit more involved. A QR-decomposition of the matrix in the
variational equation is a means to incorporate the orthonormalization. Consider the Stratonovich SDE on R™
given by

m .

dY, = > f;(Y) o dW/ (27)

j=0
where the functions f; are as presented in the theorem above. Here the convention dW) = dt is used. Then
the corresponding variational equation is given by

dve =Y Dfi(ViJuodWi,  wvo=1, v R, (28)
j=0
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where Df;(Y;) =: J; is the Jacobian of the dynamical system and I € R™ " is the identity matrix. The
Lyapunov exponents are defined to be the logarithm of the eigenvalues of the matrix

T T, \1/2t
© = Jim )

The QR-method dictates that v is decomposed into an orthogonal matrix @ € O(n) := {Q € R™*" : det Q = +1}
and an upper triangular matrix R, such that v; = QR. It must be noted that the orthogonal matrices are
allowed to have a determinant of +1 or -1. If, when solving the variational equation, the sign changes, then by a
continuity argument, the matrix ) at some time between the sign change and the previous timestep would need
to have a determinant that is equal to zero. This singularity can cause the algorithm to break down. Another
issue with this method is that the orthogonality of () cannot be guaranteed throughout the time integration.
For this reason the so-called Cayley method | | is posed, which is an adaptation of the QR-method. The
following is the stochastic generalization of the deterministic Cayley method. It is completely analogous to the
deterministic case, since the stochasticity does not affect the properties of the matrices. The only change is that
the differential equations become stochastic and hence have to be solved with a different method.

5.1 Standard QR Method
Setting v; = QR and multiplying from the left with Q7 and from the right with R~! leads to

QTdQ + dRR™! = Zm: QTJ;QodW/,  Q(0)=1, R(0)=1I. (29)

§=0
By definition of the orthogonal matrices Q7' Q = I. Hence
0=dI =dQ"Q+Q"dQ = (Q"dQ)" + Q"dQ

shows that QTdQ is skew-symmetric. Let R™! = [y; ... y,], where y; for 1 <k < n is an n x 1 column vector.
Now, since RR™' = I = [e1 ...e,], where ey, is the column vector with one in the k-th entry and the rest zeros,
it obviously has zeros below the k-th entry. Also RR™' = Rlyi...yn] = [Ry1...Ry,] = [e1...e,]. Since R
is upper triangular and Ry, = ey, yr must also have zeros below the k-th entry. This leaves to conclude that
R~! is upper triangular. It is known that a product of two upper triangular matrices is upper triangular, so
this proves that dRR~! is upper triangular. The procedure of solving for R starts with considering the lower
triangular part of (29). Since dRR™! is upper triangular, it does not feature here. Let

Yo (QTTiQ)ab © dwy for a>b
Sab = 0 for a=15
- ZT:o(QTJjQ)ba o dwy for a<b

which implies that S = QTdQ. This gives a differential equation in @ only, namely

dQ =05, Q0)=1.

The upper triangular matrix R matters because it will supply the Lyapunov exponents. This can be seen from
the following calculation. By definition the Lyapunov exponents are

A= lneig<tgrgo ((vtTUt)l/%)) = lneig(tli)rrolo ((RTQTQR)l/Qt)) = lneig<tli)r£10 ((RTR)1/2t)>

For any triangular matrix, its eigenvalues are on the diagonal, hence the only part of R that is important is its
diagonal. Taking the transpose does not change the diagonal, so the eigenvalues of (RTR)l/ 2 are the same as
the eigenvalues of R. Therefore

A=In eig(tli}rrolo (Rl/t))

The variable p, := In(R,,) is introduced, since dp, = dRaaR;al. So the Lyapunov exponents are determined
from the solution of

m

dpa = Z(QT‘]jQ)aa o thjy pa(o) =0

J=0

as \g = limy_ oo
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5.2 Cayley Method

The Cayley method builds upon the fact that a (special) orthogonal matrix can be constructed from a skew-
symmetric matrix by the Cayley transform. A property of the transformation is that only orthogonal matrices
with a determinant equal to +1 can be constructed. This greatly increases the robustness of the algorithm and
solves the sign of the determinant issue. The Cayley method however relies on the Cayley transform, which is
not applicable when @ has an eigenvalue close or equal to -1. The orthogonality issue is solved by restarting
the calculation as soon as some condition is violated, which will be introduced later. This restarting procedure
is possible due to the following lemma.

In (28), for t > tg, set vy, = QoRo where @ is orthogonal and Ry is upper triangular with all diagonal elements
positive. As in | ], the real line is divided into subintervals ¢; < t < t;41 for ¢ = 1,2,..., so that each
interval has length At; = ¢;11 — t;. The solution to the variational equation (28) at time ¢; can be decomposed
as vy, = Q;R; for © =0,1,2,.... This is the preparation necessary to introduce the following lemma

Lemma 5.1 At any timet =1t; + 7, 0 < 7 < At;, fori =0,1,2,..., the solution of the variational equation
can be expressed as

ve=v(t; +7) = Q:U,R; = Q;Q.R.R;, 0<7 <A, t;<t<ti,
where U, is the solution to the differential equation
di, =Y Ji(r)i,0dW),  0<7T<At;, Go=1I1, i=0,1,2,...
j=0
with Qo =1, Ry = I and J;(1) = QT J;(t; + 7)Qi.

The proof of this lemma can be found in | |, where the variational equation is deterministic. The stochastic
case is straightforwardly found from the deterministic one, as the only change is the variational equation itself.
The Cayley transformation is defined as

Q=(-K)(I+K)"

where [ € R™ "™ is the identity matrix and K € R™*" is a skew-symmetric matrix. An important property of
the matrices (I — K) and (I + K)~! is that they commute. This transformation is valid as long as none of the
eigenvalues of @) are equal to -1. Now a differential equation for K shall be derived, where the initial condition
is determined by Q(0) = I, leading to K (0) = 0. Taking the stochastic evolution differential of  and using the
definition of the Cayley transform, the following is found

dQ=—dK(I+K)' - (I -K) I+ K) "dK(I+ K)!
Hence QTdQ is given by
QTdQ=-(I+K) "I -K)dKI+K)' -~ I+ K)"(I-K)'(I - K)(I+K)'dK(I + K)™*

Since K is skew symmetric, for any invertible matrix (A7)~! = (A=1)T and using the distributive property of
the transpose, the previous equation can be rewritten as

QTdQ=-IT-K)'"I+K){dK(I+K)' —(I-K)"'(I+ K)I - K)I+K) "dK(I + K)™*
It is here that the commutative property is necessary. Changing the order of the matrices, one obtains
QTdQ=—(I-K)'(I+K)+I)dK(I+K)™*
Finally, writing (I + K) = —(I — K) + 2I and setting H := (I + K)~! yields

QTdQ = —2(I - K) "dK(I + K)!

30
= —20"dKH. (30)
It is not difficult to see that when G := (I — K) and H as before
> QM@= H'G"J,GH (31)
3=0 7=0
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Substituting (30) and (31) in equation (29) then gives

—2H"dKH +dRR™' =Y H"G"J,GH o AW} (32)
§=0
Similar to the QR-method, the first matrix on the left hand side of (32) is skew-symmetric and the second

matrix is upper triangular, by the same arguments as before. Hence the solution method is also very similar,
but the skew-symmetry of the matrix K provides additional advantages. Define S := HTdK H so that

3 (Z?:O HTGTJjGH)ab odW/ for a>b
Sab = 0 for a=10
~3 (ZT:O HTGTJjGH>ab o dW} for a<b

This constitutes the differential equation for K as follows

(GTSG)ap for a>b
dK =H TSH™! = 0 for a=10
—(GTSG) s for a<bd

Observe that since K is skew-symmetric, it is determined by the lower triangular part of GTSG. In the QR-
method, it was required to first construct S and then solve a full matrix differential equation in @, so some
computational cost is saved here. Now that K is known, the Lyapunov exponents are determined as the averages
of the solutions of the differential equation for p, := In(R,,),

dpa =Y e G JjGha,  pa(0) =0 (33)
§=0
where h, are the columns of H =[hy hs ... hy]. The Lyapunov exponents are then found as
Ag = lim 'O—a
t—oo t
As a remark in | ], this method of computing Lyapunov exponents is valid as long as the eigenvalues of

Q@ do not equal -1. As the initial condition of Q(0) = I, there is always an interval of time 0 < ¢ < ¢y in which
the condition for the Cayley transform is not violated. The following condition for restarting the algorithm is
introduced: let n € [0,1) be chosen by the user of the algorithm so that ||K|| <7 < 1 for some suitable norm.
At time tg, when the norm of K equals 7, Q(to) =: Qo is computed and stored. The algorithm is restarted at
that time, where due to the lemma, we have

dvr =" QF JQovr 0 dWi =Y Jju, 0 dW)
=0 7=0

which is the same equation as (28) apart from the adapted Jacobian. The same solution method applies to this
equation and whenever the norm of K does not satisfy our condition anymore, the algorithm is restarted in the
same way. Equation (33) is solved with p,(0) = p4(t9) as the initial condition. The Lorenz system has been
studied intensively with the standard parameter values ¢ = 10, r = 28 and b = 8/3, | L.l 1Ll 1,
though in the latter two for an adapted version of the Lorenz system. [ | studied the Lyapunov exponents
for the deterministic Lorenz system with nonstandard parameter values ¢ = 16, »r = 45.92 and b = 4. In
particular Lorenz shows that for the standard values the deterministic Lorenz system has a strange attractor.
Upon introduction of random effects in the form of Wiener processes, an attractor set as in the deterministic
sense is no longer apparent, as the noise pushes the dynamics out of a bounded set almost surely, due to
the unbounded variation of the Wiener process. As a result, the notion of fractal dimension or box-counting
dimension etc. is not applicable to stochastic dynamical systems. The initial condition for the Lorenz system
is chosen to be (X (0),Y(0), Z(0)) = (0,1,0). The Lorenz system is then evolved for 50000 time steps and that
sets the initial condition for the determination of the Lyapunov exponents. The SDEs in the Cayley method
are solved with the Euler-Maruyama method with a time step size of At = 0.001 for 10° iterations in total. The
norm tolerance of the matrix K is set to n = 0.8. The Euler-Maruyama method in the deterministic case is the
forward Euler method. It is known that these methods have a bad convergence (1/2 for Euler-Maruyama and 1
for forward Euler), so the individual exponents can be calculated more accurately by improving the numerical
schemes. Here the individual exponents for the deterministic case are given to show their values agree reasonably
well with existing literature.

19



2017 E. Luesink

5.3 Deterministic Case

When there is no noise, the Liouville equation guarantees that for the Lorenz system the sum of the Lyapunov
exponents is equal to the trace of the Jacobian of the dynamics. For the standard parameter values r = 28,
o =10 and b = 8/3, the sum is given by

3
8
ZAi:—a—l—b:—lo—l—gz—13.6667 (34)
i=1
and for the nonstandard parameter values r = 45.92, 0 = 16 and b — 4, as used by | 1,

3
S hi=-0-1-b=-16-1-4=-21 (35)
=1

10 <
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Figure 4: The deterministic Lorenz equations generate the famous butterfly shaped attractor for the standard
parameter values, shown in the left figure. The figure on the right shows the convergence of the Lyapunov
exponents.

The Lyapunov exponents and the sum they constitute are given in the following table. They are compared
against the values computed by [ ]

A1 A2 A3 ‘ E?:l Ai
Cayley method (forward Euler) 0.8739 -0.0798 -14.4606 | -13.6665
Values according to [ 1.l ] 0.9056 0 -14.5721 | -13.6665

Table 2: The individual Lyapunov exponents and sum for o = 10, » = 28 and b = 8/3 as computed with the
Cayley method and those found in literature.

The individual values are not exactly the same, which is due to the bad convergence of the numerical methods
used here, but the sum is the same in all decimal places. The values as shown in the table are computed using a
4th order Runge-Kutta method with a fixed step size of 0.001, performed over 10° iterations. As an additional
test, the individual values are also compared with the ones calculated by [ ] for the parameter values
o =16, r = 45.92 and b = 4. It has to be noted that in that paper the exponents are expressed in base 2,
instead of in base e. After a conversion, the following values are found.
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A Ao YD AP

Cayley method (forward Euler) 1.4858 -0.0721 -22.4135 | -20.9998

Values according to | ] 1.50 0 -22.46 -20.96

Table 3: The individual Lyapunov exponents and sum for ¢ = 16, r = 45.92 and b = 4 as computed with the
Cayley method and those found in literature.

The Cayley method with forward Euler as its numerical scheme computes the sum of the Lyapunov exponents
very robustly and is agreement with both the theory as well as computations in existing literature. The
individual values that are found using our method are in good agreement with the values for the Lyapunov
exponents in literature.

5.4 Transport Noise

Here the Lorenz equations with transport noise are studied for a noise amplitude of g = 0.5. The numerical
scheme to solve the stochastic differential equations is the Euler-Maruyama method.

-20

Time

Figure 5: The Lorenz equations with transport noise (8 = 0.5). The left figure shows a single realization of the
stochastic dynamics. The right figure shows the convergence of the Lyapunov exponents.

The sum is —13.6665, equal in all digits to the deterministic sum. From the convergence plots it can be seen
that the individual exponents have not converged completely yet. The stochastic differential equations that
determine the motion and those in the Cayley method are solved with the Euler-Maruyama method, which has
a convergence of order 1/2. In the deterministic case, the order of convergence of the numerical method is 1.
Hence to determine the individual exponents accurately, one has to run for much longer. The sum however is
obtained accurately very quickly.

5.5 Fluctuation - Dissipation Noise

The Lorenz equations are made stochastic using fluctuation - dissipation noise with amplitude 8 = 0.5.
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Y ° < -20 20

Figure 6: The Lorenz equations with fluctuation - dissipation noise (8 = 0.5). The left figure shows a single
realisation of the stochastic dynamics. The right figure shows the convergence of the Lyapunov exponents.

Similarly to the transport noise version, the individual exponents change for each realization of the Wiener
process. The sum is —13.7636. This is a change in the first decimal place compared to the deterministic and
the transport noise case. This confirms the theory for a single realization.

5.6 Sum against Noise Amplitude

The constancy of the sum for the transport noise becomes especially clear in the following plot.

----- Transport Noise
— Fluctuation-Dissipation Noise

V/\/\/\/\/\/\/\/\ A /\/\A AA/\I\
i VWW N

139 -

1 1 1 1 1 1 1 ]
0 0.1 0.2 03 04 05 0.6 0.7 08

Noise Amplitude

Figure 7: Sum of the Lyapunov exponents for the different types of noise for varying noise amplitude. Each
step in noise amplitude is for a different realization of the Wiener process.

The plot shows 100 computations for increasing noise amplitude. At each computation there is a different path
of the Wiener process. As expected from the theory, the difference between the sum for the transport noise case
and the fluctuation-dissipation noise case increases with increasing noise amplitude. The theory shows a linear
relationship between sum and noise amplitude for a fixed path of the Wiener process. The next plot shows that
this is indeed the case.
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Figure 8: Sum of the Lyapunov exponents for the different types of noise for varying noise amplitude. Each
step in noise amplitude has the same realization of the Wiener process.

This means that the transport noise does not affect the average contraction-expansion rate of the underlying
deterministic system. In the special case of a Hamiltonian system, which is symplectic and hence preserves
phase space volume, the Lyapunov exponents sum up to zero. Adding a type of noise that affects the sum of
the Lyapunov exponents thus destroys the Hamiltonian structure. For the Lorenz system, the transport noise
does not change its dissipative properties, whereas the fluctuation-dissipation noise does.

5.7 Individual Exponents

The individual exponents for the two noisy Lorenz systems are analyzed using the same methods as before.
Although the accuracy can be improved by using better numerical methods for solving the stochastic differential
equations, we have shown that the individual exponents closely resemble the values found in literature for the
deterministic case. Here the individual Lyapunov exponents are computed for the two types of stochastic Lorenz
equations. For both computations are done using the same realization of the Wiener process. The individual
exponents versus the noise amplitude for the transport noise Lorenz system are given in the following figure.

0 0.1 0.2 03 04 05 06 07 08
Noise Amplitude

Figure 9: The individual Lyapunov exponents for the Lorenz system with transport noise for a fixed realization
of the Wiener process. The bottom exponent increases to compensate for the decrease of the top two exponents.
This maintains the constant value of the sum.
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The noise brings the individual exponents closer together, in such a way that the sum remains the same. The
average rate of phase-space volume contraction hence is constant as a function of the noise amplitude, but
the individual exponents change. The fluctuation-dissipation noise behaves differently, though the Lyapunov
exponents themselves have a similar behavior compared to the transport noise, as can be seen in the following
figure.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Noise Amplitude

Figure 10: The individual Lyapunov exponents for the Lorenz system with fluctuation-dissipation noise for a
fixed realization of the Wiener process. The bottom exponent does not increase enough to compensate for the
decrease of the top two and causes the sum to decrease.

In both cases the noise changes the individual exponents. The transport noise decreases the amplitude of the
two highest exponents and increases the lowest exponent to keep the sum constant. The fluctuation-dissipation
noise has a similar effect, though it is a lot weaker, the two highest exponents decrease, but not as strongly as
with transport noise. The lowest exponent increases, but not fast enough to keep the sum constant.
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6 Stochastic Rotating Shallow Water

The rotating shallow water (RSW) equations apply when modeling fluids in domains where the horizontal
scales are much larger than the depth scale. They can be derived by using this shallowness approximation and
then depth integrating the Navier-Stokes equations or the Euler equations, depending on whether viscosity is
important in the model.

L e e et R N -x - - >Mean surface height, z = 0

Bathymetry, z = —b T

The method of deriving the RSW equations from another fluid model is not very helpful when we want to
introduce stochasticity. We will use the stochastically constrained variational principle was introduced in | ]
to have a means of deriving equations in continuum mechanics rigorously with stochasticity. The Lagrangian
£(u,n) for rotating shallow water is given by
€ (n—0)?
1 = [ —nu? ‘R—~——>d 36
(w) = [ gaa s R - 2E g (36)

where u € X(R?) is a vector field on R? and 1 € V is the depth; an advected quantity. The vector space V
contains the advected quantities of all types. In the most general case V is the set of differential forms of all
degrees, which for R? would be V := {a,b - dz,dd?z}, where a,b,d are scalar and vector valued functions on
R2. In this Lagrangian, the only advected quantity is 7, the depth, which is a density. Furthermore, ¢ denotes
the Rossby number, b describes the bottom topography, F is the Froude number and R is the Coriolis vector
field. The top form in the domain of the rotating shallow water equations is d2z, so here n = nd2z, by abuse
of the notation. It satisfies the advection relation

(d + Lax) (%) = 0

Here £ 4x, (nd?x) is the Lie derivative of the depth with respect to the stochastic vector field dx; := u dt+&odW}.
Summing over repeated indices is understood. Taking the Lie derivative of different types of tensors leads to
different expressions and for that reason it is necessary to keep the abstract notation through the application
of Hamilton’s principle. In the advection relation, the type of tensor is known (the depth is a top form), so the
Lie derivative can be computed

(dn +div(ndx,)) d*z =0 (37)
The stochastically constrained action as in [ | with the RSW Lagrangian is
b
Sunp) = [ )+ b+ Loy di (39)

Hamilton’s variational principle applied on the action .S leads to the so-called Euler-Poincaré equations, which
may be used in deriving the stochastic rotating shallow water (SRSW) equations. Hamilton’s variational
principle implies that 5 = 0, where the § operator means to take a variational derivative. First we write S
into a more convenient form, where the action is split into a deterministic (Lebesgue) integral and a stochastic
(Stratonovich) integral. This step requires the diamond operation.

Definition 6.1 (Diamond operation) The diamond operation ¢ : T*V — X* is defined for a vector space V
with (a,b) € T*V and a vector field w € X is defined using the Lie derivative as

(boa,w)y := (b,—Lypa)x (39)

The diamond operation depends on the Lie derivative, which changes form depending on what type of tensor
a is. The diamond operation greatly simplifies taking variations. It allows us to change pairing and thereby
grants the possibility to take variations of the vector field along which the Lie derivative is evaluated. Rewriting
yields

b b
S(u,n,p) = / (ﬁ(w n) + <p, % + £un> ) dt — / (pon, &)y o dW/ (40)
a A4 a
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Applying Hamilton’s variational principle leads to

b d b .
0=t5=3 [ (etwn+ (n G+ £un) Yar+s [ ponghyoan;
a Vv a
J4

b
= ol dn dp T
= /a [<5u,6u>36 + <5n,6n>v + <dt + £un,§p>v + < 1 + £up,5n>v + p(}n7§u>x:| dt
b
_/ [<_£§in55p>v - <££p, 577>V] OthZ

b
:/ {<Mdtp<>17dt,5u> +<Mdtdp+£§xp,5n> +<dn+£dxtn,§p>v]dt
a (51]. x 677 ! \%4

In this derivation the diamond operation was used a number of times, as well as integration by parts and the
fact that the adjoint of the Lie derivative is its transpose. The notation % denotes a partial derivative arising

from a variation. As the functions du,dn and dp are arbitrary, to assure that 6S = 0, the terms that they
multiply have to be zero. This yields the following set of equations

4
ou: —=equ+nR=pon
ou
or € n—=bt 41
sn: L= SuPruR-T ar=dp— £ (41)
op: dn+ Lax,n=0
The momentum m, defined as
4
m:= — =enu+nR
ou

is dual to du, which is a vector field. This can be seen from Hamilton’s variational principle, where the
momentum is paired with Ju. This makes the momentum part of the 1-form densities. The momentum satisfies
the momentum equation, which is a result from the general theory presented in | ]

dm + £Lax,m = g—gondt (42)
n

At this point is possible to explicitly write the action of the diamond operator by going back to its definition.
The formal adjoint of the gradient is minus the divergence on any R™ space, so

YA ol
— on,w = — f-,,f,’,w d23;
<5n . >V b Lunda)

ol . 9
—/%-dlv(nw)d T
ol
= — —, div(nw > &z
/<577 () R2
/<V6€,nw> d?z
n R2

Y4 ol
o e

Since 7 is a scalar, the diamond operation is

Using the momentum equation and the advection equation for the depth 7, we derive the momentum equation
per unit depth, which provides us with the equation of motion for stochastic rotating shallow water. The

m

advection equation for the 1-form 0 satisfies
1
d <m> + Lax, <m) = - (dm + Lax,m — m (dn + -fdxm))
n n n n
1
= —(dm + Lgx,m)
n

=——0n
non
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As m is a 1-form density, dividing it by the depth, which is a density, yields the 1-form % This is the information
that is necessary to calculate what the Lie derivative of % is. Using the identity for diamond operation, we find
the momentum (per unit depth) equation for SRSW.

, b
d(eu+R) +dx; - V(eu+ R) + (eu+ R);Vda] =V <;|u|2 tu-R-— ’7J_E) dt (43)
€

6.1 Alternative Formulation

The fundamental vector identity of fluid dynamics allows us to rewrite equation (43) in an alternative, equivalent

form that is convenient when deriving the vorticity equation. Setting h := Z—}b and applying the fundamental

vector identity gives
edu — dx, x curl(eu + R) + V(dx; - (cu + R)) = V <§|u|2 fu-R-— h) at

The terms on the right hand side allow for a remarkable cancellation with the deterministic part of the advection
terms on the left hand side. By expanding the the stochastic vector field into its deterministic part and its
stochastic part, the previous equation may be rewritten as

edu — dx, x curl(eu + R) + V(udt - (eu + R)) + V(& o dW) - (eu + R)) = V (%|u|2 tu-R-— h) dt

The cancellation eliminates removes the Coriolis term on the right hand side and using V(u - eu) = ¢V|u|?, the
curl form is obtained

edu — dx, x curl(eu + R) + V(& o AW - (eu + R)) + V (§|u|2 + h) dt =0 (44)

Introducing the stochastic constraint in the variational principle makes the Lie derivative in the momentum
equation being evaluated along a different vector field. It is a random vector field, but that does not change the
structure or geometry of the problem. Therefore, including stochasticity by this variational principle will lead
to everything being advected along a random vector field.

The stochastic rotating shallow water equations are given by the momentum equation (43) or alternatively, the
equivalent curl form (44) and the depth equation (37). In an overview, this is

edu+ dx; - V(eu+ R) + (eu+ R);Vda] =V (%\u\Q +u-R-— h) dt,
edu — dx; x curl(eu + R) + V(& 0 AW - (eu + R)) + V (%\u|2 + h) dt =0, (45)
dn + div(ndx;) = 0.

6.2 Validity

The stochastic rotating shallow water equations have been derived using a variational principle. The validity of
these equations can be tested once more by removing the noise and seeing whether the familiar deterministic
equations can be obtained. The depth equation and the curl form are quite obvious, but the momentum equation
follows from a number of nontrivial cancellations. The deterministic equations are

edru+eu-Vu+ fz xu+ Vh =0,
edyu —u x curl(eu + R) + V (§|u|2 + h) =0,
O + div(nu) = 0.

The following calculation shows that the stochastic equations indeed equal the deterministic equations upon
removal of the noise. Without noise, dx; = udt, which turns the equation of motion into

edu-+udt- V(eu+R) + (eu+ R);Vul dt = V <§|u|2 +u.R—h) dt.

It is now possible to switch from the stochastic integral notation back to the deterministic differential notation.
The equation of motion is then

edpu+eu-Vu+u- VR + eu; Vil + R;Vu! =V <%|u|2+u~th)
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where the eu + R terms have been split up. The term eujVuj = §V|u|2, hence
edru+eu- Vu+ §V|u|2 +u-VR+ R, VW = §V|u|2 +V(u-R)—-Vh

The fundamental vector identity of fluid dynamics allows the transformation u- VR + R;Vu?! — V(u-R) =
—u x curl R. We obtain

eu+eu-Vu—uxcurlR+Vh=0

The curl of the Coriolis vector field is the Coriolis force in the vertical direction, curl R = fz. Substitution of
this relation into the previous equation leads to the familiar deterministic form of the RSW equations

edu+eu-Vu+ fzxu+Vh=0

6.3 Fast-Slow Split and Conservation Laws

The rotating shallow water equations possess slow and fast time-scale dynamics. To identify these time-scales,
the equations have to be reformulated in terms of potential vorticity, divergence of the velocity field and the
divergence of the balance condition.

The potential vorticity can be derived algebraically from the equation for the vertical component of the total
vorticity. To derive this equation, take the the dot product of the vertical unit vector with the curl of the curl
form of the SRSW equations. This yields, when w = z - curl(eu + R),

0=2-curl (edu — dx; x curl(eu + R) + V(& o dW - (eu + R)) + V <§|u|2 + h) dt)

=dw — z - curl(dx; x curl(eu + R))
=dw + wdivdx; + dx; - Vo — w - Vdx;

The SRSW equations describe the horizontal velocity field, whereas the total vorticity is in the vertical direction.
This results in that the vortex stretching term is zero as it is the dot product between the gradient of the
horizontal velocity and the (vertical) total vorticity, hence the total vorticity equation can be written as

dw 4+ dx; - Vo + wdivdx, =0
The depth equation can be rewritten directly, to yield
dn+dx; - Vn+ndivdx, =0

6.3.1 Potential Vorticity

It is now possible to prove that the SRSW equations conserve potential vorticity g := % along stochastic
Lagrangian paths.

dq+dxt-Vq:d<:) +dxt-v<:>

(dw +dx; - Vw — %(dn + dx; - Vn))

© I~ I

(—w divdx; + 2 div dxt>
7

The conservation of potential vorticity is crucial for atmospheric models, as disturbances of potential vorticity
gives rise to Rossby waves, which define the high and low pressure zones on earth and the jet stream. They
have a major influence on the day-to-day weather patterns at mid-latitudes. Rossby waves also occur in the
ocean.
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6.3.2 Integral Quantities

The conservation of potential vorticity implies the conservation of infinitely many integral quantities.
d [ no@ @z = [ (o) + 1o (a)dg o

— [ divlndx)@le) + 00 (@)dxi - Vo) d%

=— / div(n dx;)®(q) + ndx, - V®(q) d*z

= —/div(n@(q) dx;) d*x

= - §1§ n®(g)n - dx; dS

=0
The integral over the boundary of the domain vanishes due to the velocity being tangent to the boundary.
Among these conserved integral quantities, there is one that stands out. The enstrophy ¢ is conserved as it is

a special case of this result and is important because it is the quantity that is directly related to the dissipation
in the kinetic energy of the flow model. It is particularly useful in the study of turbulence.

6.3.3 Kelvin Circulation Theorem
To prove the Kelvin theorem for SRSW, we use lemma 2.7. The SRSW equations satisfy the Kelvin theorem
with 1-form m/n = (eu + R) - dx for a loop ¢(t) moving in the stochastic vector field dx;
dyg (cu+R)-dx =d ¢;(eu+R) - dx
c(t) c(0)

— ¢;‘(d+£dxt)((eu+R) ~dx)
c(0)

- 7§< (@4 Lax)((cut R) - dx)

- ?é (edu—|—dxt -V(eu+R) + (eu + R)dexf) -dx
c(t)

lal? ‘R — )
é(t)V(2u +u-R h)dt dx

0

In this calculation, the essential step is to transform to Lagrangian coordinates, so that the domain of the integral
becomes stationary. This then allows the stochastic differential to be pulled through the integral sign. The final
step is due to the fundamental theorem of calculus. The Kelvin theorem is a result of Noether’s theorem, which
implies that to every continuous symmetry, there is an associated conservation law. The symmetry from which
the Kelvin theorem arises is that the Lagrangian particles are invariant under relabeling. This can be done in
uncountably many ways and hence gives rise to uncountably many conservation laws.

In contrast to the deterministic case, the energy is not conserved. This is because the noise acts as an explicitly
time-dependent force, which makes the system nonautonomous and hence cannot conserve energy.

6.3.4 Fast-Slow Split

The SRSW equations can be split into fast and slow motion. The slow motion will be the potential vorticity,
of which disturbances lead to Rossby waves. The fast motion will generated by the divergence of the velocity
field and the divergence of the balance condition, of which disturbances lead to gravity waves. These particular
variables are interesting as they will turn out to be canonically conjugate variables in a Hamiltonian formulation
of these equations. The divergence of the velocity field D := divu is obtained by taking the divergence of the
motion equation. It is convenient to split up the deterministic and random parts on the left hand side, since
this allows us to introduce the balance condition.

div (edu+ eudt - Vu+ & o dW/ - V(eu+ R) + (eu + R);(& 0 dW))) = —div (f2 x u+ Vh) dt
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The divergence of the advection term eudt - Vu = ediv(Du) dt — 2eJ (u,v) dt, where J is the Jacobian. Note
that the third and the fourth term on the left hand side constitute the Lie derivative of a 1-form with respect
to & o dW/. For notation purposes, the vector field T' := &; o dW} will be used for the computations. The
divergence of the Lie derivative can be expanded further by noting that the divergence can be written as the
exterior derivative, which commutes with the Lie derivative

dfr((eu+R)-dx) = £rd((cu+ R) - dx)
= £Lrdiv(eu + R) d*z
= div(div(eu + R)I") d%z
This recasts the divergence equation into
edD + ediv(Du) dt — 2¢J (u,v) dt + div(div(eu + R)T') = —div (fz x u+ Vh) dt.

The Coriolis vector field R can be taken to be divergence free, as it is the vector potential of the divergence free
rotation about the vertical direction. The fundamental theorem of vector calculus states that any vector field
can be decomposed into a solenoidal and an irrotational part. This means that

R = Rsolenoidal + Rirrotational
;curl R = curl Reolenoidal = fi

Hence it is sensible to choose R = Riolenoidal, as the irrotational part does not contribute to the curl and
therefore is divergence-free. This observation allows us to further simplify the divergence equation to finally

obtain
edD + ediv(Ddx;) = —div (fz x u+ Vh) dt + 2¢J (u,v) dt. (46)

We now introduce the imbalance €2 := — div(fz x u+ Vh), which describes divergence of the geostrophic balance
condition. It is assumed that the velocity field has an e-weighted Helmholtz decomposition u =z X V¢ + eVy.
It follows that

zxu=-Vi+ezx Vy
which allows us to rewrite the imbalance as
O =—div(fz x u+ Vh) =div(fVy) + eJ(f, x) — Ah

We will now compute the stochastic evolution of 2. Together with the equations for potential vorticity, depth
and divergence, the imbalance equation forms a model for rotating shallow water in insightful variables. It will
turn out that the pair D, () form canonically conjugate variables in a Hamiltonian. In correspondence with the
derivation of quasi-geostrophy (QG), the following assumptions are made:

o f(x)=1+¢fi(x)
o b(x) =1+ ebi(x)
The stochastic evolution of €2 is
dQ = d(div(fVy) + J(f, x) — Ah)
= ediv (f1Vdy) + 2 J(f1,dx) +$ci_z/3+;A/d_@

This equation shall be split up in the three parts, as shown above, and these terms will be evaluated individually
to yield the final equation. The derivation of the following equations is shown in the appendix.

e The equation for —Adh is given by

1 . L.
— Adh = 67:A div(dx;) + fA div ((by + Fh) dx) (47)

e The equation for ediv(f;Vdy) + €2J(f1,dy) is given by
ediv(fiVdy) + €I (f1,dx) = efiAdy — @Ay - dxy = J (fu, (h+ S[u?)dt + & 0 dW] - (u+R)) (48)
e The equation for Ady is given by

Ady = —div ((Aw + f1) dXt) -

div dXt
e 49
: (49)
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So df is given by
S
€

40
TF

(A —F)divdx; = %Adiv ((bl + Fh) dxt) —wAf1dxy —J (fl,(h—|— %|u|2)dt+§i odW; - (eu—|—R))

— fdiv ((Aw + f1) dxt) — fidivdx,
The SRSW equations formulated in potential vorticity, depth, divergence and imbalance are thus
dg +dx; - Vg =0,
dn +dx; - Vnp +ndivdx; =0,

dD — 1Q dt = — div(D dx;) + 2J (u,v) dt,
€

dQ + LF(A — F)divdx, = %A div ((by + Fh)dx;) — wAf; - dx,
€

-J (fh (h+ §|u\2)dt+§¢ odW; - (eu+R)>
— fdiv (A% + f1) dx,) — fi divdx,

Rescaling time in the equations for D and €2 to ¢t — t/e and expanding at leading order reveals their conjugacy
in terms of their role in the following Hamiltonian

1 1 D )
H = 5/ (QQdH—DQ dt + f|VD|2 dt + f(A — F)div¢; oth’> drdy

7 Conclusion

We have introduced the concept of transport noise, along with the differential geometry that is necessary
to work with the equations that follow, which is a novel way to do uncertainty quantification, for instance
in geophysical fluid dynamics, and applied it to the Rayleigh-Bénard convection problem. On the level of
partial differential equations, transport noise preserves many conserved quantities and is therefore appealing
for uncertainty quantification in geophysical fluid dynamics, which relies heavily on these conserved quantities,
examples being potential vorticity, enstrophy and the Kelvin circulation theorem. The example of the Kelvin
theorem for the Euler equations shows this. It is then shown that the Euler equations with transport noise still
satisfy a Kelvin theorem.

We can then add viscosity and a heat equation, which results in a stochastic version of the Rayleigh-Bénard
convection problem, modeled by a number of stochastic partial differential equations. Using a specific truncated
Fourier series expansion, the Lorenz system with transport noise was obtained. This low-dimensional system
of stochastic differential equations can be compared with alternative stochastic Lorenz systems. In particular
we studied the fluctuation-dissipation noise (linear multiplicative noise in each variable) Lorenz system, as
this type of noise was introduced also with the purpose of doing uncertainty quantification and stochastic
parametrization. With methods from random dynamical systems theory, we were able to show that the two
types of systems have different qualitative properties, in that the system with linear multiplicative noise in each
variable changes the average rate of contraction or expansion of phase space volume, whereas the transport noise
conserves this rate with respect to the deterministic system. This implies that the type of noise introduced
to low-dimensional dynamical systems can affect properties of the underlying deterministic system and one
should consider the effects of stochasticity on a qualitative level. In particular, when a system of equations
is Hamiltonian, introducing arbitrary noise may destroy the Hamiltonian structure completely by altering the
average rate of phase-space volume contraction, whereas transport noise conserves this.

For the numerical verification of analytical results for the Lorenz system, we have introduced the stochastic
generalization of the so-called Cayley method for the numerical computation of Lyapunov exponents. This
method is a QR-based algorithm in which the orthogonal matrix is determined via the Cayley transform. This
method turns out the be as robust and stable as it is in the deterministic case. Improvements to the numerical
calculations can be made by using more advanced numerical schemes to solve the various stochastic differential
equations in the method. The numerical results are in agreement with the analytical statements and it is shown
that the method calculates the deterministic values of the Lyapunov exponents with reasonable accuracy.

Using the stochastic variational principle, the stochastic rotating shallow water equations are derived. The
variational principle is used to insert stochastic transport noise into the rotating shallow water dynamics. It has
been shown that these equations conserve potential vorticity, an infinite amount of integral quantities and that
the Kelvin theorem holds. Energy is not conserved. It was then shown that these equations possess different
timescales and by choosing alternative variables (potential vorticity, depth, the divergence of the velocity field
and the imbalance) it is possible to split up the dynamics in fast and slow motion without approximation.
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Appendix I: Wiener Process/ Brownian Motion

Definition 7.1 A stochastic process {W;,t > 0} is called a standard Wiener process or standard Brow-
nian Motion if it has the following properties:

a) Wy =0.

b) Wiy, — We,) ~ N(0,t2 — t1).

c) Wy, —Wy,) and (W, — Wy,) are independent for all t1 < ta < ts3.
d) For almost all w, the sample function t — Wi(w) is continuous.

If a process Wy does not have property a), but does have the others, then we call it a Brownian Motion (or
Wiener Process).

Theorem 7.2 Brownian motion exists in the Lo sense.

Although existence has been proven for much more general (filtered) function spaces, this construction is intuitive
and clear. A generalization of this theorem is by Wiener (1923). This theorem will be proved by constructing
a stochastic process that has the listed properties. The construction will use concepts from functional analysis.
Brownian motion is named after its discoverer Robert Brown, who described the erratic motion of a particle
trapped in cavities inside pollen grains in water. The mathematical description of this physical process is called
a Wiener process. Hence in mathematics, there exists the preference towards calling it Wiener process instead
of Brownian motion.

Proof. Let {¢;} be an arbitrary complete orthonormal basis of Ls([0,t]) and let X7, X, ... be a sequence of
independent identically distributed random variables that are defined on probability space (2, F,P) with each
X; ~ N(0,1). Here € is a set, F is a og-algebra on Q and P is a probability measure on . For n = 1,2,...
define

n t

We now want to prove that the limit (n — oo) of this process satisfies all of the properties. To do so, we must
first prove that W;* is a Cauchy sequence. Hence, the following lemma:

Lemma 7.3 Suppose that for each t, W{* is a Cauchy sequence in Lo(2, F,P) whose limit Wy is a normal
random variable with mean zero and variance t. For any two times t, s the expectation E[W, W] = min(¢, s).

Proof. Define the function I; € L2([0,¢]) such that

1 ifs<t,
I;(s) = {

0 if s >t.

Clearly

(L, 6:) = /Ot I,(s)i(s) ds = /Ot 64(s) ds.

Since ¢; is a basis function, we may express [; in terms of basis functions in the following way

oo

I =Y (I, ¢:) -

i=1
Using this, we find

t
L1 0,y = (Tes Te) La(o.)) = /0 I?(s)ds = t,

1Tl 10,y = <Z<Hta¢i>¢’iaz<ﬁta¢i>¢i> = Z<Htv¢i>2~
L2([0,t])

i=1 i=1 =1
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Thus the identity Y o, (I, ¢;)> =t is valid. Let n > m,
n t m t 2
E(W" — th)2 =E ZXZ/ ¢i(s)ds — ZXZ/ oi(s)ds
i=1 0 i—1 0
i=m-+1 0

The integral inside the expectation leaves just a number, so we are allowed to pull it out of the expectation.
This yields

n t 2 n 2 n
> /O@(s)ds) :< > <L,¢i>> <(n-m)* Y (L)

1=m-+1 1=m-+1 1=m-+1

E(W; —W")? = E(X:)? (

where we used the Cauchy-Schwarz inequality. Taking the limit n,m — oo and using the identity derived
earlier, E(W* — W/™)2 — 0. So {W*} is a Cauchy sequence in Lo(Q2, F,P). The mean of W, is

EW;) = I[*Z(nh_{rolO W) =E (nli_{réo;Xi/o ®i(s) ds) = nlgr;OE <Zz_; X,L-/O ¢i(s) ds>

B nll—{go (Z E(Xi)/o bi(s) ds) =0.

The variance of W; is

n t 2
var(1V,) = E(W2) — (E(W3)* = E | lim (Zx /O qﬁi(s)ds)

n t 2 n j—1 t
=E | lim >ox? (/ ®i(s) dS) +2ZZXij/ ¢;j(s)pk(s)ds

i=1 0 j=1k=1 0

n t 2 n j—1 t
= lim ZE(XE)( bi(s) ds) +2 lim S Y EX;EXy | 6(s)dn(s)ds
i=1 =1k=1
[eS) t 2 ’
= ( oi(s) ds) =t
0

Here we used the fact that the X;’s are independent, as that allows us to write the expectation of the product
as the product of the expectations. The expectation E[W; W] is

EW W] =E ((7}1_{202)(2 /O‘ bi(7) d7'> (nli_)néozxi /OS i(7) dT))

- ((”IEEO;X"/O o) dT) (JLH;O;& [ 1000 d7>>
=K ((nILH;oZXi<Ht’¢i>> (nILH;oZXAHM(b»))

Taking the expectation inside the sums, we make an important remark. Since the X;s are independent and
identically distributed with mean zero and variance one, the product of the sums reduces to a single sum only
over 4, as products E[X; X;] = §;;. Hence this reduces to

oo

EWW,] = (I, ¢:)(Ls, ¢:) = (I, L) = min(t, s).

i=1
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]
These are all of the identities that we will need to show that we have constructed a process that satisfies
properties a),b) and ¢). We now continue with the proof of the main theorem. Property a) is immediate, since

n 0
Wy = nh—{go Wy = nh—>Holo ;Xi/o oi(s)ds = 0.

To prove property b), note that W} is normally distributed (Gaussian) because it is a finite sum of normally
distributed random variables. The variance of W}* is given by

n t n t n t n
var(W}*) = VarZXi/ @i(s)ds = Zvar(Xi)/ @i(s)ds = Z/ @i(s)ds = Z<Ht’¢i> =02
i=1 0 i=1 0 i=170 i=1
The characteristic function for W is given by
Xn(x) — ]E[ei:th”] — 671/203902

which, in the limit n — oo, converges to y(z) = e~2/2" Because {W*} is a Cauchy sequence in Ly (Q2, F,P)
with limit W;, this guarantees that there exists a subsequence W,"* — W; as k — oo in the same space. The
dominated convergence theorem then implies that E[e”W: "] — E[¢?*"¢]. So the characteristic function of W,
is x(z), the one uniquely defined for A/(0,¢). This proves b). For any s,t > 0, E[W,; W] = min(t,s) and any
W ~ N(0,02), so its increments are independent. Finally, to show that W is almost surely continuous, we
turn to so-called Haar basis functions, which form a wavelet basis, defined as

1 0<t<sy
Y(t) =< —1 1<t<l
0 otherwise

and ; ;(t) := (2t — j). Without proof we state that these functions form a complete orthonormal basis in
L,. This specific basis in necessary to have uniform convergence of stochastic processes. To prove property d),
we use Lévy’s construction, as described in | ], which is based on a well known lemma from real analysis.

Lemma 7.4 Suppose that, forn =1,2,..., f, : [0,1] = R is a continuous function, and that for all € > 0 there
exists a number N such that n > N implies | f,(t) — f(t)] < € for any t € [0,1]. Then the limit f is a continuous
Sfunction.

To show that W; has almost surely continuous paths, it is necessary to show that W/ converges almost surely
uniformly in (9, F,P). Since this is not true for an arbitrary basis in Ly, we have to redefine W;*. Let X, and
{X;;} where i = 1,2,... and j = 1,2,...,2°"! be independent identically distributed random variables with
distribution A(0, 1) defined on the probability space. Let W} = X, fot P(s)ds + Zle Y;, where we define Y;

21‘,—1

nawo:E:mexéwm@ym
j=1

To prove that W/ converges almost surely uniformly, we will show that the maximum process M;(t,w) :=
maxyepo,7) Yi(t,w) converges almost surely uniformly. The indefinite integral of the Haar basis gives rise to

nonzero triangular shaped functions, with maximum 2~(+1/2 Hence

M; =270HD/2 max | X,
0<j<2i-1

is the upper bound process and 0 is the lower bound. By using the Borel-Cantelli lemma, which states if the
sum of probabilities of X ; is finite, then the probability that infinitely many of them occur is equal to zero.
Therefore, for some constant ¢;

]P[MZ > 27(”1)/261] =P |: max |Xi,j| > ¢
0<j<2i-1

= PU[IXi,jI > ¢

J

<D P[Xigl > e

J
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where the last inequality came from the definition of the probability measure. Let z > ¢, by definition of the
Xi,j’s

1 & 2 2 1 2
IP’Xi»>c:—/ e 2 dx <—/ e T2z = e /2,
[Xis } V2o Je cV/2m

Now, using the symmetry of the normal distribution, we see that P[|X; ;| > ¢] = 2P[X; ; > ¢]. Thus

20 2
P[M; > 2~ (D) /201 < e~C/2 = el
[ Z \/27r ciVv 2w

Now choose ¢; = ¥1/2ilog 2 for some ¥} > 1. Inserting this into the last inequality gives

1 2(17192)1' 92

IVaArlog2 i ‘<

where a; := 27 0+1)/29,/2{Tog2 = 9¥1/i2~%log 2. The sum Yoo, a; is convergent, as well as the sum of the right
hand side of the inequality. Now using the Borel-Cantelli lemma, we have

]P)[Mi > ai] <

P[M; > a; infinitely often] = 0.

Hence, for almost all w, there exists a number N(w) such that M; < a; when n > N. This shows that M; is an
almost surely convergent sequence, which implies that W/ is an almost surely convergent series. By construction
W/ is continuous, so now using the lemma from real analysis stated earlier, we have that W; has almost surely
continuous paths. m

Appendix II: Numerical Methods

Stochastic differential equations are written in integral form, because the time derivative of a Wiener process is
not defined, but the integral over the Wiener measure is. To analyze the convergence of numerical methods that
arise from integral approximation, a category that includes the most used stochastic numerical methods, it is
necessary to derive the Stratonovich (or It6) Taylor expansion. For detailed exposition of stochastic numerical
methods see | ].

Stochastic Taylor Expansion

The most common flavors of stochasticity are It6 and Stratonovich noise. They are not equivalent, but differ
by a correction term. This correction term is there because an Ité process does not satisfy the ordinary chain
rule, but is a semimartingale, whereas Stratonovich processes satisfy the ordinary chain rule, but is not a
semimartingale. Hence, to do statistics with Stratonovich processes, they have to transformed into It6 form. A
Stratonovich stochastic differential equation is given by

dX = p(X)dt + o(X) o dW4, X (to) = xo. (51)
Now let g € C*°(R) be a function of X, then its stochastic evolution is given by the ordinary chain rule
dg = Oxg(X)dX. (52)
If instead one takes an It6 stochastic differential equation,
dX = p(X)dt 4+ o(X) dWr, X (to) = xo. (53)

Let g € C*°(R) be a function of X, then its stochastic evolution is given by Itd’s lemma
1
49(X) = (X)X + L0xxg(X) d[X] (54)

where d[X] is the quadratic variation of X. Since X is generated by an SDE with a Wiener process, d[X] = o2 dt.
Expanding dX for the Stratonovich case results in

dg(X) = dxg(X)[u(X) dt + o(X) o AW/]
= pu(X)0xg(X)dt + o(X)Ixg(X) o dW;
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It is convenient to define the differential operators A := pu(X)dx and B := o(X)0x so that
dg(X) = Ag(X)dt + Bg(X) o dW, (55)

The It6 case is similar, but due to the extra term, the operator A for the Itd case is given by A := u(X)0x +
10%(X)0x x. The stochastic differential equation in g(X) is then given by

dg(X) = Ag(X) dt + Bg(X) dW,. (56)

We shall use equations (55) and (56) interchangeably, hence the choice for keeping the notation so very similar.
The difference can always be noticed in the o symbol that shall consistently be used to denote a Stratonovich
integral. From this point onward, we shall use the Stratonovich notation, but it is straightforward to go to the
1t6 form, by changing the differential operator A and the integral type. The integral form of the SDE given by
(55) is

t

9(X) = glzo) + / Ag(X(s1)) ds + / By(X(s1)) o dW,, .

to to

Here s; is a dummy variable and it is numbered because we will approximate the integrands continuously and
this keeps track of which integral is which. The approximation of the integrands will be an iterative process.
Let g(X) = X, then we have

X:xo—i—/ u(X(sQ)dsH—/ (X (51)) AW,

to to

Next we approximate the integrands, by setting g(X) = u(X) for the first integral and g(X) = o(X) for the
second. The integral equations for the integrands are given by

S1

p(X (1)) = o) + | " Ap(X (52)) dsz + | BuX () 0¥,

o(X(s1)) =o(x0) + Ao (X (s2))dss + /S1 Bo (X (s2)) o dWs,

t() t()

Substitution then leads to

X =a+ [ [M(ﬂco) [ A dss+ [ BuCx(sa) e dw&} ds:

tg tO

" /t: [U(xo) * ’ Ao(X(s2)) dsz + ) Bo(X(s2)) 0 dW82:| odW,,.

t(J t()

Upon taking the constant terms p(zg) and o(zg) through the integral sign and defining the remainder R; as

Ry = / / Ap(X(s2)) dsadsy +/ / Bu(X(s2)) o dW, ds;
to to to to
+ / / Ao (X (s2))dsg o dWy, + / / Bo(X(s2)) o dWs, o dW,
to J to to Jto

we can write the current iteration as
X =X —+ ‘LL(Jfo)(t — to) —+ (T(IIZ())(Wt — th) + Rl.

Continuing by approximating the integrands of the remainder R; indefinitely, we obtain the Stratonovich-Taylor
expansion. By changing the operator A and the integral type, which is allowed if one lets the process g(X)
be generated by an Itd SDE, the Ito-Taylor expansion can be obtained in the same way. The order of the
approximation is determined by the lowest order term. As a rule of thumb, an integral with respect to time
is order one and an integral with respect to a Wiener measure is order half. Multiple integrals are additive in
terms of order. Hence the worst term in terms of order is in the remainder R is the last integral, which is
integrated over the Wiener measure twice and has order one. If we stop approximating the solution X at this
point, we obtain the first step of the Euler-Maruyama method. If we iterate on the integrand of the worst term
of the remainder, we obtain the first step of the Milstein method and iterating even further brings one to the
so-called strong Taylor methods. There is a trade-off when going to higher orders of convergence in that the
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number of integrals that have to be approximated increases very quickly. We will derive the Milstein method
now, for an Itd process. By approximating the worst term in the remainder we find

Bo(X(s3)) = Bolwo)+ | ABo(X(ss))dss + | B2o(X(s))dIV.

S3°*
to tO

The constant term can be pulled out of the integral as before and we put the remain integrals in the previous
expression in the remainder R, giving the new remainder Ry. So we have

// Bo(X(s9)) dW,, dW,, = Bo( xo// AW,, dW,, + ..
to Jto

where the dots represent the integrals in the approximation of Bo(X(s2)). The double integral in the above
expression is special, in the sense that it is an integral over a Wiener process with respect to the Wiener
measure, for which we do not have an intuitive way of integration. We have to derive the answer. We start off
by evaluating the inner integral

/ / AW, dW,, = /Wsl W,, AW,
to Jto
t

= / W, dWs, — Wi, dWs,
to

to
To continue, we do an educated guess. We use the Ité lemma to derive an expression for dW?2.

dW? = 2w dW + dt.

Rewriting the unknown integral in terms of dW? yields

1 t
/ AW, dW,, = 5 / [AW? — dt] — Wy, (W — Wy,)
to to to
1
- §(Wf — W2 —t+to) — Wi, Wy + W2
1 1
= §(Wt - Wi,)? — 5(15 —to)

Using this fact, we are now able to write a higher order formulation

X =z0 + p(zo)(t —to) + o(zo)(Wy — Wy,) + %U(mo)a’(xo) ((Wt —Wi,)? — (t— to)) +R.

This is the Milstein method. Continuing by approximating terms in the remainder yields the strong Taylor
methods, but one has to ask himself whether it is worth it to use numerically, since the number of operations
at each timestep increases rapidly. If one is willing to pay the computational prize, using higher order methods
will allow one to compute the individual Lyapunov exponents for the Lorenz system with greater accuracy by
using higher order methods, since that is where the current crux lies.

Order of Convergence

We shall now give rigorous proofs for the order of convergence of the Euler-Maruyama method. The convergence
of the higher order methods can be computed in the same way. Given the 1t6 SDE

AX = p(X)dt + o(X)dW,,  X(to) = o

The corresponding integral form is given by
t t
Xy :xo—i—/ M(Xs)ds—i—/ o(Xs)dWs.
to tD

The simplest approximation to the integral form is the Euler-Maruyama method, which is acquired by partition-
ing the time interval [to, t] into equally sized subintervals of length At and applying the It6-Taylor expansion.
This yields

Xnv1 = Xp + u(Xn)At + 0 (X)) AW,
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where At = (t,11 —t,) and AW,, = (W, 41 — W,,). By definition of the Wiener process, AW,, ~ N (0, At). To
analyze the order of convergence, we consider geometric Brownian motion, since we can analytically solve the
SDE that generates this process, namely the SDE

dY = pY dt + oY dWs, Y (to) = yo
has analytical solution
Y, = yoelnmzo")rros,
The Euler-Maruyama method for this SDE is
Yor1 =Y, + pYo At + oY, AW, = (1 + pAt + o AW,)Y,,.

From which it is quite straightforward to see that the numerical solution at time T' = nAt is given by

n—1

Yo =1%o H (1 + pAt + o AW;)

i=0
In stochastic numerical methods, there are two ways of evaluating the error. One may take the mean of the
difference of the numerical and the analytical solution, which is called strong convergence, or one could take
the difference of the mean of the numerical and the mean of the analytical solution, which is called weak
convergence. It is the strong convergence that will allow us to compare the order of convergence of stochastic
numerical methods with that of deterministic numerical methods. Thus consider
n—1
[T+ nat +oaw;) — elrmzettatotWe,
i=0

The Taylor series expansion of the analytical solution is just the Taylor series expansion of the exponential
function. Around At, we have

. 1 1 1 2
eln=30%)AthoAW, _ 1 4 [(M - 202> At + oAWn} + 3 [(,u - 202) At + UAWn]

1 1, 8
+6 ,u—ia At +ocAW, | +...

2
=1+ <u — ;02> At + o AW, + % <u — ;O’Q> At + o <M — ;O’Q> AtAW,
)

+ %ﬁAWﬁ + %USAWS +O(At?
=14 pAt+ AW, + o <u - ;ﬁ) ALAW,, + %affAW;‘f + 0O(At?)
In this computation we have used that AW? = At. Rearranging yields
14 pAt + o AW, = e(r=30%)At+edW, _ o <u - ;&) ALAW, — éa3AWS —O(AB).

This gives us an expression for the numerical solution in terms of the analytical solution. If we consider the
previous expression at an intermediate time step t; instead of final time %,,,

n—1 n—1

. 1 1
[T+ pat+oawy) = I (e(“_202)At+°AWi —0 (u — 202) AtAW; — 603AW§ - (’)(At2)>
=0 =0

= e(h=30®)nAt AW ) O(ALAW) + nO(AW?) + nO(A?)
Now we can evaluate the mean of the difference at final time T' = nAt.

E|Y, — Yi(T)| = E[nO(AtAW) + n(O(AW?) + nO(A2)]

EO(AtAW) + z((D(AW?’) + zO(At2)

Bl At At

el L S TN
=TE AtO(AtAW)+At(O(AW )+AtO(At)

O(At1/2) O(ALL/2) O(AY)
= O(AtY?).
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So this shows that the strong convergence of the Euler-Maruyama method is of order 1/2. Similarly it can
be shown that the weak convergence of the method is of order 1. The Milstein method has strong and weak
convergence order 1 | ]

Appendix III: Lie Derivatives

To prove the identities for the Lie derivatives, a substantial amount of exterior calculus is necessary. The
differential basis elements dx* and dS; = %eijkdmj Adx*, for i,j,k = 1,2,3, in vector notation are denoted as

dx = (da',dz? dz?),
dS = (dSy,dSs,dSs)
= (de? Nda®, dx® A dat, dat A da?),
1 A
dS; = Seigpdal A dz®
d3z = dVol:=dz' ANdx? A\dx®.

Contraction, here denoted by the hook notation (9; J dz* = d%) with the vector field X = X/9; =: X -V
recovers the following familiar operations among vectors

X Jldx = X,
X _1dS = X xdx,
(or, X 1dS; = ejpX da")
Y 1X_1dS = XxY,
X 1d®z = X-dS=X*dS,,
Y UX 1d%z = XxY-dx=e;p X Yidat,
Z1Y 4X 1d%z = XxY-Z.

The exterior derivative and wedge product satisfy the following relations in components and in three-dimensional
vector notation
df = fjda? = Vf-dx
0=d?f = fjrda"Nda?
df Ndg = fjdad Agpda® = (VfxVg)-dS

df NdgAdh = fjdad Agyda® Ahydat = (Vf-Vgx Vh)d>3z
Now, for a 1-form and a 2-form, it can be shown that
d(v-dx) = (curlv)-dS
d(A-dS) = (divA)d3z.
A number of familiar vector calculus identities follow from the compatibility condition d? = 0 as
0=d*f=d(Vf-dx) = (curlgradf)-dS,
0=d*(v-dx)=d((curlv)-dS) = (diveurlv)d’z.

It is now possible, using the previous calculations, to show that
d(X dv-dx)=d(X -v)=V(X-v)-dx,
d(X Jw-dS) =d(w x X - dx) = curl (w x X) - dS,
d(X 1 fd3x) =d(fX -dS) = div (fX)d>z.

Using Cartan’s formula, it is now not difficult to show

Exf=X1df =X -V,
£x(v-dx) = (- X xcurlv+ V(X -v)) - dx,
£x(w-dS) = (curl (w x X) + X divw) - dS,
=(-w-VX+X: Vw+wdivX) - ds,

Lx(fd3z) = (div fX) d>z.

The second equality for the Lie derivative of a 2-form follows from the vector calculus identity for the curl of
the cross product of two vectors.
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Appendix IV: Imbalance Equation
We start by listing a couple of identities that are necessary en route. The weighted Helmholtz decomposition
of u is given by

u=kx Vi + eVx.

From here we can derive a couple of relations that will be very useful. We start by taking the curl of u

oy
Vxu=det| 9, 0, 0.|=4¢v=w.
—vy Yy 0
Next we take the cross product of z and u
zxu=-V¢Y+ezxVyx.
We work towards the derivation of d€2. By definition
Q:=—div[fz x u+ Vh] =div(fVy) + eJ(f, x) — Ah.
So, taking the partial derivative with respect to time
dQ =d [div(fVY) + eJ(f, x) — Ah],
=div(fVdy) + J(f,edx) — Adh, We use the rule div(¢pA) =¢divA+A-Vo
=fdiv(Vdy) + (Vdy) - Vf+2-Vf x eVdxy — Adh,
=fAdy + V[ (Vdy + eVdy x z) — Adh,
=1+ ¢f1)AdY + eV f1 - (Vd + eVdy x z) — Adh,
=efiAdy + eV f1 - (Vdy + eVdx x 2) + Ady — Adh,
=cf1AdyY + eV fi - (—z x du) + Ady — Adh, Substitute z x u
=ef1Ad) + eV f1 - (Vd — ez x Vdy) + Ady — Adh,
=ediv (f1Vdyp) — €2 (Vf1 - 2 x Vdy) + Ady — Adh,
=ediv (f1Vd) — € (z- Vdx x Vf1) + Ady — Adh, Here use AxB=-Bx A
=ediv (f1Vdy) + € J(f1,dx) + Ady) — Adh.

Now that we know which terms take place in the equation for df2, we will find expressions for each term in
segments. We start with —Adh.

_n-b
T eF

_ n—>b
aon - 2a(152),

1
=— 7_Ad77, Now we can use equation (45)
€

1
ziA(div(n dxy)),

:%A(div((b + eFh)dxy)), Here we apply div(pA) = ¢divA+ A -V
€

:%A ((1 4 €by + eFh)divdx, + V(1 + €by + €Fh) - dxy) ,
€

1 . 1 ) 1
:jA divdx; + ?A(bl + Fh)divdx; + fA(V(bl + Fh) - dxt),

1 . 1 .
:?A divdx; + ?A(dw ((b1 + Fh) dxt)>

Next up are ediv (f; Vdy) + €2J(f1,dx). We start by expanding the first term again.

€V - (f1VdY) 4+ 2 J(f1,dx) =efiAdyY + eVdy - Vi + eJ(f1, edy),
=ef1AdY +eVdy - Vi +e(z- Vi x eVdy),
—efLAdY + eV, - (Vdip — 2 x eVdy)
—efiIAdY + €V f1 - (=2 X (2 x Vi + €Vdy))
=cfiAdy + eV fi - (—z x du),
=ef1Ady) — Vf1 - (z X edu).

40



2017 E. Luesink

To continue, we insert the curl form, the second equation in (45), into the last equation derived. Further, we
will use the relation @w = ew + f, where w =V x u.

edu = dx; x curl(eu + R) + V(& o dW} - (cu + R)) — V(%|u|2 +h)dt,
—dx, % (w) — V (&- odWi - (eu+R)+ (h+ §|u|2) dt) :
2 x edu =2 x [dxt x (w2) — V (g,» odW; - (eu+R) + (h + g\u\Q)dt)} :
=2 x dx; X (w8) — 2 X V (gi o dW; - (eu+R) + (h + §|u|2)dt) .
We will now substitute this into the appropriate place
€V (fiVdy) + T (f1,dx) =cfiAdY = Vi - (& x dx, x (w2) —2x V (& 0 dW - (u+ R) + (h + Sfuf) dt) ),
—efiAdy — Vfy - (dxt(i ) — wiz - dx;)
—axV (gi odW; - (eu+R) + (h+ %|u|2)dt) ) use dx; L3
—efiAdp — Vi - dxyw — - Vi x V (& o dW} - (eu+R) + (h+ §|u|2)dt),
—efiAdY — WV fy - dx, — J (fl,giode (eu+R)+ (h+ §|u|2)dt).

What is left is to derive an expression for Ady. We know that w = €A + f so for the time derivative, we can
use the SRSW potential vorticity equation. This gives us
dw = — div(w dx;),
eAdy = — div ((eAy + f)dxy),
1
Ady = — div(Ay dx,) — = div (1 + ef1) dxy),
€

div dxt

= — div(Apdx,) — —

— div(f1 dxy)
Now we substitute all our derivations into the main equation and we find

dQ =€V - (1VdY) + T (f1,dx) + Adyp — Adh,
—efiAdY — WV fy - dx, — J (fl,gi odWi - (eu+R) + (h+ %|u|2) dt) + Ady — Adh,

—e 1 ( — div(Ap dx;) — div dx,

div dXt

— div(fydx,)) — @V - dx; — J (fl,gi odWi - (eu+R) + (h+ §|u|2) dt)

— div(Ap dx,) — — div(fi dx) + —=AD + lA(div ((bs + Fh) dxt)),

eF F
=— fdiv((A¢ + f1)dx,) — fidivdx, — @V fy -dx; — J (fl,gi odW/-(eu+R)+ (h+ §|u|2)dt)
_ div dx;

€

1 ) 1 .
+ FAdivdx; + fA<d1v (b1 + Fr)dx,) ).
Rearranging gives the final result

o — if (A — F)divdx, :%A(div(bl + Fh)dx,) — @V - dx,
€

—J (f1, & oW} - (u+R)+ (h+ SJu) dt)
— fdiv ((AY + f1)dx;) — f1 divdx;.
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