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Abstract

Aim: The aim of this thesis was to develop and evaluate a new method to improve
image-guided surgery (IGS) for treatment of complex pelvic fractures. Using IGS,
minimal invasive treatment is possible and can improve patient outcome. However,
conventional IGS can not treat unstable displaced fractures. Therefore, a system
was developed that enabled tracking of separate objects using an optical tracker
and visualized the tracked objects in 3D. This object-oriented navigation (OON)
system was optimized by determining an optimal dynamic reference frame (DRF)
and by investigating the influence of different conditions on accuracy. Furthermore,
the system was combined with the HoloLens to merge objects at the surgical site
with th output of the navigation system. The accuracy of the system with and
without the implementation of augmented reality (AR) and the performance of the
guidance was evaluated under optimal conditions. Furthermore, a possible clinical
implementation for pelvic fracture treatment was proposed.
Materials and Methods: A virtual model of an optical tracker was created
and used to determine an optimal marker configuration for the DRF by applying a
Monte Carlo analysis. Using the most optimal DRF, the performance of the PST
Base optical tracker was tested in different conditions by comparing it to reference
coordinates of an accurate milling machine.

The accuracy of the OON system was evaluated by bringing 3D objects to pre-
planned positions and calculating the deviation from the planned position using
the OON system with and without AR. By placing objects at planned positions
displayed by the OON system and calculating the deviation, the usability of the
guidance in both settings was evaluated.
Results: Simulations showed that the configuration of the markers in a DRF
influences the performance of the optical tracker. Performance increased with de-
creasing linearity, increasing amount of markers and increasing distance between
markers.

The error introduced by the tracker was largest in the direction away from the
tracker (mean error = 5.3 mm) and was influenced by warming up of the tracker
and different filter settings.

The mean deviation of the OON system with and without the use of AR was
0.60 mm (sd = 0.16) and 0.71 mm (sd = 0.24), respectively. Object placement using
the OON system as guidance showed mean deviations of 0.70 mm (sd = 0.44) and
1.81 mm (sd = 0.68), respectively.
Conclusion: Different aspects influencing the performance of an optical tracker
were evaluated and must be considered when implemented in clinical practice. The
developed OON system performed with an accuracy that meets the clinical relevant
accuracy of 2 mm in an optimal situation. Using the guidance of the system, objects
can be placed according to the planning. Combining OON with AR reduced the
accuracy of the guidance and should be improved.
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Chapter 1

General introduction

The pelvic ring is formed by the sacrum and the left and right coxal bone (Figure
1.1a). Until puberty, the coxal bones are made up of three bones, the iliac, ischial
and pubic bone, separated by hyaline cartilage [1]. During aging, the three separate
bones fuse and ossify to form one large coxal bone (Figure 1.1b) [2]. Anteriorly, both
coxal bones are linked with the cartilage of the pubic symphysis [3]. Posteriorly, the
sacrum is connected to both coxal bones by several strong ligaments [4, 5].

The pelvic ring is a rigid, low deformable and mechanically strong structure
[6]. The specific anatomy makes it possible to fulfill its main goal; transferring
the weight of the trunk via the acetabula to both lower extremities. It is shaped
to withstand omnidirectional forces and the structure is capable of weight-bearing
and child bearing [6]. Furthermore, it contains and protects the pelvic organs and
provides muscle attachments [2].

(a) (b)

Figure 1.1: Anatomy of the pelvic bones a) Bones making up the pelvic
ring. In the adult situation, the ring is formed by the sacrum and coxal
bones. b) The three separate bones of the coxal bone (os ilium, os ischium
and os pubis), as seen in children. The cartilage ossifies during aging to
form one coxal bone [1].

1.1 Pelvic fractures

Fractures of the pelvic complex disrupts the integrity of the mechanical properties
of the ring. Pelvic ring fractures are seen in 3 - 10% of all trauma patients [7–9].

1
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Approximately 50% of these fractures are caused by high energy trauma (HET) [10].
In these situations, catastrophic hemorrhage and death are often reported [9–11].
In elderly patients, even low energy trauma can induce pelvic fractures [12]. Due to
the demographic change in age, more pelvic fractures are expected in the elderly in
the near future [13].

The Young-Burgess classification is a commonly used classification method to de-
termine fracture type and corresponding trauma mechanism in pelvic ring fractures
(Figure 1.2) [14]. Other fractures in the pelvic area are sacral and acetabular frac-
tures. Pelvic and acetabular fractures are relatively rare, preoperative diagnostics
and surgical planning are complex and the actual surgery requires highly skilled
specialists [7, 15].

Active treatment, however, is desired as research showed that an active surgical
approach in pelvic fractures resulted in better functional outcomes compared to a
conservative approach [11, 16]. The main goal of surgery is achieving an optimal
reposition and stabilization of the displaced fragments. Fixation of the pelvic ring
reduces the residual deformation between fractured fragments, relieves pain and
improves functional outcome [8,17,18]. Furthermore, surgery is intended to prevent
early total hip implantation [19]. Surgery in elderly or traumatic patients is often
limited or postponed due to the severity of the trauma or the age of the patient [20].

Figure 1.2: Pelvic ring fractures classification according to Young-Burgess
[14].

1.2 Treatment of pelvic fractures

Currently, unstable pelvic fractures can be fixated in three different ways;

1. External fixation is often used to stabilize the patient in the acute situation,
mainly to reduce the hemorrhage. External fixation showed a lower quality
of reduction and larger malunion rates compared to internal fixation (Figure
1.3a) [18].

2. Open reduction and internal fixation is routinely applied after a few days of
recovery in HET patients, reducing the risks for disturbing the pelvic hem-
atoma or inducing new hemorrhage [21, 22]. The fixation is realized using
reconstruction plates, spring plates and positioning screws (Figure 1.3b) [23].
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3. Closed reduction and internal fixation is gaining popularity, since it reduces
soft tissue damage and blood loss, and enables early intervention (Figure
1.3c) [20,22,24]. To minimize the incision length, a submuscular sliding plate
technique has been proposed. This technique demands two small incisions to
place the reconstruction plate under the soft structures [23]. In other situ-
ations, fixation screws alone are sufficient to reinforce the pelvic ring and
facilitate callus formation and bone repair. Gary et al. reported an adequate
reduction of acetabular fractures in the elderly with a minimal invasive ap-
proach [19].

The quality of reduction of acetabular fractures is often classified using the classifica-
tion described by Matta [25]. An anatomic reduction is achieved when displacement
is within 1 mm. A displacement in the range of 1-3 mm is considered satisfactory.
Larger displacements are classified as unsatisfactory. For pelvic ring fractures, the
Lindahl classification for displacement is often used with grades; excellent (0 - 5
mm), good (6 - 10 mm), fair (11 - 15 mm) and poor, (more than 15 mm) [26,27].

(a) (b) (c)

Figure 1.3: Three approaches for active treatment in pelvic fractures. a)
Closed reduction and external fixation using an external fixation device
(minimal invasive). b) Open reduction and internal fixation using an os-
teosynthesis plate and screws (maximal invasive). c) Closed reduction and
internal fixation using percutaneous screws (minimal invasive) [1].

1.3 3D Computed Tomography and surgical plan-

ning

To improve the treatment of complex pelvic fractures, three-dimensional (3D) tech-
nology became important in preoperative decision making [28]. 3D imaging comple-
ments the conventional pelvic radiographs (Figure 1.4a). With the introduction of
the computed tomography (CT) scan, detailed information of the volume of interest
became available for improving the diagnosis of subtle abnormalities and surgical
planning (Figure 1.4b-d) [29–31]. Specialists advocate 3D images for surgical plan-
ning as it supports in determining the surgical approach, plate positioning and screw
trajectories beforehand [29, 32, 33]. 3D reconstructions of CT scans give insight in
the extent and severeness of the pathological situation (Figure 1.5a). Currently,
3D printing of the pelvis is gaining popularity in healthcare [34]. It can aid the
specialist in determining the surgical approach, prebending of osteosynthesis plates
and informing patients [34].
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(a) Conventional anteroposterior
(AP) pelvic radiograph

(b) Axial cross-section of a CT scan

(c) Coronal cross-section of a CT
scan

(d) Sagittal cross-section of a CT
scan

Figure 1.4: Commonly used image modalities in pelvic fractures in a patient
with combined pelvic ring and acetabular fracture. The CT scan provides
additional information compared to the pelvic radiographs and is used for
3D reconstructions (Figure 1.5).

(a) (b)

Figure 1.5: a) 3D reconstruction of the pelvic ring using the diagnostic
CT scan. Displacement is present at the left sacroiliac joint and in the
acetabulum. b) The surgical plan after virtual reduction was realized. The
plate is positioned over the fracture and screws are planned with the correct
length and direction.
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1.3.1 Prebending of osteosynthesis plates

Several studies have shown the advantages of using 3D prints of patient-specific
anatomy as a guide to bend the fixation plates preoperatively (Figure 1.6) [34–38].
First, the view is not impaired by soft tissue which makes it easier to derive the
desired shape. Second, the use of precontoured plates reduces operation time and
blood loss [35]. Lastly, the plates have to be inserted into the wound only once,
reducing the risk of infection and iatrogenic damage [34].

Different techniques for the creation of bending templates are available. First,
the anatomy of the pathological side can serve as template in nondisplaced fractures
since no reduction is required [34]. Second, the contralateral, nonimpaired side can
be mirrored to imitate the prepathological situation of the ipsilateral side [36, 39].
Lastly, fractured fragments can be virtually repositioned such that they mimic the
normal anatomy. These techniques are also applied in the virtual reduction of
fractures to obtain a surgical plan.

1.3.2 Virtual reduction

In the past years, virtual 3D models of pelvic fractures are used to preplan the
surgery by means of virtual reduction (Figure 1.5b). Several methods to preop-
eratively plan the reduction have been proposed, relying on the above mentioned
techniques [15, 40–42]. It enables the specialist to practice the surgical procedure
without time pressure, making it possible to adjust the surgical plan according to
his demands [36].

Virtual fracture reduction improves the specialists’ surgical preparation and 3D
perception of the fracture before actually advancing the fracture. This is a major
advantage in pelvic fractures, since they are complex and vary from patient to patient
[36]. It can even result in reduced surgery time and improved patient outcome [34].
Furthermore, osteosynthesis plates can be digitally designed using patient-specific
anatomy and length. Also, entry position, direction and number of fixation screws
can be determined. A helpful tool in the virtual reduction is the haptic feedback
device, which enables users to interact with the virtual fracture fragments in a more
natural way [15].

1.4 Object-oriented navigation

However, until now no method that adequately translates the virtual reduction to the
patient in the operation room (OR) is available. Furthermore, the only method to
assess fracture reduction and screw position intraoperatively is the use of fluoroscopic
imaging [43]. This method, however, is time-consuming and suboptimal since the
complex anatomy of the pelvic ring is difficult to assess on two-dimensional (2D)
fluoroscopic images [36].

A potential solution for this problem is object-oriented navigation (OON). OON
makes it possible to track the location and orientation of 3D models of separate
anatomical structures [44]. Using real-time information about the spatial relation
of the separate fragments, reconstructed 3D models of the physical fragments are
displayed on the monitor. In this way, the relation of the fragments with respect to
each other can be monitored, making it easier to reposition fragments according to
a preoperative surgical plan. The difference with conventional surgical navigation is
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Figure 1.6: 3D print of the mirrored partial contralateral hemipelvis with
the prebended plate. The plate is contoured along the pubic bone and
iliopectineal line.

the transition from the 2D cross-sectional images of a CT scan to the 3D visualization
of the fractured bones.

The main advantage of OON is the possibility to minimize the impact of the
surgical intervention to the patient. Especially in displaced, unstable fractures, this
technique can replace the maximal invasive open reduction and internal fixation pro-
cedure. The translation of the preoperative virtual plan to the patient is presumably
having a positive impact on the outcome after surgery [45].

For the development of an OON system, the tracking methods of conventional sur-
gical navigation can be used. Conventional navigation is mainly realized by using
optical or electromagnetic (EM) tracking systems. The main advantage of optical
navigation is its high accuracy compared to EM systems [46]. Therefore, optical
tracking systems are widely used in clinical applications [47]. The line-of-sight re-
quirement, however, is a limiting factor in the clinical setting [46]. This problem is
not seen in EM tracking systems [46]. These systems are, however, susceptible to
distortion of metal sources. EM systems with passive markers can be profitable in
minimal invasive surgery, but are currently not widely available. Furthermore, the
performance of those systems should be further investigated before application in
OON is possible [48,49].

Because of the higher accuracy, optical trackers are the preferred choice in OON
systems. Optical trackers use infrared (IR) light to detect retroreflective markers.
When IR light illuminates the markers, the light is reflected and the cameras in
the optical tracker detect the markers. Using stereo vision, the device combines
information of both cameras to calculate the position of the markers in the 3D
space in an accurate way [50].

1.5 Accuracy of navigation systems

The accuracy of a navigation system is an important parameter in conventional,
but also in object-oriented navigation. Accuracy of a system is often described by a
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combination of precision and trueness (Figure 1.7). Whereas trueness is often defined
as the mean difference between a measured and a reference position after many
experiments, precision is the standard deviation (sd) within these experiments [51].
In pelvic fracture treatment, an accuracy of less than 2 mm is required [25–27,40].

Overall accuracy of a navigation system is dependent on all steps in the workflow,
and small errors at the start of the navigation chain can result into large clinical
relevant positioning errors. Therefore, it is important to consider the sources of
error in developing and using navigation systems.

For systems using optical trackers, several errors influence the performance (Table
1.1). First, the error introduced by the hard- and software and the calibration of the
optical tracker will directly influence the accuracy [52]. Second, errors come along
with the registration between patient and image data. This error varies with the
available registrations methods [53, 54]. Correlations between accuracy, slice thick-
ness and voxel size are well known [55–63]. Third, in fiducial-based registration,
markers fixed on a patient must be detected by the navigation system as well as in
the image data resulting in additional errors [64,65]. Fourth, to realize registration,
markers can be mounted on the patient using a frame, the dynamic reference frame
(DRF). The marker configuration defined by the DRF is said to influence the overall
accuracy, which makes the design of a good performing DRF important [60,62,66].

Table 1.1: Error sources in surgical navigation and expected magnitude
of the error, propagation effect and importance for the accuracy in the
application.

Type of error Magnitude Propagation Importance
effect

Optical tracker errors
Tracker hardware, lenses and design ++ ++ +++
Warming up of tracker [59] + - - -
Camera calibration - - ++ +
Marker detection - - + -
Object detection / registration [61] - + +
Motion filtering ++ + ++

Image acquisition & processing
Quality / resolution of scan [58] + - +
Patient motion during scanning [59] + + +
Marker detection - + +

Other errors
Registration of patient and scan [59,61] + ++ ++
Distance between DRF and target [62] ++ + ++
Distance between tracker and DRF [63] + + +
Human interpretation errors [59] + - +
DRF design, fixation and stability ++ + ++
Passive vs. active markers [63] - + +
Spherical vs. circular markers - + +
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Figure 1.7: Accuracy defined by precision and trueness. Both high trueness
and high precision are necessary to achieve high accuracy.

1.6 Augmented reality

Augmented reality (AR) is an upcoming technology used to improve visualization
of 3D objects by means of holograms. The technique makes it possible to merge
virtual objects with objects in the real world, creating a mixed reality (MR) setting
(Figure 1.8). In the recent years, extensive research on the implementation of AR
in the medical field has been performed. Examples are: evaluation of patient-
specific pathology, pain relief, anatomical education and telemedicine [67–70]. The
combination of AR with image-guided surgery (IGS) has a large potential [71–74].

The main reason for the request of AR in surgical navigation is that until recently,
information from the navigation system was projected on a monitor [75–77]. This
obliged the specialist to keep eyes on both the surgical field and the computer
display, impeding the continuity of surgery [78]. With the implementation of AR
in surgical navigation, 3D models of the patient-specific (tracked) structures can be
merged with the surgical scene. This feature enables the specialist to keep focus
on the surgical field. Several studies investigated the use of augmented reality in
combination with surgical navigation using a head-mounted display (HMD), with
positive feedback of users and promising results on surgical accuracy [78–82].

The Microsoft HoloLens (Microsoft, Redmond, US) (Figure 1.9b) is one of the
first stand-alone optical see-through HMDs. The device is able to render high qual-
ity holographic 3D models and has the potential to generate a realistic mixed reality
setting. Using voice commands and gestures, the user is able to interact with the
device. This makes it possible to control the device in a sterile manner. 3D recon-
structions of patient-specific anatomy can be uploaded and visualized in 3D [83,84].
The HoloLens, in combination with a tracking system can be used to develop an
OON environment in an AR setting.

1.7 Situation at Radboudumc

The aim of Radboudumc is to have a significant impact on healthcare. At the
department of traumatology, a close collaboration is established with the 3D lab. At
this expertise center, 3D techniques are implemented in several clinical departments,
improving diagnosis and creating surgical plans using surgical guides or surgical
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(a) (b) (c)

Figure 1.8: Enhancement of reality. a) Reality: A real world object. b)
Augmented reality: A real world object with a virtual object projected
alongside. c) Mixed reality: A virtual object is projected over the world
object.

navigation. Members of the department work on the latest technologies to improve
and simplify healthcare.

One aim of the 3D lab is developing an object-oriented navigation system for
different applications in amongst others traumatology, orthopedics and maxillofacial
surgery. The tracker used for OON is the PST Base system (PS-Tech, Amsterdam,
Netherlands) (Figure 1.9a). In this thesis, this device will be denoted as tracker
or optical tracker. The manufacturer of this infrared-based optical dual camera
tracker states that the system has a root mean square (RMS) error of < 0.5 mm
within 2.5 meters from the tracker. This accuracy is likely to satisfy the clinical
demands. Furthermore, the output data is accessible, making it possible for using
it in application development.

The Microsoft HoloLens is available for integration with the OON software.
These two devices will form the basis to achieve the ultimate goal; projection of
patient-specific anatomical 3D holograms on the patient as guidance for the special-
ists to achieve results comparative to the preoperative surgical plan.

(a) (b)

Figure 1.9: Hardware used for OON in an augmented reality setting. a)
The PST base, an optical navigation system. b) Microsoft HoloLens, a
standalone HMD used to project virtual 3D models on real objects.

1.8 Aim and objectives

With the translation of the surgical plan to the patient using OON, improvement of
surgical results is expected as it minimizes the surgical impact and reduces hospital
stay. Trauma patients with pelvic fractures and comorbidity is a patient group that
will highly benefit from a transition of maximal invasive open surgery to minimal
invasive interventions [13]. The ultimate goal with the implementation of OON leads
to having a significant impact on healthcare.
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The aim of this thesis is to develop a basic functional implementation for object-
oriented navigation and to use it in combination with augmented reality. The per-
formance of the developed system is investigated and a proposed clinical workflow
for pelvic fracture repair is discussed. In the present thesis, the main question to be
answered is:

What is the performance of the object-oriented surgical navigation system using an
optical tracker?

The main question will be answered by the use of four sub-questions. First off, the
influence of the marker configuration in a DRF on the performance of the optical
tracker will be assessed. A Monte Carlo analysis is performed to find an optimal
marker configuration. This research is conducted to answer the first sub-question:

(i) What is the optimal marker configuration for object-tracking using the optical
tracker?

Using the found optimal DRF configuration, the performance of the tracker in differ-
ent conditions is tested. The distance from DRF to tracker, different filter settings
and tracker warming-up time (italic elements in Table 1.1) are evaluated to answer
the second sub-question:

(ii) What is the influence of different conditions on the accuracy of the tracker?

A system for object-oriented navigation is developed and its performance is tested
by placing objects at preplanned positions. Differences between the planned and
measured position of the objects are used to evaluate the accuracy. This study is
conducted to answer the third sub-question:

(iii) What is the accuracy of object-oriented navigation?

Linking the OON system with the HoloLens can influence the accuracy of object
tracking. Hence, the performance of the system connected to the augmented reality
device will be determined. Furthermore, the overlay of virtual and real objects is
analyzed in order to answer the fourth sub-question:

(iv) What is the accuracy of object-oriented navigation in an augmented reality
setting and what is the error in merging virtual and real objects?

1.9 Thesis layout

In the thesis at hand, the development and performance of an OON system is invest-
igated. In Chapter 2, a method is described to determine the optimal configuration
of a dynamic reference frame for the tracker used in the developed OON system
(sub-question i). In Chapter 3, the performance of the optical tracker is tested un-
der different conditions to determine the optimal circumstances (sub-question ii). In
Chapter 4, the link between optical tracker and the HoloLens is described and the
performance is tested (sub-question iii). In Chapter 5, the translation to augmented
reality is established and the accuracy is evaluated (sub-question iv). The content
of this chapter will be used for writing a scientific article that will be submitted
to Natures’ Scientific Reports. In Chapter 6, a clinical workflow is described to
evaluate whether implementation of OON in clinical practice is technically possible.
Conclusions and future prospects are described in the final chapter, Chapter 7.



Chapter 2

Marker configurations and
accuracy

In surgical navigation or image-guided surgery (IGS), it is necessary to relate patient
data with the navigation system. Patient data might consist of computed tomo-
graphy (CT) or magnetic resonance images. Both the patient data and the optical
tracker have their own coordinate system, the patient coordinate system and the
camera coordinate system, respectively. A transformation from one coordinate sys-
tem to the other, also called registration, is required to enable IGS. Although many
registration methods and algorithms are available, the goal is the same: finding an
optimal transformation that merges both coordinate systems. The transformation
is often calculated by minimizing a cost function describing the error between the
location of marker pairs in both coordinate systems [54, 60]. Many different meth-
ods for point-based registration exist, varying from placement of fiducial markers on
skin, to pointing anatomical landmarks. Bone-anchored dynamic reference frames
(DRF) appears to be the most accurate registration method [54,85,86].

A DRF makes it possible to mount markers in a specific configuration on the patient.
The markers must be detected in the image data and by the optical tracker to enable
the registration. During tracking, the position of each individual marker is located
by the optical tracker. The recognition of a set of markers in a specific configuration
makes it possible to define the position and orientation of this set of markers. The
DRF requires at least three locations to place markers, since this is the minimal
number to describe the movement of a rigid body with six degrees of freedom [59].

It is reported that the design of the DRF has a relation with the accuracy in
optical navigation [60, 66, 87]. West et al. claim that the error for markers in a 2D
planar configuration is about 22% to 41% larger than for markers in an optimal 3D
configuration [60]. Furthermore, they state that accuracy improves when a DRF
has the least linearity.

To evaluate accuracy, Maurer et al. suggested a method describing the accuracy of
a navigation system using three different types of errors [54,62,88]. These types are:

• Fiducial localization error (FLE) is the difference in the located/pointed
position of the fiducial and the actual location of the fiducial on the patient.
Inaccuracy in detection markers in patient data increases the FLE.

• Fiducial registration error (FRE) is the distance between a pair of fidu-
cials after registration.

11
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• Target registration error (TRE) is the difference between a pair of targets
other than the fiducials.

These errors can be used to define the relationship between number of markers
and accuracy. Literature states that accuracy improves when a DRF consists of
more markers [54]. Maurer et al. found a relationship between mean TRE, fiducial
configuration constant k, FLE and the square root of the number of fiducials N [54]:

TRE = 1.64k
FLE√
N

(2.1)

Fitzpatrick et al. and West et al. reported the same 1√
N

relationship between number

of fiducials and accuracy [60,66,87]. It is stated that registration using four fiducials
is approximately 15% more accurate than registration using three markers [54]. West
et al. report that the number of fiducials in a setting using bone-anchored DRFs is
typically three to five [62].

As the configuration influences the performance of the navigation system, the
current chapter describes a method to find an optimal marker configuration. The op-
timal configuration is defined as the the distribution of a certain number of markers
yielding the lowest error. As optimal reference frames may differ amongst different
type trackers, a simulation was used to find the optimal configuration using the
trackers’ specific properties. This simulation answered the first sub-question: What
is the optimal marker configuration for object-tracking using the optical tracker?

2.1 Methods and Materials

A Monte Carlo analysis (MCA) was performed to determine the optimal marker
configuration. In a MCA, an artificial world is created, resembling the real world in
all relevant aspects. The behavior of this artificial world is evaluated by randomly
adjusting one or more variables for several times and assessing the outcome [89].

In the present study, the virtual world was described by a virtual optical tracker
tracking randomly designed DRFs. In the analysis, coordinates of markers in dif-
ferent configurations in the 3D space were projected n times on two camera images
of a virtual tracker (2D) and noise was added to these 2D coordinates. Next, the
coordinates were projected back to 3D using a minimum mean square error (MMSE)
estimator [90]. A tooltip position was defined in a repeatable way for every config-
uration and tooltip positions of marker sets with and without noise were compared.
An overview of the method is shown in Figure 2.1 and a detailed explanation follows
below.

2.1.1 Virtual model of the optical tracker

A virtual camera model was created in Matlab (Mathworks, Natick, MA, USA),
using the stereo camera calibrator application described by Zhang et al. [91]. Twelve
images of a checker board with squares of 2 cm were captured by both cameras of the
PST base optical tracker and the cameras’ calibration parameters were calculated.
To create the virtual model of the optical tracker, the intrinsic parameters of camera
1 and 2 were used in the form of calibration matrices, 1K and 2K. In the MCA,
the world coordinate system (WCS) was assumed to be equal to the first cameras’
coordinate system (C1CS). This results in a rotation matrix, 1RWCS = I3 and a
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(a) Initial marker configuration in the 3D space. For
every marker configuration in the MCA, markers were
randomly placed in a box of 100 x 100 x 100 mm.

(b) Projection of markers from the marker configuration defined in Figure 2.1a
on 2D camera images. The images represent the left and right camera image.
The blue and red markers are projected with and without noise, respectively.

(c) Projection of marker locations
from the 2D image back to 3D space.
The blue markers are the projected
markers from Figure 2.1a, the red
markers (asterisk) are the projected
markers after addition of noise.

(d) Calculation of tooltip using
the center of the configuration, pc.
A vector between pc and pc +[
0 0 50

]T
is defined and trans-

formed to poInoise using a transform-
ation that optimally transforms blue
markers to red markers. Difference
between the tip of both vectors is
calculated as the error.

Figure 2.1: Overview of the projection to 2D, addition of noise, back-
projection to 3D and calculation of the tooltip.



14 CHAPTER 2. MARKER CONFIGURATIONS AND ACCURACY

translation vector 1tWCS = 03,1. The transformation between camera 2 and WCS
was equal to the transformation between both cameras. Therefore, 2RWCS = 2R1

and 2tWCS = 2t1, where 2R1 and 2t1 describe the transformation between camera 1
and camera 2. These variables were extracted from the extrinsic parameters obtained
by the stereo camera calibration.

2.1.2 Projection of 3D marker to 2D camera image

Using the virtual camera model and epipolar geometry, a 3D point P =
[
X Y Z

]T
can be projected as a point p =

[
u v

]T
on the 2D planes of the virtual cameras

with the following equations [92]:

1ph = 1K
[
I303,1

]
Ph

2ph = 2K
[
2R1

2t1
]
Ph

(2.2)

In these equations, point ph =
[
u v w

]T
and Ph =

[
X Y Z W

]T
are the homo-

geneous coordinates of p and P, with w and W being scale factors of size 1. 1ph is
the projection of the marker on camera 1, whereas 2ph is the projection on camera
2. The actual 2D-coordinates can be calculated by:

p =
[
u
w

v
w

]
(2.3)

Before applying a projecting of the 2D points back to the 3D space, noise was added
to 1p and 2p, resulting in 1p̂ and 2p̂. This noise simulated the error that is introduced
by the detection algorithm in the navigation system. Noise was simulated with a
standard deviation, σ, of 1 pixel (Figure 2.1b).

2.1.3 Projection from 2D camera image back to 3D space

Back-projection of the 2D coordinates of the markers to the 3D space was realized
with a MMSE estimator algorithm. The MMSE estimator algorithm made use of
the Kalman update, based on a linear model, disturbed by measurement noise [93]:

z = HP + n, (2.4)

with z being the observation vector, H the measurement matrix / model, P the
point in the 3D space and n the noise as introduced by the measurement system.
The noise had a Gaussian distribution with zero mean and covariance matrix Cn.
The Kalman update calculates a weighted average between a measurement and
prior knowledge. More weight is given to the variable with higher certainty, which
is deduced from the covariance matrices.

To derive a linear equation in the form of the functional structure of Equation
2.4, the calibration matrices 1K, and 2K were divided in three rows, such that
K =

[
kT
1 kT

2 kT
3

]
, with kT

n being the nth row of the calibration matrix. Formulas
in Equation 2.2 were combined and simplified to obtain the following equations for
z and H:

z
def
=


(1p̂1

1kT
3 − 1kT

1 )1tWCS

(1p̂2
1kT

3 − 1kT
2 )1tWCS

(2p̂1
2kT

3 − 2kT
1 )2tWCS

(2p̂2
2kT

3 − 2kT
2 )2tWCS

 =


(1p̂1

1kT
3 − 1kT

1 )03,1

(1p̂2
1kT

3 − 1kT
2 )03,1

(2p̂1
2kT

3 − 2kT
1 )2tWCS

(2p̂2
2kT

3 − 2kT
2 )2tWCS

 =


0
0

(2p̂1
2kT

3 − 2kT
1 )2tWCS

(2p̂2
2kT

3 − 2kT
2 )2tWCS


(2.5)
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H
def
=


(1kT

1 − 1p̂1
1kT

3 )I3
(1kT

2 − 1p̂2
1kT

3 )I3
(2kT

1 − 2p̂1
2kT

3 )2R1

(2kT
2 − 2p̂2

2kT
3 )2R1

 (2.6)

For a detailed explanation on the derivation of the measurement matrix H and
observation vector z, see [94]. The noise n was modeled in 1p̂ and 2p̂, completing
Equation 2.4. The input for the Kalman update was 1K, 2K, 2R1,

2t1,
1p̂, 2p̂, P̂prior,

Cprior and Cn. The variable P̂prior, also named prior knowledge, was an unfounded
guess of the marker location P and can therefore be every value as long as it is large
and accompanied by a covariance matrix with large uncertainty, Cprior. The noise
covariance matrix Cn was calculated by:

Cn = P̂
2

prior σI (2.7)

With these variables, the Kalman update was applied, with:

Innovation matrix: S = HCprior HT + Cn

Kalman gain matrix: K = Cprior HTS-1

Estimation: P̂estimate + K(z−HP̂prior)
Covariance matrix of estimate: Cestimate −KSKT

A two stage approach was followed, first an initial estimation of P was calculated.
This initial estimation was updated in the second stage. In the first stage, the
Kalman update was used to estimate P by using P̂prior as prior knowledge, resulting

in a weighted average of P̂estimate 1 with the associated Cestimate 1. The uncertainty of
P̂estimate 1 was lower than the uncertainty of P̂prior. In the second stage, the algorithm

used this P̂estimate 1 and the corresponding covariance matrix as prior knowledge to
update the estimation and derive P̂estimate 2. Since the uncertainty of P̂estimate 1 was
smaller than the uncertainty of P̂prior, P̂estimate 2 converged to P.

2.1.4 Error calculation

The projection and back-projection algorithm was implemented in Matlab to sim-
ulate the marker detection with and without simulated noise for different marker
configurations. For each configuration, two sets of markers were reprojected; one
without addition of noise, Mreal, being the gold standard, and one with the addition
of noise, Mnoise (Figure 2.1c). To evaluate performance, a point of interest, poIreal,
was calculated in a reproducible way. In the configuration without noise, a center
point, pc, was calculated by averaging all marker coordinates in Mreal. poIreal was
defined as:

poIreal = pc +
[
0 0 50

]T
(2.8)

This point of interest can be regarded as a vector linked to the DRF, starting from its
center point to a point 50 mm away in the z-direction. To calculate poInoise, the point
of interest for Mnoise, Mreal was transformed to Mnoise by applying the Procrustes
algorithm (Appendix B) [95, 96]. In this algorithm, coordinates of markers in both
configurations were used as input. The algorithm determined the transformation
of Mreal to Mnoise by finding the optimal alignment between the markers in both
configurations. The same transformation was used to transform poIreal to poInoise
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(Figure 2.1d). The error ε of the configuration in a certain iteration was defined as
the Euclidean distance calculated by:

ε =

√√√√ 3∑
i=1

(poIreali
− poInoisei

)2 (2.9)

2.1.5 Monte Carlo Analysis

The aim of the simulation was to assess the performance of different marker con-
figurations to be used for a DRF. Therefore, 10000 different configurations were
randomly created by placing three markers in a box of 100 x 100 x 100 mm. These
configurations were placed at i = 100 different orientations and positions in the
trackers’ field of view. At these different positions, noise was added j = 100 times
and the error ε was calculated. The localization error for addition of noise in one
position, εnoise, is the sum of all individual errors:

εnoise =

∑100
j=1 εj

j
(2.10)

The overall mean localization error for one configuration, εtotal, is the summation of
εnoise for all positions:

εtotal =

∑100
i=1 εnoisei
i

(2.11)

This εtotal gave an indication about how well the different DRFs did perform. To
improve the selection procedure for finding the optimal DRF, the total localization
errors for all 10000 marker configurations were sorted and the 500 configurations
with the lowest εtotal were selected. The MCA was repeated for these 500 sorted
configurations, however, with more iterations to improve the results. Noise was
added for j = 500 iterations and the markers were positioned at i = 500 different
locations. Again, εtotal was sorted to find the most optimal marker configuration.

To evaluate the influence of the number of markers, the method was repeated for
DRFs with three, four and five markers. The influence of the size of the DRF was
evaluated by taking the optimal marker configuration, and consequently scaling the
DRF with factors from 0.05 to 5 times the original shape, with steps of 0.05. These
scaled versions were used as input in the MCA with iterations of i = j = 500.

2.2 Results

Using the stereo calibration application, the camera parameters that were used to
create the virtual optical tracker were obtained. The extrinsic calibration parameters
were:

2R1 =

0.965 −0.010 −2.64
0.011 0.999 0.047
0.263 −0.008 0.965

 and 2t1 =
[
220.02 1.75 31.28

]T
The intrinsic parameters of the camera calibration together with the specifications
of the manufacturer are reported in Table 2.1. The results from the MCA for
10000 random marker configurations with three, four or five markers per DRF were
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analyzed. The results are summarized in Table 2.2 and Appendix C (Figure C.1).
The results show that the DRFs with three markers had a large error deviation,
which was reduced in the case of four and five markers. Mean εtotal for three, four
and five markers were 2.1472 mm (sd = 1.9390), 1.3023 mm (sd = 0.3638) and 1.0298
mm (sd = 0.155) and lowest errors were 1.0187, 0.8848 and 0.7622 mm, respectively.

(a) (b) (c)

Figure 2.2: Optimal DRF configurations determined using the MCA for
three, four and five markers. Note the high nonlinearity in the DRFs. a)
Three markers b) Four markers c) Five markers.

Table 2.1: Intrinsic calibration parameters.

K (Matlab) K (manufacturer)

Camera 1

571.74 0 315.27
0 588.31 235.58
0 0 1

 605.62 0 319.83
0 605.99 242.25
0 0 1



Camera 2

570.74 0 303.62
0 587.65 235.56
0 0 1

 608.30 0 302.20
0 608.96 241.85
0 0 1



The result of the MCA using the 500 most optimal DRFs selected from the 10000
random DRFs is visualized in Table 2.3 and Appendix C (Figure C.2). Mean εtotal
for the DRFs were 1.1014 mm (sd = 0.0365), 0.9403 mm (sd = 0.0246) and 0.8336
mm (sd = 0.0169), respectively for DRFs with three, four or five markers. The most
optimal configurations with three, four and five markers had an εtotal 0.9804, 0.8536
and 0.7620 mm, respectively.

The most optimal marker configurations for three, four and five markers are
shown in Figure 2.2. Results showed that the markers were distributed in such a
way that the total volume of 100 x 100 x 100 mm was used. Furthermore, the
configurations were highly nonlinear.

The four-marker model with the lowest error was selected as the most optimal
configuration for a DRF. To assess the influence of the scale on the performance,
scaled versions of this model were used as input for another MCA. The results are
shown in Figure 2.3. A minimum εtotal was seen when the scale factor was 2 (0.7339
mm). This factor, however, resulted in DRFs having a size of around 20 cm, which
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Table 2.2: Absolute errors calculated by MCA for 10000 random configur-
ations.

Three markers Four markers Five markers

Mean εtotal (mm) 2.1472 1.3023 1.0298
Standard deviation (mm) 1.9390 0.3638 0.1555
5th percentile (mm) 1.1902 1.0019 0.8538
95th percentile (mm) 4.3236 1.8597 1.3230
Highest εtotal (mm) 43.2063 16.4821 2.9461
Lowest εtotal (mm) 1.0187 0.8848 0.7622

Table 2.3: Absolute errors calculated by MCA for 500 optimal configura-
tions.

Three markers Four markers Five markers

Mean εtotal (mm) 1.1014 0.9403 0.8336
Standard deviation (mm) 0.0365 0.0246 0.0169
5th percentile (mm) 1.0339 0.8920 0.8000
95th percentile (mm) 1.1558 0.9743 0.8531
Highest εtotal (mm) 1.1793 0.9980 0.8580
Lowest εtotal (mm) 0.9804 0.8536 0.7620

is unwanted in a clinical situation. Hence, it was opted to use a scale of 0.75 as the
optimal size. For a scale factor of 0.75, εtotal was 0.9892 mm.

To consider the design of the DRFs with different errors, three models with 4
markers were selected; an ’optimal’ DRF (εtotal = 0.8536 mm), a ’moderate’ DRF
(εtotal = 0.9870 mm) and a ’worst’ DRF (εtotal = 16.4821 mm), visualized in Figure
2.4a-c. Using these selected marker configurations, DRFs were designed in Solid-
Works (Dassault Systèmes, Waltham, MA, USA) (Figure 2.4d-f). The frames were
manufactured using SLS 3D-printing (Oceanz, Ede, Netherlands) at a scale of 75%.
The ’optimal’ configuration was decently distributed in the cubic volume, whereas
the other two had a collinear shape.

2.3 Discussion

In this study, several aspects on determining the optimal marker configuration were
addressed. A virtual optical tracker was generated using the intrinsic parameters
of the tracker used in the coming chapters. The obtained results after performing
a Monte Carlo analysis using this virtual model gave insight in determining the
optimal marker configuration in terms of error reduction. The findings must be
taken into consideration when designing reference frames for clinical applications.

Number of markers

A positive relation between the number of markers and the accuracy on the tracking
system was found. εtotal decreased with 13% from 0.9804 to 0.8536 mm when the
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Figure 2.3: Influence of scaling of the ’optimal’ DRF on accuracy. The
’optimal’ DRF was scaled with factors of 0.05 to 5 and the error for the
scaled DRF was calculated using Equation 2.11. Optimal scale factor was
2 (red dot).

’optimal’ DRF of four markers was used, instead of the DRF with three markers.
Using five markers compared to four, the performance increased with 11% from
0.8536 to 0.7620 mm. These results are in accordance with the 15% increase when
adding one marker to a DRF with three markers, as reported by Maurer et al. [54].

Distribution of the markers

The simulation showed that the configuration with the largest error was a linear
DRF. On the contrary, the DRFs with low errors had a wide distribution of the
markers. These findings strengthen the claim that a nonlinear DRF will perform
better in terms of accuracy. Results of the current study showed that the markers
should be placed with the largest possible distance between each other. If this rule
is applied, a regular polyhedron will be formed. This corresponds with the findings
of West et al., stating that the distribution of a DRF should be isotropic, like a
tetrahedron in the case of four markers [60].

Scaling of the DRF

Scaling of a DRF has direct influence on the accuracy of the tracking system (Figure
2.3). When the ’optimal’ DRF was scaled, the error was high with small-sized DRFs,
optimal when the scale was 2 and increased again when the DRF was larger. A
marker localization error in a small DRF has a larger influence on the rotational
error in comparison with a large DRF. A relation between scale and error comparable
to the findings was reported by Fitzpatrick et al., who discovered the following
relation [66]: TRE 2 = 1

s2
, with s being the scale factor. In the present study, this

relationship was seen as well. However, the error did not converge but increased
again after a scaling factor of 2. The explanation lies in the fact that a large DRF
always has one or several markers with a large distance to the trackers’ forward
direction. It is known that tracking becomes more inaccurate as the distance to the
tracker increases [52, 63]. The assumption is that this negative influence is larger
than the positive effect of using a larger DRF.

Because of clinical relevance, it was decided to evaluate the design of DRFs with
four markers. First of all, use of three markers is not possible with the used tracker
as it only detects objects with four markers. Using the MCA, it was shown that the



20 CHAPTER 2. MARKER CONFIGURATIONS AND ACCURACY

(a) (b) (c)

(d) (e) (f)

Figure 2.4: Different DRFs selected using the MCA. The selected DRFs
are defined as ’optimal’ (a,d), ’moderate’ (b,e) and ’worst’ (c,f). a-c) The
location of the markers calculated using the MCA. d-f) The DRFs designed
in SolidWorks. The four small cylinders in the frames can be used used to
fixate the markers.

use of five markers improved performance with 11%. It was reasoned, however, that
the use of one extra marker could introduce occlusion of markers during tracking.
The optimal size for the optimal DRF was two times the original design, however,
this seemed to be too large for clinical practice. Therefore, the ’optimal’ DRF with
four markers was rescaled to 75%, increasing the theoretical error from 0.8536 to
0.9892 mm.

In this study, a virtual world was created, consisting of a tracking system with two
different cameras and a marker configuration at different locations. Using this sim-
ulation it was possible to reproduce the results in literature and to find an optimal
DRF. A calibration method was used to calculate the intrinsic and extrinsic para-
meters of the optical tracker. The intrinsic parameters were slightly different than
the parameters specified by the manufacturer in the calibration files. This difference
can be explained by the fact that in the present study, calibration is limited because
the checkerboard was not IR-reflecting.

The explained method is robust, repeatable and cheap. The simulation can be
used to generate relevant information that aids in improving the performance of
the system. The result can even be used to optimize conventionally used reference
frames. Currently, instruments used in IGS often contain three or four markers,
distributed in one plane. This is an unwanted condition since the performance can
be optimized using a wider distribution. It is, however, possible that manufacturers
produce the DRFs deliberately in one plane to limit the chance of markers occluding
each other in the line-of-sight of the tracker.

The MCA can be extended by adding more restrictions, for example by assigning
the marker locations in only one plane, or limit the orientation of the DRF with
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respect to the cameras. It is also possible to investigate the effect of the marker
placement on the probability of markers being occluded by each other. For this, the
distance between the projected points on the 2D-camera images can be evaluated
to assess whether two markers overlap.

Optimal marker configurations for three, four and five markers were investigated
using a virtual DRF. For clinical use, it is assumed that four markers are more
favorable than five markers. For optimal results, the optimal DRF would have
dimensions of around 20 cm. This size, however, is unusable in clinical practice,
hence the size of the DRF was reduced to around 7.5 cm. For clinical use, the advice
is to use a DRF with a nonlinear configuration, at least four markers and with a size
between 5 and 10 cm, depending on the clinical application. The ’optimal’ DRF
determined by the MCA satisfied these requirements and will therefore be used for
evaluation of an object-oriented navigation system in the next sections.
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Chapter 3

Different conditions and accuracy

Several conditions can influence the accuracy of an optical navigation system. It
is important to identify these sources of errors such that this information can be
incorporated in the development of clinical applications. A known source of error
is the temperature of the tracker. Due to the warming of the electronic compon-
ents, the intrinsic parameters of the cameras change, introducing a shift in marker
localization [59, 97, 98]. Over time, a turned-on optical navigation system produces
heat. In the tracker, infrared (IR) light is emitted to illuminate the retroreflective
markers. This process and the power supply for electronic components add up to
the heating of the device [97]. Deviations of up to 0.7 mm were seen between a cold
and a warmed-up tracker [98]. Camera calibration, therefore, always needs to be
done after the temperature of the device reached its equilibrium. This, however, can
lead to inaccurate tracking in the first 15 to 30 minutes after the device is turned
on.

Another potential error in optical tracking is introduced by filtering of the meas-
ured data. In the application programming interface (API) of the PST Base optical
tracker, three filter settings can be adjusted to reduce jitter. Both position and
orientation can be filtered using a slider bar ranging from 0 to 1. Application of
these filters might improve the workability of the system, but it is unknown what
the influence on accuracy is. Since the tracker will be used in the OON system, it
is important to know the influence of the filters on the performance of the tracker.
The manufacturer of the system advises to use a filter setting of 0.8.

A third error influencing the accuracy is introduced along the axis away from
the tracker, the z-direction [63, 97–99]. This is, however, dependent on the design
of the tracker. The angle and space between two cameras are important elements.
A larger angle and more space between the cameras reduces the error in the z-
direction [97, 98]. Furthermore, inaccuracies might increase near the limits of the
field of view in x- and y-direction [63]. These errors can be related to radial distortion
and errors in the calibration parameters [52].

Accuracy measurements are often analyzed after implementation of trackers in
a clinical application, which is regarded as the target registration error [100–103].
Methods which determine the performance of the optical tracking system alone rely
on comparison with a ground truth. Khadem et al. compared five different tracking
machines by positioning a DRF on a linear testing apparatus (LTA) [52]. Wiles et al.
used a coordinate measurement system (CMM) on which a DRF was mounted [63].
In these studies, the position measured by the tracking system was compared to the
position of the LTA or CMM to determine the accuracy of the system.

Since optimal circumstances for the optical tracker will result in better overall
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accuracy in a navigation system, it is important to investigate what these optimal
circumstances are. Therefore, the influences of the described conditions on accuracy
were evaluated in this chapter by comparing it with the ground truth, a milling
machine. DRF locations measured by the tracker were compared with reference
coordinates. The warming up effect, different filter settings and different locations
of the dynamic reference frame (DRF) with respect to the tracker were evaluated.
This research will answer the second sub-question: What is the influence of different
conditions on the accuracy of the tracker?

3.1 Methods and Materials

3.1.1 Measurement setup

In the following experiments, the optimal DRF was mounted on a milling machine
having an accuracy of 0.05 mm to compare measurements of the tracker with a
preprogrammed path (Figure 3.1). For evaluating the warming up and different
filter settings, the path was programmed within a motion volume of 20 x 10 x 20
cm. The machine stopped for 2 seconds at 27 locations, further denoted as the
reference coordinates (Figure 3.1a). Every location in the path was visited three
times. For evaluation of the influence of the location of the DRF in the trackers
field of view (FOV), reference coordinates in a larger volume (50 x 10 x 50 cm)
were used (Figure 3.1b). This time, the machine stopped at 272 positions and each
location was visited twice.

In the experiments, the orientation used in Figure 3.1a and 3.1b was used to
express the axis. Distance between tracker and the center of the motion volume
was 90 cm (z-direction) and 19 cm (y-direction). The actual measurement setup is
shown in Figure 3.2. In all experiments, the location of the DRFs was tracked using
the optical tracker and data was saved with 120 Hz. No filtering was applied during
the acquisition.

Measurement data was imported in Matlab and the measured locations of the
DRF were obtained. For each location, 150 data samples were used to calculate the
averaged position of the DRF.

3.1.2 Warming up of tracker

For comparing a cold and warmed-up optical tracker, measurements were first per-
formed with a cold tracker. The measurement was finished after approximately 7.5
minutes. After warming-up time of 30 minutes was reached, the other experiment
was performed. To determine a shift between both measurements, the measured
coordinates before and after warming up were subtracted.

To determine a shift in marker location during warming-up time, two DRFs,
further denoted as DRF1 and DRF2, were positioned in the center of the FOV of
the tracker at a fixed distance of 50 cm. Tracker and DRFs were fixated and did
not move during approximately 30 minutes of data acquisition to create a static
environment. Data was saved and analyzed to determine whether the measured
position of the DRFs shifts during warming up. For better representation of the
data, the difference between coordinates of the two DRFs was standardized by:

ps = p−
∑n

i=1 pi

n
, (3.1)
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(a)

(b)

Figure 3.1: Measurement setup to test performance the with corresponding
axis and dimensions. The optical tracker is shown in red, the reference
locations / coordinates in the volume are shown as blue spheres. a) Setup
used to investigate the influence on accuracy for warming up and different
filter settings. b) Setup used to investigate the influence on accuracy for
different DRF locations with respect to the tracker.

Figure 3.2: Optical tracker and milling machine. The DRF mounted on
the milling machine followed a preprogrammed path as the optical tracker
tracked the location of the DRF.
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with p being the x-, y- or z-value to be standardized, ps the standardized x-, y- or
z-value and n the number of values in the data p.

3.1.3 Filter settings

The influence of the built-in filters in the optical tracker was tested by performing the
same measurements as described in Section 3.1.2, however, with different filtering
settings. First, measurements were performed with all filters off. In the second and
third condition, position and orientation filters were turned on with values of 0.8
and 1, respectively.

To evaluate the influence of the filters, the trackers’ coordinate system was
aligned with the milling machines’ coordinate system using the Procrustes algorithm
(Appendix B) [95, 96]. The input in this algorithm was the reference coordinates
of the milling machine and the corresponding measurements of the optical tracker.
Distance differences between aligned measured coordinates and the reference co-
ordinates were calculated to evaluate the performance of the different conditions.

3.1.4 Location of DRF in the field of view

For analyzing the influence of the position of the optimal DRF in the FOV of the
tracker, the extended path was used (Figure 3.1b). The distance difference between
measured and reference coordinates was calculated as in Section 3.1.3.

Since the measurements were compared to the ground truth, the milling machine,
this gave an indication about the trueness of the system. To evaluate the precision,
the difference between two measurements at the same location was calculated by
subtracting the measured coordinates measured in both rounds.

3.1.5 Statistical analysis

For the experiments with the different filter conditions, it was evaluated whether
the measurements were significantly different. The Anderson-Darling test was used
with a significance level of 0.05 [104]. If the hypothesis of this test was accepted,
the Euclidean distance was assumed to be normally distributed and a paired t-test
was used to compare the differences between the conditions [105]. If the hypothesis
of the normal distribution for the data was rejected, the Wilcoxon signed rank
tests was used to determine whether the found differences in the experiment where
significant [106]. These tests were performed using a significance level of 0.05, to
reject the hypothesis that the mean Euclidean distances between two experiments
is not different.

3.2 Results

3.2.1 Warming up of tracker

The difference between the locations measured with a warmed-up and cold device
is summarized in Table 3.1 and Appendix C (Figure C.3). The mean absolute error
between marker locations in the x- and y-direction was 0.08 mm (sd = 0.0352) and
0.07 mm (sd = 0.0698), respectively. In the z-direction, away from the tracker, the
mean absolute error was 0.32 mm (sd = 0.1182).
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The results from the experiment in the static situation are visualized in Figure 3.3,
showing the values of x-, y- and z-coordinates during warming up. The difference
between the start and the end of the measurement in the x- and y-direction was 0.02
and 0.14 mm, respectively. The shift in z-direction was larger, with a magnitude of
0.34 mm. The location shift stopped after around 25 minutes. The graph in Figure
3.3a visualizes the jitter generated by the tracker. Jitter in x-, y- and z-direction
was 0.01, 0.02 and 0.03 mm, respectively.

(a)

(b)

Figure 3.3: Influence of warming up on performance. a) Both tracker and
DRFs were kept in a static position during warming up of the device. A shift
of the standardized DRF position is seen in the x-, y- and z-direction. Band-
width of the plots show the effect of the jitter. b) Standardized difference
between location of DRF1 and DRF2 in all directions.

The shift of both DRFs relative to each other was determined by calculating the
difference between the coordinates of both frames. The standardized difference is
visualized for the different directions in Figure 3.3b. Shifts of the frames with respect
to each other were seen, however, they all were below 0.05 mm.

Table 3.1: Influence of warming-up of the optical tracker on performance.
Absolute difference between coordinates measured by a cold and warmed-up
optical tracker are reported.

Mean error Max. error
+− sd (mm) (mm)

X-direction 0.08 +− 0.0352 0.15
Y-direction 0.07 +− 0.0698 0.23
Z-direction 0.32 +− 0.1182 0.65
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3.2.2 Filter settings

The results of the filter settings are visualized in Table 3.2 and Appendix C (Figure
C.4). The mean Euclidean distance for the situation without filtering was 1.40 mm
(sd = 0.66). A filter of 0.8 and 1 resulted in a mean error of 1.39 mm (sd = 0.65)
and 1.98 mm (sd = 0.50), respectively.

The Wilcoxon signed rank tests was used as the Euclidean distances of the meas-
urements in the experiments were tested to be not normally distributed. No signi-
ficant differences were found between applying a filter of 0.8 or no filter (p = 0.207).
Significant difference were found between the measurements with no filter or a filter
of 0.8 and measurements with a filter of 1 (p < 0.001).

Table 3.2: Influence of different filter settings on tracker performance. Mean
and maximal Euclidean distances between measured and reference coordin-
ates are reported.

Mean Euclidean Max. Euclidean
distance +− sd (mm) distance (mm)

Filter = 0 1.40 +− 0.66 2.35
Filter = 0.8 1.39 +− 0.65 2.38
Filter = 1 1.98 +− 0.50 2.93

3.2.3 Location of DRF in the field of view

To evaluate the trueness of the navigation system in different directions, the track-
ers’ measurements were subtracted from the reference coordinates. The mean and
highest values for the Euclidean distance and the absolute difference in x-, y- and
z-direction are summarized in Table 3.3 and Appendix C (Figure C.5). Mean errors
in x- and y-direction were 0.39 mm (sd = 0.30) and 0.39 mm (sd = 0.26), respect-
ively, whereas the error in the z-direction was 5.18 mm (sd = 2.44). The maximal
reported Euclidean distance was 8.94 mm. The errors seen in this experiment are
mainly due to the large inaccuracy in the z-direction, clearly shown in Figure 3.4.

The precision of the system was calculated by subtracting the coordinates from
the first and second measurements of all 272 locations (Table 3.3 and Appendix C
(Figure C.6). Mean difference was 0.01 mm (sd = 0.01) in the x-direction, 0.02 mm
(sd = 0.01) in the y-direction and 0.04 mm (sd = 0.03) in the z-direction. Mean
Euclidean distance for the precision was 0.06 mm (sd = 0.03), with a maximal error
of 0.32 mm.

3.3 Discussion

The performance of the tracker was investigated under different conditions. The
evaluated conditions were the warming up of the tracker, different filter settings and
the distance between DRF and tracker. The results of these experiments provided
essential information that can be used to optimize the use of the tracker in a clinical
setting.
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Table 3.3: Trueness and precision of the optical tracker, expressed as mean
and highest errors.

Trueness Precision

Mean error Max. error Mean error Max. error
+− sd (mm) (mm) +− sd (mm) (mm)

X-direction 0.39 +− 0.30 1.52 0.01 +− 0.01 0.08
Y-direction 0.39 +− 0.26 0.92 0.02 +− 0.01 0.04
Z-direction 5.18 +− 2.44 8.93 0.04 +− 0.03 0.32
Euclidean distance 5.26 +− 2.36 8.94 0.06 +− 0.03 0.32

(a)

(b)

Figure 3.4: Influence of DRF location on performance. Distribution of
the Euclidean distances in the measurement volume at the location of the
DRF, indicated as blue circles. A larger circle represents a larger Euclidean
distance. The close up shows the errors in the corresponding directions. a)
Top view (x-z plane) b) Side view (y-z plane)
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Warming up of optical tracker

Results of the first experiment showed a shift in DRF location during warming up
of the device in the first 25 minutes. Measurements before and after warming up
showed a positional drift of 0.32 mm for the z-direction. A DRF in a static position
with respect to the tracker underwent a shift of the same magnitude in the z-direction
(0.34 mm), during warming up of the tracker. These results are in accordance with
literature. Trübswetter et al. reported a positional deviation of 0.7 mm during
warming up, but noted a difference in shift between different trackers [98]. The shift
between two different DRFs (< 0.05 mm) was small in relation with the jitter of
approximately 0.03 mm.

For optimal performance, it is advised to wait at least 30 minutes after turning
the tracking device on. The time causes the tracker to reach its thermal equilibrium.
Afterwards, no large shifts due to temperature change are expected. The shift was
almost equal for two different DRFs close to each other. Hence, the assumption can
be made that warming up will not influence the relative tracking accuracy within
the coordinate system of the tracking system.

Filter settings

Significant differences were seen in measurements when different filter settings were
used. If the filters were maximal, the error was significantly higher than when no
filter was applied. A filter value of 0.8 did not show a significant difference with
applying no filter. These results show that it is possible to use the advised 0.8
filter value for tracking DRFs. This will improve the usability of the system as it
reduces jitter. This will eventually improve the quality of the OON system as it is
unpleasant when this jitter is seen during movement of the visualized objects. It is
advised not to use the filter setting of 1 as this can yield to a significant reduction
in performance.

DRF location

The results for the positioning of the DRF at different locations in a measurement
volume of 50 x 50 x 10 cm showed errors up to 8.9 mm. These errors were mainly
due to large inaccuracies in the z-direction. Whereas the mean absolute distance
between the measured and programmed position in x- and y-direction was 0.39 mm,
the error was 5.18 mm in the z-direction. The found error in the z-direction can
cause dangerous situations if this error will propagate in clinical applications.

The accuracy dependency in the z-direction is described by literature [63]. How-
ever, errors of this magnitude were not reported as mean errors lower than 0.5 mm
were found [52,63]. A RMS of 0.5 mm or lower was specified by the manufacturer of
the optical tracker. Because of these facts, the large deviations in the current study
were therefore not expected. It is difficult to explain what introduced this error, but
testing more (different) trackers will provide information whether the findings are
an exception.

The inaccuracy in the z-direction can be solved using different approaches. First,
as the design of a tracker contributes for a large part to the error in the z-direction,
it must be evaluated if trackers with more distance between both cameras are more
accurate. Another solution is to use two combined tracking devices rotated 90◦ in
the x-z plane. This setup can probably combine the high accuracy in the x- and
y-direction of both trackers, resulting in a more reliable navigation environment.
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Lastly, to compensate for the inaccuracy in the z-direction it must be investigated
whether use of error correction improves results. Several error correction methods
are described by Kindratenko et al. [107]. The correction is realized by comparing
measurements with an accurate ground truth and compensating for the difference
between both measurements [108].

Contrary to the low trueness, the precision of the optical tracker was high. Every
location was measured twice, with a maximal deviation of 0.32 mm. The mean
deviation between both measurements was below 0.05 mm in x-, y- and z-direction.
This proves that the tracker is able to highly reproduce measurements.

It can be concluded that the performance of the tracker was influenced by the
warming up of the device. Furthermore, errors were significantly higher when a
filter of 1 were used, compared to 0.8 or 0. For optimal performance, a filter of 0.8
can be used. This filter reduces jitter but does not significantly affect performance.
These considerations have to be taken into account when the tracker will be used
for further evaluation.

Measured precision of the tracker was high, however, the trueness was low. The
accuracy in clinical applications needs to be far below the maximal error of 9 mm
found in this study. Therefore, it must be evaluated whether other, clinically imple-
mented trackers show the same deviations. It must also be investigated how the low
accuracy of the tracker will influence the accuracy of the OON system in potential
clinical applications.
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Chapter 4

Object-oriented navigation

Unstable pelvic fractures are generally treated by open reduction and internal fixa-
tion (Figure 1.3b) [26]. This surgical approach results in a direct view on the fracture
site. In this way, the fracture site can be cleaned and the quality of reduction can
be assessed during surgery. However, the approach is often accompanied by high
blood loss [26]. To tackle this problem, surgical navigation has been introduced to
stabilize pelvic fractures in a minimal invasive way [75, 109]. With this approach,
percutaneous screws can be planned preoperatively and the specialist is guided intra-
operatively to place the screws according to the surgical plan (Figure 1.3c). This
method makes closed reduction and internal fixation possible, reducing blood loss
and improving surgical outcome [33, 45]. In heavily displaced fractures, however,
this method is limited as it does not guide the reduction of the fragments [33,75]. In
both open reduction and in minimal invasive surgery, fluoroscopic images are used
to deduce whether the desired reduction is achieved [75,76,109]. As the anatomy of
an impaired pelvic ring is complex, it is difficult to adequately assess the quality of
the reposition using these 2D images [36].

A possible solution to this problem is the use of object-oriented navigation
(OON). This technique facilitates tracking of separate objects [76,110]. The spatial
relation of the objects is displayed using virtual 3D models of the physical objects.
In this way, separate bone fragments can be monitored without making large surgical
incisions [76]. Using the displayed 3D information, the reduction can be evaluated
real-time [76]. As OON can facilitate minimal invasive surgery, it can potentially
reduce blood loss, improve surgical outcome and provide improved intra-operative
evaluation of the reduction [33, 45, 76, 110]. Furthermore, OON enables to trans-
late the preoperative plan to the patient. This is another advantage as the only
currently available method to translate the preoperative plan to the surgical site is
the use of patient-specific prebended fixation plates [34, 39]. The plates guides the
specialist in some extent, however, the guidance for fragment reduction in complex
pelvic surgery is doubtful and the procedure requires open reduction [111].

Several implementations of OON for fracture reduction are described. Joskowic
et al. used the technique to guide reduction of fractures in long bones [110]. Dagnino
et al. combined OON with a robot system to guide the robot in reduction of articular
fractures [76]. Chen et al applied the method for pelvic surgery, tracking a 3D
printed implant to replace a resected iliac wing [45]. In their approach, tracking of
both patient and implant made it possible to bring the implant to the resected part
of the pelvis [45].

These examples showed the potential of OON. The OON technique can solve the
shortcomings in the current pelvic fracture treatment and it must be investigated
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whether it can be used to reduce unstable, displaced pelvic fractures. A correct
implementation of OON will be an adequate guidance for the specialist in minimal
invasive surgery. Eventually, it can lead to reduced blood loss and surgery time,
improved patient outcome and better healthcare.

In the current chapter, the development of an OON system that can eventually be
used to improve fracture repair is described. In addition, the accuracy of the system
is evaluated under optimal conditions. The present study will provide an answer to
the third sub-question: What is the accuracy of object-oriented navigation?

4.1 Methods and Materials

4.1.1 Object-oriented navigation system

The PST Base was used for object tracking in the 3D space. Using the device, it was
possible to train / create new objects with four or more retroreflective markers. The
locations of the markers in trained objects were exported and denoted as ptracker.

Unity (Unity Technologies, San Francisco, USA), a game engine was used for
the visualization of 3D models of tracked objects. This software package enables
scripting in C# and javascript and facilitates to build applications for virtual and
augmented reality devices. Virtual 3D models of tracked objects were imported in
Unity using the stereolithography format. The locations of the markers with respect
to these 3D models were denoted as pUNITY. Using a custom made C# script,
tracking data from the optical tracker was imported in the Unity game engine with
120 Hz.

Objects can be trained with the software of the optical tracker, giving the objects
get their own position and orientation in the coordinate system of the tracker. To
bring the objects in the right position and orientation in the Unity coordinate system
(UCS), the imported 3D models were transformed to this UCS. The transformation
was realized by using the Procrustes algorithm, finding the transformation matrix
from the trackers’ coordinate system to the UCS, UNITYTtracker (Appendix B) [95].
A C# script calculated UNITYTtracker for each object using ptracker and pUNITY and
transformed the objects correctly in the UCS.

The position of the imported models relatively to each other was representing the
planned situation. During tracking of objects, visual feedback was given by means
of the color of the tracked virtual object. If the tracked object enclosed the planned
position the color changed from red to green.

4.1.2 The tight-fit experiment

To evaluate the accuracy the object-oriented navigation system, an optimal situ-
ation was created: the ’tight-fit’ experiment. This optimal situation consists of a
polyhedral (cube with two attached triangles) and a board, which were both tracked.
The polyhedral will be referred to as the cube. The cube fits tightly into 16 pre-
defined positions on the board (Figure 4.1). A connection was designed on the cube
to enable mounting of the optimal DRF as determined by the Monte Carlo analysis
in Chapter 2 (Figure 4.1b). The cube and board were designed in SolidWorks with
accurate dimensions and exactly known marker locations and 3D-printed at Oceanz
(Oceanz, Ede, Netherlands), using the SLS printing technique.

The 3D models of cubes at the 16 tight-fitting positions in the board and the
board itself were imported in Unity. The 16 virtual models of the cube at the correct
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positions represented the planned position in the virtual world. The coordinates of
the markers on both the cube and board, pUNITY, were used together with ptracker

to calculate the transformation UNITYTtracker.
During tracking, the physical cube was positioned successively in the tracked

board at the 16 planned positions. As the cube fitted tightly in the board at these
locations, the physical cube was placed at the planned position (Figure 4.2). In the
ideal situation with a perfect navigation system, this will position the virtual tracked
object exactly at the planned location. In the real world, however, a discrepancy
will arise due to imperfections of the setup. The magnitude of this discrepancy was
calculated by subtracting the position and orientation of the tracked virtual cube
from the position and orientation of the cube at the exact planned location. This
error was a measure of the accuracy of the system.

For the evaluation of the trueness of the OON system, 10 measurements were
performed for the cube at the 16 planned positions. Two rounds of measurements
were performed, yielding a total of 320 measurements. The measurements were
performed approximately 1 meter away from the tracker. The experiment will be
further recognized as tight-fit, since the objects were placed in tight-fitting positions.

(a) Board with aligned cubes (b) Cube with DRF

Figure 4.1: 3D objects (board and cube) designed in SolidWorks for evalu-
ating performance of the object-oriented navigation system. Dimensions of
the board are 30 x 20 x 1 cm. The cubes with the attached triangles has
outer dimensions of 4 x 3 x 3 cm. In SolidWorks, the cube was virtually
aligned with specific locations on the board. In this figure, the cubes are
shown at tight-fitting (green) and loose-fitting (gray) positions.

4.1.3 The loose-fit experiment

In addition to the tight-fit experiment, a loose-fit experiment was performed. The
goal of the loose-fit experiment was to verify the accuracy of object placement in-
cluding the error of manual (human) positioning of the cube on the board.

In this experiment, the cube was placed on 21 selected loose-fitting positions
(Figure 4.1). Contrary to the tight-fit positions, the design of the board does not
restrict movement of the cube at these locations. The cube was placed at the
planned position relying on the information of the OON system displayed on the
monitor, hence no visual or haptic feedback from the real world was used. The only
restriction was that the cube had to be placed on the board, limiting freedom in
the gravitational direction. The difference between the virtual tracked cube and the
planned position was calculated as described in Section 4.1.2.
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(a) (b)

(c) (d)

Figure 4.2: Example of Object-oriented navigation. The board and cube
are tracked by the optical tracker using retroreflective markers. a-c) Unity
environment with the virtual models of the board and cube. The gray cube
represents the planned position (tight-fit) and moves along with the board.
The tracked virtual cube is brought to the planned position and changes
color as it moves to the planned position. d) Object-oriented navigation
displayed on the monitor. The physical cube is positioned at the correct
position, which is displayed by the green color of the virtual cube on the
monitor.

Because human errors were evaluated in the current section, the measurements were
performed by two different observers (2 rounds), observer 1 and observer 2. Both
observers placed the cubes at the planned positions such that two rounds of meas-
urements were performed, leading to a total 420 measurements. This experiment
will be further recognized as loose-fitting, since the objects were placed with five
degrees of freedom.

4.1.4 Statistical analysis

The deviations between tracked cube and the planned position were calculated for
both experiments. To evaluate the difference between measurements of the two
observers in the loose-fitting experiment, mean Euclidean distance for each position
was reported. Using the same tests as in Chapter 3, it was evaluated whether
measurements differed significantly. The Anderson-Darling test was used to evaluate
the distribution and the paired t-test or the Wilcoxon signed rank tests were used
to evaluate whether a difference between both rounds was significant [104–106].
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4.2 Results

4.2.1 The tight-fit experiment

The results of the differences in rotation and position for the tight-fitting cubes
in both rounds are reported in Table 4.1 and summarized in Appendix C (Figure
C.7 and C.8). The results showed a maximal difference of 1 mm in the Euclidean
distance. Mean deviations were 0.32, 0.38 and 0.21 mm for the x-, y- and z-direction,
respectively and 0.6 mm for the Euclidean distance. Maximal deviation between the
angles of tracked object and the planned object was 1.8◦.

The mean Euclidean distances for the first and second round in this experiment
were 0.61 mm (sd = 0.20) and 0.6 mm (sd = 0.12), respectively.

Table 4.1: Accuracy of object-oriented navigation. Absolute difference in
position and rotation between tracked and planned cube in the tight-fit
experiment.

Mean error Max. error
+− sd (mm) (mm)

X-direction 0.32 +− 0.19 0.78
Y-direction 0.38 +− 0.22 0.84
Z-direction 0.21 +− 0.13 0.59
Euclidean distance 0.60 +− 0.16 0.98

Mean error Max. error
+− sd (deg) (deg)

X-angle 0.64 +− 0.40 1.8
Y-angle 0.37 +− 0.31 1.2
Z-angle 0.61 +− 0.17 0.9

4.2.2 The loose-fit experiment

The results of placing objects at 21 loose-fitting positions using the object-oriented
navigation environment are displayed in Table 4.2 and summarized in Appendix
C (Figure C.9 and C.10). The results show a mean Euclidean distance between
virtual tracked object and planned position of 0.70 mm (sd = 0.44). The maximal
measured error was just below 2 mm (1.96 mm), the maximal angular deviation
was 2.34◦. The mean Euclidean distance for observer 1 was 0.71 mm and 0.68 mm
for observer 2. The measured deviations did not show significant difference between
both observers (p = 0.79).

4.3 Discussion

A newly developed object-oriented navigation system was explored in the present
study. Object-oriented navigation techniques can be beneficial to the specialist in
fracture reduction as the complex pelvic anatomy can be displayed in 3D. Compared
to conventional 2D navigation, tracking and visualizing of 3D objects can potentially
provide better monitoring in fracture reduction [21,43,75,112,113].
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Table 4.2: Accuracy of object placement using OON. Absolute difference
in position and rotation between tracked and planned cube in the loose-fit
experiment.

Mean error Max. error
+− sd (mm) (mm)

X-direction 0.34 +− 0.36 1.90
Y-direction 0.37 +− 0.27 1.18
Z-direction 0.34 +− 0.33 1.68
Euclidean distance 0.70 +− 0.44 1.96

Mean error Max. error
+− sd (deg) (deg)

X-angle 0.36 +− 0.32 1.77
Y-angle 0.53 +− 0.41 2.34
Z-angle 0.40 +− 0.29 1.06

To realize OON for pelvic fracture reduction, a system was developed to track 3D
objects. Tight and loose-fit experiments were performed to assess the accuracy of
the system itself and the accuracy when it is used as guidance to place objects. The
loose-fit experiment mimicked the use of OON to realize a preoperative plan in an
optimal situation.

Tight-fit experiment

The result of the tight-fit experiment reported small deviations between position of
the virtual tracked cube and the planned position when the cube was placed tightly
in the board. The results proved that it was possible to bring two objects together
according to a predefined plan with errors below 1 mm and a mean error of 0.60
mm.

The data of the first round in the tight-fit experiment was compared with the
data of the second round. This enabled to assess the reproducibility of the object
placement. The mean difference between the Euclidean distances of both rounds
(0.60 and 0.61 mm) was small.

From the results it can be concluded that when an object is placed at the correct
position, the navigation system will reproduce this position with a mean deviation
of 0.60 mm. This information can be used to assume that when an object will be
placed correctly according to the navigation system, the mean deviation from the
actual planned position will also be approximately 0.60 mm.

Loose-fit experiment

The loose-fit experiment was performed to assess the usefulness of the OON system,
as the system will be used to guide the user in placing two or more objects at a
planned position. This experiment introduced a manual error of the user placing
the cube using the virtually displayed content. Planned positions of the cube on
the board and the tracked cube were virtually displayed and was used as the only
guidance.
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Even with the introduction of the human error, mean Euclidean distances between
planned and tracked cube was 0.7 mm. This was only a small increase compared to
the 0.6 mm measured in tight-fit experiment. Measured deviations did not differ sig-
nificantly between two observers (p = 0.79). The results of the loose-fit experiment
show that when the guidance of the OON system is used, objects can be placed at
the correct position with high accuracy.

In the current study, the system was tested under optimal conditions. The only
discrepancy between the virtual and the physical objects was the inaccuracy of the
printing process. The manufacturer of the 3D-prints (Oceanz) verified that the
deviation for a product of 150 mm was around 0.15 mm. This is in accordance
with the accuracy described in literature, with accuracies ranging from 0.1 to 0.3
mm [114]. The objects were placed tightly at the deepened positions, making this
error negligible.

In a clinical setting, however, 3D models will be generated using patient data
introducing additional errors to the OON system. Errors will also be introduced by
the detection of markers in the patient data. Therefore, to reach high accuracy in a
clinical setting, high quality scans, good registration methods and correctly fixated
DRFs are required.

The PST base tracker has been utilized before in a study under less optimal
circumstances. The aim of that study was in vitro implant placement in dental
models using image guidance. The position of the implants after placement was
compared with a planned position, and mean deviations of 0.82 mm were found.
Mean angular deviation of the implants was 1.67◦ [115]. These errors are slightly
larger than the results found in the current study which can be explained by the fact
that the burring introduced a larger human error and CBCT scans were incorporated
in the study.

The discrepancy between the high accuracy found in this chapter and the low
accuracy seen by comparing it with the milling machine raises questions. It was
expected that the inaccuracy of the tracker in the z-direction influences the accuracy
in the tight and loose-fit experiments. The high accuracy in this chapter can be
explained by the fact that the board and cube were placed at approximately the same
distance with respect to the tracker (in the same x-y plane of the tracker). This was
necessary, as occlusion of markers occurred when the board was placed in the x-z or
y-z plane. Another explanation for the high accuracy in these experiments is the high
precision of the tracker as investigated in Chapter 3. Relative positions of objects
close to each other can therefore be determined accurately. These considerations
can explain the discrepancy between the errors in the experiment with the milling
machine and the errors in the tight and loose-fit experiments.

At some positions of the cube on the board, occlusion of the retroreflective
markers from the cube and / or board was seen on one or both of the camera images
(Figure 4.3). This led to improper or interrupted tracking. To solve this, the board
was rotated to eliminate the occlusion. The error introduced by occlusion was also
reported by Gundle et al. [99]. For further development of the navigation system,
it is wise to take the occlusion of markers into account. A possible solution can be
to place DRFs with appropriate distance between each other or request the number
of visible markers from the optical tracker during runtime. If the number is smaller
than the used number of markers, the user must be warned such that the tracker
position can be adjusted.

It can be concluded that the developed software platform can be used to accurately



40 CHAPTER 4. OBJECT-ORIENTED NAVIGATION

Figure 4.3: Occlusion of markers. Two markers mounted on the cube (white
arrow) are occluded in the left image.

bring two objects to each other according to a predefined plan. Using the guidance
on the monitor, objects were placed with a mean deviation of 0.7 mm from the
planned position. The maximal error was below the required accuracy of 2 mm
needed in pelvic fracture reduction, however, the system was tested under optimal
conditions. The results are encouraging to use the OON system in preclinical situ-
ations mimicking the situation in pelvic fracture treatment. Using a more clinical
setup, for example by the use of sawbone models, animal studies or human remains,
the OON system can be further evaluated. After fracture reduction and fixation
is realized in these models, the end result can be assessed by comparing the situ-
ation in the postoperative CT scan with the surgical plan. This will provide more
information on the applicability of OON in pelvic fracture reduction.



Chapter 5

Object-oriented navigation using
AR

Conventional image-guided surgery (IGS) uses a physical monitor to display the
spatial information of tracked instruments in relation to the patient image data [79].
This display method diverts the focus of the surgeon from the surgical field to
the monitor which can potentially cause dangerous situations. Furthermore, the
necessary hand-eye coordination requires a steep learning curve [79]. In the ideal
situation, both the patient and the information of the navigation system are merged.
This removes the need for switching between the patient and the monitor, which
can have a positive impact on the surgical results [116]. Embedding augmented
reality (AR) in image-guided surgery can be the solution for the described prob-
lem [117]. Using AR the information of the navigation system can be projected on
the patient. Several applications that combine AR and surgical navigation are de-
scribed [71, 79, 81, 82, 118–120]. Differences in visualization, registration algorithms
and projection methods for AR are reported to overcome a variety of clinical prob-
lems [47]. Different devices to achieve the projection include; virtual microscope,
light field display, tablet display and video projectors [47]. However, head mounted
devices (HMD) are most preferred since they render the virtual object with depth
information [116].

Consequently, the use of HMDs is widely described for realization of a mixed
reality setting for IGS [74, 78, 81, 101, 111, 121, 122]. A HMD allows the surgeon to
move freely with respect to the patient and still see the information of the navigation
system projected on the patient [81]. To determine the position of the user wearing
the HMD with respect to the patient, the HMD must be tracked. Different methods
are described to track the HMD, but optical trackers are generally used [47].

A promising HMD is the recently introduced Microsoft HoloLens as it combines
several unique properties. First, the device renders high quality holograms in a
stereoscopic way using optical see-through displays [123]. Second, the build-in pro-
cessors facilitate the device to work untethered. Lastly, the device can be instructed
by voice commands and hand gestures enabling the specialist to intuitively adjust,
add or remove displayed information. This can solve the sterility problems present
in controlling conventional navigation systems [124].

Since the device is released in 2016, only a few medical applications actually
use the HoloLens. Hanna et al. used the HMD to correlate pathological images
with corresponding MR or CT data [125]. Slices from the medical image data were
projected over the resected tissue to determine the tumor location. Use of the
HoloLens proved to be beneficial and reduced procedure time. Morley et al. and
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Syed et al. used the HoloLens to render holograms of patient-specific anatomy and
reported that this 3D technique is going to be extensively used in both therapeutic
and diagnostic settings [83, 84]. To the best of the authors knowledge, literature
does not describe the combination of the HoloLens and IGS.

On the contrary, the HoloLens has been designated as a potential device to com-
bine IGS with augmented reality by several authors [126,127]. Literature states that
from the current available HMDs, the HoloLens is the best choice for implementing
AR in surgical interventions [128].

In the current study, the OON system was combined with the HoloLens to facilit-
ate projection of the virtual objects on the optically tracked physical objects (mixed
reality). This combination will provide a tool that can translate the preoperative
surgical plan and the real-time data of the IGS system to the patient. The study in
this chapter describes how the OON system is combined with the HoloLens to real-
ize an optimal mixed reality setting. The accuracy of the OON in this AR setting
and the performance of the overlay is assessed to answer the fourth sub-question:
What is the accuracy of object-oriented navigation in an augmented reality setting
and what is the error in merging virtual and real objects?

5.1 Methods and Materials

The HoloLens displays holograms with a frame rate of 60 Hz and is processed by
the Microsoft Holographic Processing Unit (HPU 1.0) and an Intel 32 bit processor
[123]. The 580 gram weighting device has a 64 GB Flash and 2 GB RAM memory.
The battery life of the device is about 2.5 to 3 hours. Together with the high
quality display of the holograms and handsfree controlling, spatial awareness using
IR technology is implemented in the HoloLens.

To combine the OON system with AR, the Unity platform was used to develop
and build applications on the HoloLens. The ’Holograpic Remoting Player’ (HRP)
application in Unity was used for the development of a HoloLens application. The
HRP application enables to stream content from a PC to the HoloLens in real-time.
During runtime, information from the OON system was transferred from the PC to
the HoloLens and the 3D models were rendered on the device in 3D. However, since
the HoloLens defines its own coordinate system, the virtual objects and the real
objects tracked in the coordinate system of the tracker were positioned at different
locations. Hence, a method was used to link both coordinate systems.

5.1.1 Linking coordinate systems of tracker and HoloLens

To determine the relation between the optical tracker and the HoloLens, the HoloLens
had to be tracked by the optical tracker. Therefore, a frame was designed that fits
on the HoloLens and enables mounting of DRFs with retroreflective markers (Figure
5.1). This frame was optically tracked to define the location of the HoloLens in the
coordinate system of the optical tracker.

To combine the OON system with AR, two different coordinate systems needed
to be into spatial alignment, the trackers’ and HoloLens’ coordinate system. This
was realized by finding HoloLens Ttracker, the transformation from the trackers’ to the
HoloLens’ coordinate system. To realize this, two transformations were calculated
by making use of an additional intermediate coordinate system, the frames’ co-
ordinate system (Figure 5.2a). The first transformation was realized by a built-in
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function in the API of the tracker, calculating frame Ttracker using the spatial relation
of the frame in the trackers’ coordinate system. This coordinate system has the
same origin and orientation as the tracked frame object. frame Ttracker was applied
to the tracked objects to express them in the frames’ coordinate system (Figure
5.2b,c).

The second transformation corrected for the discrepancy in spatial relation between
the frame and the HoloLens. This transformation from the frames’ coordinate sys-
tem to the HoloLens’ coordinate system, HoloLens Tframe, was determined by interact-
ively finding the best overlay of the virtual objects with the physical objects. This
transformation was applied to all tracked objects, which are then expressed in the
HoloLens’ coordinate system (Figure 5.2d).

In this way, the two transformations were applied to the tracked objects. This
resulted in the same transformation compared to applying the single transformation,
HoloLens Ttracker, because:

HoloLens Ttracker = HoloLens Tframe
frame Ttracker (5.1)

Since the frame was attached to the HoloLens, finding the optimal overlay of the
virtual and physical objects manually can be applied once. The transformation,
frame Ttracker, was dynamic and was therefore updated every frame.

Figure 5.1: The frame used to track the HoloLens. Using the retroreflective
markers attached to the frame, the position of the HoloLens was tracked by
the optical tracker.

5.1.2 The tight-fit experiment in the AR setting

To evaluate the accuracy of the OON system in an augmented reality setting, the
experiment described in Section 4.1.2 was repeated. The only modification in this
experiment was that the OON system was combined with the HoloLens as described
in Section 5.1.1 The cube was placed in the board at the 16 specified tight-fitting
locations and the difference between the tracked virtual cube and the planned posi-
tion was determined. A total of 320 measurements were performed, distributed over
two rounds of measurements.

5.1.3 The loose-fit experiment in the AR setting

An experiment comparable to the one described in Section 4.1.3 was performed
to test the accuracy of object placement at the 21 planned loose-fitting positions.
However, in this experiment the user relied only on the information displayed by the
HoloLens. Both the board and cube were tracked using the OON system, but only a
hologram of the cube at the planned position with respect to the board was rendered
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(a) Coordinate systems of the tracker
(white), frame (blue) and HoloLens
(red).

(b) Object 1 is expressed in the trackers’
coordinate system (black arrow). The
transformation, frame Ttracker (white ar-
row) is calculated using the spatial rela-
tion of the tracked frame.

(c) Transformation frame Ttracker is ap-
plied to object 1 (black arrow), which
is now expressed in the frames’ coordin-
ate system. HoloLens Tframe, transforms
objects from frames’ to HoloLens’ co-
ordinate system (white arrow).

(d) Transformation HoloLens Tframe (ob-
tained by manually overlaying virtual
with physical object) is applied to object
1, which is now expressed in the trackers’
coordinate system (black arrow).

Figure 5.2: Transformation of objects between coordinate systems.

by the HoloLens. The task was to place the real cube at the planned loose-fitting
position displayed by the hologram (Figure 5.3). Visual and haptic feedback were
limited, as described in Section 4.1.3. The spatial difference between the virtual
planned and the tracked cube was calculated to determine the accuracy of object
placement using augmented reality.

This experiment evaluated the inaccuracy introduced by the user to place the
object at the planned position. Therefore, the experiment was repeated two times
(two rounds) by two different observers, observer 1 and observer 2. The Euclidean
distances between tracked cube and its planned position for both observers were
calculated and compared.

5.1.4 Statistical analysis

The results were analyzed using the methods described in Section 4.1.2 and 4.1.3.
Furthermore, the difference in accuracy between OON with and without augmented
reality was evaluated by comparing the data with the results from Chapter 4. It was
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(a) (b)

(c)

Figure 5.3: Object-oriented navigation in the augmented reality setting
used as guidance to place objects. a) Tracked board and tracked cube. b)
The planned position of a cube is displayed by a hologram of the mesh of
the cube (green outline). c) The cube is placed at the planned position by
merging the virtual and physical object using the displayed hologram .

tested whether the differences between the measurements in the loose- and tight-
fitting experiments were significant by comparing the averaged Euclidean distance
for each measured location, using the tests described in Chapter 3.

5.2 Results

5.2.1 The tight-fit experiment in the AR setting

The difference between position and orientation of the tracked virtual cube and the
planned position in the 16 tight-fitting positions for both rounds are summarized in
Appendix C (Figure C.11 and C.12). The relevant mean and maximal values are
reported in Table 5.1. The mean Euclidean distance was 0.71 mm (sd = 0.24), with
a maximal error of 1.40 mm. Maximal rotational error was 2.5◦. Comparison of the
results for the two different rounds showed comparable mean Euclidean distances
(0.63 mm (sd = 0.17) and 0.79 mm (sd = 0.27), respectively).
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Table 5.1: Accuracy of OON in the AR setting. Absolute difference in
position and rotation between tracked and planned cube in the tight-fit
experiment.

Mean error Max. error
+− sd (mm) (mm)

X-direction 0.31 +− 0.24 1.02
Y-direction 0.46 +− 0.25 1.15
Z-direction 0.33 +− 0.18 0.79
Euclidean distance 0.71 +− 0.24 1.40

Mean error Max. error
+− sd (deg) (deg)

X-angle 0.48 +− 0.35 1.8
Y-angle 0.62 +− 0.56 2.5
Z-angle 0.64 +− 0.33 1.5

5.2.2 The loose-fit experiment in the AR setting

The results for object placement in the loose-fitting experiment using the guidance
from the HoloLens are summarized in Appendix C (Figure C.13 and C.14). The
relevant deviations are reported in Table 5.2. The mean Euclidean distance between
the position of the tracked cube and the planned position was 1.81 mm (sd = 0.68).
The maximal positional and angular deviation was 3.94 mm and 2.82◦.

Comparing the data of both observers, an overall mean Euclidean distance of 1.79
mm for observer 1 and 1.83 mm for observer 2 was seen. There was no significant
difference for object placement between both observers proven by the Wilcoxon
signed rank tests (p = 0.54).

Table 5.2: Accuracy of object placement using OON in the AR setting.
Absolute difference in position and rotation between tracked and planned
cube in the loose-fit experiment.

Mean error Max. error
+− sd (mm) (mm)

X-direction 0.84 +− 0.68 2.89
Y-direction 0.88 +− 0.29 1.66
Z-direction 1.08 +− 0.74 3.44
Euclidean distance 1.81 +− 0.68 3.94

Mean error Max. error
+− sd (deg) (deg)

X-angle 0.42 +− 0.30 1.26
Y-angle 0.77 +− 0.63 2.30
Z-angle 1.08 +− 0.64 2.82
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5.2.3 Comparison of results between experiments with and
without AR

The overall mean deviation between tracked cube and the planned position repor-
ted in the tight-fit experiment without AR was 0.60 mm (Table 4.1), whereas the
average difference in the experiment with AR was 0.71 mm (Table 5.1). The av-
erage Euclidean distance for all measured positions in both experiments were not
significantly different, proven with the Wilcoxon signed rank test (p = 0.10).

This comparison was repeated for the loose-fit experiments. Mean Euclidean
distance in placing objects using the OON system without AR was 0.70 mm (Table
4.2), whereas the use of OON with AR resulted in a mean Euclidean distance of
1.81 mm (Table 5.2). The difference was tested to be significantly different using
the Wilcoxon signed rank test (p < 0.001). This showed that objects were placed
significantly better in a setting without AR.

5.3 Discussion

Correct implementation of augmented reality in image guided surgery can improve
the guidance as it enables the user to keep focus on the surgical setting [116]. In
the current study, an OON system was combined with the HoloLens to create a
fundamental basis for this implementation. The combination with the HoloLens
realized guidance using OON in a mixed reality setting. The developed system
combined the high accuracy of the OON system with the advantage of the 3D
models being projected on the patient. The use of the HoloLens enabled a high
quality rendering by see-through displays and allowed intuitive sterile controlling.
The only addition for using the device in combination with OON was the use of a
frame. These advantages makes the HoloLens superior to the HMDs described in
other applications [45, 47,74,79,122,128,129].

The tight-fit experiment

The results showed that when an object was placed according to the plan in the
tight-fit experiment, the navigation system reported a mean deviation of 0.71 mm.
The results of the experiment in the AR setting showed an increase in error of 0.11
mm (from 0.6 to 0.71 mm (Table 4.1 and 5.1)) compared to the experiment without
AR.

This result showed that the navigation system was still able to accurately de-
tect the spatial relation of two objects when the OON system was combined with
the HoloLens. This is important since this spatial information was not used in
this evaluation but can be easily incorporated as additional guidance. In the next
chapter, this is realized by using a color indication based on the calculated differ-
ence between measured position and planned position. This additional information
can improve the guidance. As described in Chapter 4, the setup was under ideal
circumstances and it is thus expected that the clinical application error will increase
due to introduction of new errors.

The loose-fit experiment

In the loose-fit experiment, the guidance using the HoloLens resulted in deviations
up to 4 mm, with a mean Euclidean distance of 1.81 mm between actual and planned
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position (Table 5.2).
These errors were significantly higher compared to the loose-fit experiment without

the use augmented reality. This result was expected, as the calculated misplacement
was an addition of different errors which were not present in the situation without
AR.

The first error in the experiments with the guidance using AR is introduced by
finding the optimal overlay of virtual and physical objects to determine HoloLensTframe.
Secondly, an error was introduced by the occlusion of markers as described in
Chapter 4. A third error was introduced by jitter of the hologram adding up to
the overall error. Lastly, the large inaccuracy (8.9 mm over a distance of 50 cm) in
the z-direction of the tracker can influence the results. The distance between the
frame on the HoloLens and the board and cube was at least 20 cm. The inaccuracy
of the tracker can cause the holograms to be positioned incorrectly, impeding the
accuracy of the loose-fit experiment.

By improving the OON system combined with AR, the influence of the errors can
be reduced. To improve the system, it must be investigated whether more dedicated
techniques can be implemented to find HoloLensTframe. One possible method is the
use of stereo camera calibration at the start of a session [91]. By capturing a
checkerboard with the available camera in the HoloLens and the cameras in the
optical tracker, a transformation between both devices can be calculated. Another
possible method is the single point active alignment method [130]. This method
correlates coordinate systems by aligning a cursor in the HMD with a point in the
real world. This is repeated for a certain number of points at locations which are
known in the coordinate system of the tracker. This information is sufficient to align
the coordinate system of the tracker with the HMD [130].

The jitter of the holograms was introduced by the fact that the application ran
using the HRP application. This disabled the dedicated motion filtering which is
a key feature in the HoloLens. The problem will be solved when the application
is run from the HoloLens itself. This will activate the motion filtering and lead to
a stabilization of the holograms, improving the quality of the 3D rendering. The
improvement can be realized by directly streaming the data of the tracker to the
HoloLens.

The solutions for solving the marker occlusion problems were addressed in Chapter
4. The inaccuracy in the z-direction and the potential solutions has been discussed
in Chapter 3.

Another optimization can be realized by improving the visualization of the holo-
grams. In the OON system, the HoloLens displayed the wireframe of the virtual
cube. Literature describes different visualization methods for the 3D objects, and it
must be evaluated whether other display methods result in better performance [47].

Although the AR visualization can be improved, the mean error of 1.81 mm found
for the placement of objects is proven to be similar to errors found in literature.
Projection errors of the augmented data were reported ranging from 0.8 to 5 mm
[71,81,82,129,131].

It can be concluded that the presented method for OON in an augmented reality
setting can produce accurate results (mean error = 0.71 mm). The accuracy of the
system did not show a significant difference between a setup with or without AR.
However, object placement using AR guidance showed a significantly reduction in
performance compared to OON without using AR. Errors up to 4 mm were seen,
making the current guidance unusable in clinical practice. On the contrary, an
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advantage of the AR implementation was that the hand-eye coordination was not
impaired, which is the main reason a mixed reality setting is desired.

As the accuracy of the system was below the clinical relevant accuracy, the
guidance using the holograms should be improved before the step to a preclinical
setting can be made.
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Chapter 6

Embedding OON in the clinical
workflow

Figure 6.1: Overview of the pro-
posed clinical workflow for pelvic
fracture reduction using object-
oriented navigation.

In the previous chapters, the design and the per-
formance of the OON system is described. To
implement object-oriented navigation (OON) in
clinical practice, changes to the current clinical
workflow are required. For a safe implement-
ation of the developed system, different simu-
lations and tests should be performed. In this
chapter, a possible workflow is described to prove
that it is technically possible to use the de-
veloped OON system in clinical-like situations.
A sawbone model was used to simulate a patient
and a preoperative surgical plan was translated
to the sawbone model. An overview of the pro-
posed clinical workflow is summarized in Figure
6.1.

In this chapter, an overview is given to in-
dicate what tools are already available in the
current clinical setting or in literature. Further-
more, it is explored which additional steps are
proposed to bring OON into clinical practice.
The steps are supported with a simulation us-
ing a sawbone model of the pelvic ring.

6.1 Preoperative workflow

In the current workflow at Radboudumc, a dia-
gnostic CT scan is acquired in patient with a
suspected pelvic fracture. This scan is used to
evaluate the fracture pattern and determine the
treatment.

In the simulation with the pelvic sawbone
model, a Duverney type fracture was created by
sawing the left iliac wing of the model (Figure
6.2) [132]. The model was then scanned using the Siemens Artis Q ZeeGo CT
scan (Siemens Healthcare GmbH, Erlangen, Germany), available at the high-tech
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operation room (OR) at Radboudumc (Figure 6.3). This cone-beam CT (CBCT)
scanner has a high-end robot-assisted positioning capability. The obtained scan
imitated the diagnostic scan acquired in the current workflow.

(a) (b)

Figure 6.2: a) Duverney fracture of the iliac wing [133] b) Duverney fracture
in the sawbone model, after placement of DRFs on the right iliac wing and
right pubic tubercle.

In the proposed clinical workflow a virtual plan is required. Different methods for
virtual reduction are described in literature, however, the optimal method varies
between fracture types [15,34,36,40–42].

To achieve a virtual plan in the simulation with the sawbone model, a CBCT
scan of the full, nonpathologic sawbone model was obtained. The reconstruction
from the ’prefracture’ CBCT scan served as a template for the preoperative plan.

The virtual plan was created by placing the 3D reconstructions of the separ-
ate fragments in the diagnostic CBCT scan over the template. This was realized
by using a surface based matching method: the iterative closest point (ICP) al-
gorithm [134]. First an initial rough alignment of two different 3D models was
required. Second, this alignment was refined by the ICP algorithm, which finds
the transformation with the smallest distance between points in both models. This
transformation, UNITYTDiagnostic CBCT, transformed the 3D model of the diagnostic
scan to the planned situation (in the Unity coordinate system). The reconstruction
of the 3D models and the registration were performed using Maxilim (Medicim NV,
Mechelen, Belgium). The obtained preoperative plan was used as a guide to achieve
an anatomical reduction (Figure 6.4).

Figure 6.3: The Siemens Artis Q ZeeGo CBCT scanner at the Radboudumc
scanning the pelvic sawbone model after placement of DRFs.
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(a) (b)

(c) (d)

Figure 6.4: Surface based matching for the preoperative surgical plan. a)
3D reconstruction of nonpathological pelvic ring from the prefracture CBCT
scan. b) Reconstruction of pathological situation (blue) in coordinate sys-
tem of nonpathological situation (white). Note the misalignment of the
objects. c) Fragments in pathological situation matched on nonpatholo-
gical reconstruction after applying surface-based matching. d) Result of
virtual surgical plan in a Duverney fracture.

6.2 Intraoperative workflow

In the proposed clinical workflow, a small incision is required to fixate the reference
frames (DRF) for each fragment. This procedure should be realized at the OR with
the patient in a sedated condition. The dynamic DRF must be positioned rigidly and
may not hinder the surgeon. Therefore, the best positions for placement are on the
pubic bone, iliac crest or sacral region since here the bone is superficial [135]. The
actual optimal DRF position depends on the fracture type, number of fragments and
location of fragments. Furthermore, the markers have to be visible for the optical
tracker. Caution must be used when fixating the DRFs, because small positional
or rotational changes will introduce errors [135]. The fixation of the DRFs is also
necessary in the current procedure for conventional navigation and will therefore
not lead to difficulties for implementation [43,75,113].

In the proposed clinical workflow, a CBCT scan must be reconstructed intraop-
eratively to relate the position of the markers with respect to the fragments after
placement of the DRFs. In the simulation with the sawbone model, a DRF was
mounted on both fragments of the sawbone model. The DRFs were placed on the
anterior superior iliac spine of the iliac wing fragment and on the ipsilateral pubic
tubercle (Figure 6.2). An ’intraoperative’ CBCT scan was created using the ZeeGo
scanner with the DRFs mounted on both fragments. This CBCT scan is an addition
to the current protocol and might be regarded as replacement for the fluoroscopic
images that are needed to register the patient in conventional navigation.

To enable OON, the data from the intraoperative CBCT scan must be processed
using four steps:
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1. Segmentation and 3D-reconstruction of fragments

2. Transformation of fragments from intraoperative scan to preoperative plan

3. Detection of marker locations in intraoperative scan

4. Registration of markers from intraoperative scan and markers from tracking
system

Both the CBCT scan and the processing of this scan are additional to the current
protocol, however, the ZeeGo scanner and the tools for processing are available.

Segmentation and 3D-reconstruction of fractured fragments

The bone fragments in the CBCT scan must be reconstructed to obtain virtual 3D
models of the fragments. The Digital Imaging and Communications in Medicine
(DICOM) data must be exported to a software platform which can realize this
segmentation. An adequate software program and a dedicated processor is required
for this intraoperative processing since this segmentation needs to be fast.

Transformation of fragments from intraoperative scan to preoperative
plan

The next crucial step in the proposed clinical workflow is registering every single
fragment in the CBCT scan with the corresponding fragment in the preoperative
plan. A possible method to achieve this registration is the surface based matching
method, described in Figure 6.4.

Using this method, the transformation for each fragment from the intraoperative
CBCT to the diagnostic CBCT, Diagnostic CBCTTIntroperative CBCT, must be calculated.
With this transformation and UNITYTDiagnostic CBCT, the separate objects must be
transformed to the planned position. The transformed 3D objects must be loaded
into Unity.

In the simulation with the sawbone model, the 3D reconstructed models of the
fragments in the ’intraoperative’ CBCT were matched on the ’diagnostic’ CBCT
using the same method as described in Figure 6.4.

Detection of marker locations in intraoperative scan

Markers in the CBCT scan must be correlated with markers in the navigation system
to register the patient with the navigation system. To detect the spheres in the
intraoperative CBCT scan, the spherical Hough transform algorithm, made available
in Matlab by Xie [136] can be used. By adjusting parameters such as diameter of
the spheres, concentricity and Hounsfield units, the center of the spherical markers
can be calculated automatically (Figure 6.5). The position of the spheres in the
set can be conversed to metric coordinates, pintraoperative CBCT, using the geometrical
data that is incorporated in the DICOM information.

The Hough transform algorithm was used to determine the location of the mark-
ers in the ’intraoperative’ CBCT scan of the pelvic sawbone model.
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(a) (b) (c)

Figure 6.5: Sphere detection using the spherical Hough transform algorithm.
The green dot represents the center of a retroreflective marker with a radius
of 7.5 mm. a) Sagittal CBCT slice b) Coronal CBCT slice c) Axial CBCT
slice.

Registration of markers in the intraoperative scan and markers from the
tracking system

In the proposed clinical workflow, the markers detected in the intraoperative CBCT
scan must be transformed to the preoperative plan. This transformation can be
realized by using UNITYTDiagnostic CBCT and Diagnostic CBCTTIntraoperative CBCT. The
transformed coordinates, pUNITY, correspond with the markers in the 3D models
at the planned position in Unity. ptracker, the corresponding trained coordinates
from the navigation system and pUNITY have to be imported in Unity to calculate
UNITYTtracker (Section 4.1.1). This transformation must be used to transform the
imported 3D models correctly into the navigation environment. If these steps are
realized for all fragments, the models are correctly aligned in the same coordinate
system. In this way, the planned position and the actual position are incorporated
in the OON system and the system can guide the specialist during surgery.

These steps were realized in the simulation with the sawbone model. An example
of the transformation of the preoperatively planned 3D models in Unity is visualized
in Figure 6.6.

(a) (b)

Figure 6.6: Transformation of objects in Unity using UNITYTtracker. a) Unity
environment with the position of the fragments according to the preoperat-
ive plan. b) UNITYTtracker was calculated for each object and applied to the
3D models in the Unity scene.
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6.3 Object-oriented navigation

In the proposed clinical workflow, the use of OON can be applied in two different
approaches; the minimal invasive approach and the open reduction. For the minimal
invasive pathway, the surgeon can insert external fixation pins in the bone. These
pins provide the specialist with tools for manipulating the separate fragments. The
navigation system provides the surgeon with the necessary information.

In the case of open reduction, the specialist can create the surgical entry windows
and clear out the debris at the fracture site. In this situation, the navigation will
act as guidance, giving additional information about the quality of the reduction of
the fracture.

In the simulation with the pelvic sawbone model, a setting with and without
the HoloLens was created. The reduction could therefore be seen by watching the
monitor or through the HMD (Figure 6.7 and 6.8). By bringing the tracked iliac
wing fragment to the pelvic ring, the virtual 3D models were closing in on each other
(Figure 6.7).

(a) (b)

Figure 6.7: The use of object-oriented navigation for reducing a pelvic frac-
ture simulated in a sawbone model. a) Both the pelvic ring and the iliac
wing are tracked by the optical tracker. Distance between the actual loca-
tion of the wing and the planned location is large (red). b) The iliac wing is
correctly repositioned according to the preoperative plan. Hence, the color
of the iliac wing is green.

As the virtual models were merged with the physical objects, a mixed reality set-
ting was created (Figure 6.8). This implies that when the view of the user on the
real sawbone model was obstructed, the virtual 3D model was still visible. This
situation mimicked the setting in closed reduction, where the real objects are also
obstructed by the skin. Using the information seen through the HMD, the results
of the manipulation using the external fixation pins can be monitored.

6.4 Discussion

The simulation of the clinical workflow using the sawbone model proves that it is
technically possible to implement OON in the clinical practice. Different methods
can be used in the workflow and it has to be investigated which method provides
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(a)

(b)

(c)

Figure 6.8: The use of object-oriented navigation combined with mixed reality for
reducing a pelvic fracture simulated in a sawbone model. a) Displaced tracked
iliac wing and pelvic ring were repositioned according to a preoperative plan. b)
The virtual models were merged with the physical sawbone models, creating a mixed
reality setting. As the fragments enclosed each other, the mesh turns from red green.
The green color indicated that a reduction according to the preoperative plan was
realized. c) If the view of the user was obstructed, the mesh was still visible. This
proves that the surgeon can monitor the relation of the fragments without having
direct vision on the physical fragments.
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the best results and is applicable in clinical practice. OON in an augmented reality
setting is a new field in image guided surgery and can improve the guidance in
clinical applications [78, 80]. Implementation of OON combined with AR makes it
possible to translate the virtual preoperatively plan to the patient. Furthermore, it
gives a better 3D perception of the patients anatomy and enables to visualize the
reduction in minimal invasive surgery.

Therefore, the potential use of an accurate and intuitive OON system can have
a significant impact on health care. It improves the ergonomics for the surgeon, en-
ables the surgeon to assess his work during surgery and makes it possible to improve
surgical outcome. The main advantage of introducing OON in an augmented reality
setting is the fact that unstable, displaced fractures can probably be repositioned in
a minimal invasive way. This will possibly result in less blood loss, smaller wounds,
less iatrogenic damage and shorter hospital stay [20]. Eventually this results in a
reduction of the health care costs [137]. All these advantages show that correct
implementation of OON is a solution to a clinical relevant problem.

However, it must be further investigated whether a sufficient reduction can be
achieved by manipulation using external fixation pins alone. Necrotic material,
periosteum or muscle might pervade the cavity between two fragments, troubling
the manipulation. Muscles attached to the pelvis might further impede movement.
On the contrary, a minimal invasive method potentially reduces blood loss. This
will shorten the recovery time needed between trauma and surgery, enabling early
intervention [19,138]. An early intervention will improve reduction, since fragments
are more mobile in the first five days after trauma as less tissue fibrosis is formed
[139].

In the simulation with the sawbone model, metal artifacts in the CBCT scan led to
an impaired reconstruction [140]. In the image data, scattering caused streak arti-
facts around the screws used to mount the DRF (Figure 6.9). These artifacts can be
prevented by using carbon screws for fixation of the DRF. De Jong et al. proved that
carbon-fiber-reinforced poly-ether-ether-ketone (CFR-PEEK) screws can be safely
used for surgery and that this material reduces the streak artifacts seen with metal
screws [141,142].

The proposed procedure requires an additional intraoperative CBCT scan, in-
creasing the radiation burden to the patient. However, if the use of OON is robust
and leads to the preoperatively planned situation, it will reduce the needed of flu-
oroscopic images and the postoperative CT scan [75]. This will result in a reduced
radiation dose for the patient [75]. Furthermore, it has been investigated that the
use of a CBCT scan can reduce radiation harm to the specialist compared to using
fluoroscopic images [109].

In the simulation with the pelvic sawbone model, a discrepancy of around 3 mm
between the virtual models and the real sawbone model was seen. This was in-
troduced by several factors already mentioned in Chapter 5. On top of this, the
used registration and reconstructions of CBCT data introduced additional errors.
The performance of the system, as well as the registration and calibration can be
optimized to achieve a better overlay of virtual and real objects.

In conclusion, OON applied to the pelvic sawbone model proved that it is tech-
nically possible to implement OON navigation in an augmented reality setting in
clinical practice. However, no data about the accuracy of the system using patient
image data was achieved. Therefore, accuracy of the system with the use of CBCT
scans and sphere detection should be further evaluated. For example, case studies
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Figure 6.9: Streak artifacts in the CBCT scan due to the metal screw in
the pubic bone of the sawbone model.

using animals or human remains can simulate the actual clinical setting. In such
studies, the complete workflow can be evaluated and bone fragments can actually be
reduced by using plates or screws. After fixation, a CT scan can be used to evaluate
the quality of the reduction by comparing the surgical results with the preoperat-
ive plan. This will provide information needed to evaluate the clinical relevance of
object-oriented navigation.
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Chapter 7

Conclusions and future prospects

7.1 Conclusions

Pelvic fracture treatment demands appropriate treatment since adequate reconstruc-
tions can prevent early total hip implantation [19]. Currently, preoperative surgical
planning of fracture reduction moves more and more towards the implementation of
3D information of patient specific anatomy [28]. 3D printing technology and virtual
fracture reduction using 3D reconstructions improves surgical outcomes, however, no
adequate tool to bring the virtual plan to the patient is currently available [34,36].

Therefore, the aim of the current thesis was to develop and evaluate an object-
oriented navigation (OON) system that can be used to translate a virtual surgical
plan to the patient in the operation room. This tool can guide the medical specialist
to the desired preoperatively determined surgical outcome, potentially improving
healthcare by reducing blood loss, surgery time and postoperative hospital stay. In
the recent years, mixed reality has been used to project the information of OON
directly on the patient [74, 78, 121]. The main advantage of combining OON and
mixed reality is that the user can keep its focus on the real world and experience
the 3D perception of the fragments [116]. As the implementation of augmented
reality (AR) in OON systems can improve patient outcome [116], the developed
OON software in this study was combined with the Microsoft HoloLens.

During the graduation project, four studies were performed and combined to optim-
ize and evaluate the developed OON system; (i) A method was described to find the
optimal marker configuration for a specific optical tracking system by creation of
a virtual optical tracking system; (ii) The performance of an optical tracker under
varying circumstances was evaluated to determine the optimal conditions; (iii) An
OON system was developed and its accuracy was assessed; (iv) The OON system
was combined with the HoloLens to facilitate projection of the OON data on the
patient. The accuracy of the enhanced OON system was evaluated and compared
with the results of study (iii). In this thesis, the used optical tracker was the PST
base infrared-based dual camera optical tracker.

(i). This study was performed to answer the first sub-question: What is the
optimal marker configuration for object-tracking using the optical tracker? The
camera-specific properties were acquired and used to create a virtual version of
the optical tracker. Using a Monte Carlo analysis, different marker configurations
with three, four or five markers were analyzed to evaluate the performance in a vir-
tual setup. The outcome of the analysis showed that the optimal configuration must
meet the following requirements; it must consist of five markers, have a nonlinear
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distribution and the markers must be placed in a volume of approximately 20 x 20
x 20 cm. The results were in correspondence with literature. Based on these results
and taking into account the clinical relevance, an optimal dynamic reference frame
(DRF) was designed which was used in the next studies.

(ii). Using the optimal DRF designed in the study (i), different parameters
that can influence the performance of an optical tracking system were evaluated to
answer the second sub-question: What is the influence of different conditions on
the accuracy of the tracker? The investigated conditions were the warming of the
tracker, filter settings and the location of a DRF with respect to the tracker. A
milling machine was used to translate a DRF according to a specified path. This
path served as the ground truth for comparison of the measurements of the optical
tracker. Measured locations of the DRF shifted 0.34 mm during warming up of the
tracker and high filter settings significantly reduced the performance of the optical
tracking system.

Assessment of the trueness of the tracker by evaluating different locations of the
DRF in the field of view showed errors up to 8.9 mm in the z-direction, the direction
away from the tracker. In the other directions, the mean error was 0.39 mm. The
high error must be taken into account in developing clinical applications, since this
error might lead to dangerous situations. Whereas the trueness of the system was
cumbersome, the precision was high (mean error < 0.05 mm).

(iii). An OON system was developed and tested by placing a tracked objects
at planned positions using the system as guidance. The mean difference between
the measured location and the actual location was 0.6 mm and stayed below 1
mm. To evaluate the usability, objects were placed on planned positions using only
the information displayed on the monitor. Mean displacement measured by the
navigation system was 0.70 mm. The reported error was below the clinical required
accuracy of 2 mm. These results gave answer to the third sub-question: What is the
accuracy of object-oriented navigation system?

(iv). The OON system was combined with augmented reality by using the Mi-
crosoft HoloLens as HMD to display holograms of the objects at planned positions.
Same experiments as in study (iii) were repeated, however, now the performance of
the OON system linked with the HoloLens was tested. The measured deviation was
0.71 mm and did not show significant difference with the measured deviation of 0.6
mm found in the study (iii).

Using holograms as guidance, objects were placed at planned position and the
deviation between the planned and placed objects were evaluated. The mean po-
sitioning error was 1.81 mm, with a maximal deviation of 3.94 mm. Errors larger
than the clinical relevant accuracy of 2 mm were measured, so it can be concluded
that the guidance using AR should be improved. These results answered the last
sub-question: What is the accuracy of object-oriented navigation in an augmented
reality setting and what is the error in merging virtual and real objects?

The answers to the sub-questions gave answer to the main research question: What
is the performance of the object-oriented surgical navigation system using an optical
tracker? It can be concluded that an optimal marker configuration was found using
a simulation. Using the optimal configuration, the performance of the optical tracker
was evaluated. The tracker performed well in x- and y-direction but showed large
deviations from the ground truth in the z-direction. On the contrary, the precision
of the system was high. Both the OON system with and without the combination
of augmented reality reported errors below the clinical relevant accuracy. Using the
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guidance of the system to place objects, mean deviations of 0.70 mm for the system
without AR were seen. The combination with AR showed a mean error of 1.81
mm. The largest error seen in the tight-fit experiment without the use of AR was
1.40 mm, which is below the clinical relevant error of 2 mm. On the other hand,
the presented guidance using the AR system showed a maximal error of 3.94 mm.
This result indicates that improvements of the system are necessary before guidance
using AR can be translated to clinical practice.

Several potential improvements were mentioned that will result in a higher accur-
acy of the AR guidance. On the contrary, use in clinical applications will probably
reduce the accuracy. Therefore, it must be further investigated what the actual
clinical relevant accuracy of the system will be. With an example using a sawbone
model, it was shown that it is technically possible to use the system with clinical
available data. A mixed reality setting was created by merging a virtual 3D model
of the sawbone model with the physical sawbone model. However, there is much
work to be done and inadequacies have to be addressed before the developed system
will be implemented in clinical practice. Even then, further investigation must point
out whether OON can improve the reduction of pelvic fracture.

7.2 Future prospects

As concluded, the developed system must be further improved before it can be
implemented in the clinical setting. The main goal of improving AR guidance should
be to stabilize the holograms displayed by the HoloLens. To achieve this, a data
stream from the optical tracker to the HoloLens must be realized. This enables
applications to run on the HoloLens itself, enabling the use of dedicated stabilization
algorithms in the device.

Furthermore, the visualization must be improved, by investigating what inform-
ation is needed and how the holograms are most beneficial for the user. Examples of
improvements can be the adjustment of the mesh density or using a semi-transparent
model. In mixed reality settings, less is more since an overload of data can confuse
the user and distract his attention [143]. Furthermore, the 3D surface on the back-
side of a model was also rendered by the HoloLens and disturbed the 3D perception.
It must be investigated whether the gaze direction of the user can be used to turn off
the rendering of the backside of the 3D model. This will eventually create a better
mixed reality as it mimics occlusion present in the real world.

An intuitive user interface can aid to switch between several different visual-
izations and add or remove guidance. Also, the color of the models indicated the
distance between planned and tracked object helped the user in determining whether
objects were placed correctly. Furthermore, retroreflective spheres can be projected
over the physical markers, giving an additional indication about the fusion of vir-
tual and real objects. Furthermore, the process of reconstructing the 3D models and
the registration have to be performed automatically, reducing the time to setup the
navigation system during surgery. In addition to displaying the 3D reconstructions
of bones, rendering of vital structures such as the iliac vessels or the sciatic nerve
might increase the value of the OON system [79].

Regarding accuracy, the errors up to 9 mm in the z-direction must be further
investigated. It is necessary to evaluate if this error is present in clinically certified
optical trackers. As the software can be combined with other optical trackers, a
switch to trackers of other brands must be considered. Furthermore, the designed
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DRFs must be manufactured using a more accurate fabrication process. The mater-
ial of these manufactured DRFs must be shape-retaining, easy to sterilize and must
not introduce artifacts in the image data. Use of carbon materials can be the solu-
tion as it satisfies these requirements [141,142]. Furthermore, a rigid system must be
designed to attach the DRFs to the bone fragments without tolerating movement.

In this study, the OON system is applied for use in pelvic fracture treatment,
however the system can potentially be used in other clinical situations. At the
department of oral and maxillofacial surgery, the OON system can be used as guid-
ance in the treatment of patients with craniosynostosis [144]. Another application
that can benefit from the guidance of the OON system is the implantation of a
click-prosthesis after leg amputations [145].

It must also be investigated whether a combination of optical and electromagnetic
tracking (EM) systems or an EM tracker alone can be used in the OON system. This
will solve the line-of-sight problem present in the optical tracking systems. The main
drawbacks of EM trackers are the low accuracy and the fact that most currently used
markers are active. A few types of passive markers are reported in literature but
they are not yet used in clinical applications [48, 49]. If this technology improves
and small passive EM markers can be used with high accuracy, EM tracking will
eventually replace the optical trackers in the medical field.

OON can be used to improve the guidance in robotic operation systems. Dedic-
ated robots such as the Da Vinci robot assist in complex surgery, but are currently
guided by the specialist [146]. A system that uses a virtual plan and real time
tracking input to guide a robot will improve surgery. With this technique, accurate
tracking is combined with accurate controlled motion. This will eliminate the error
introduced by human intervention [76,147].

The 3D Lab at Radboudumc is aiming to have an impact on four main stages
in patient-specific healthcare (Figure 7.1). Currently, only the first stage, the dia-
gnosis of pelvic fractures, is supported by the use of 3D technology in the treatment
of pelvic fractures. With the implementation of the described workflow in Chapter
6, two additional stages can be added since a patient-specific surgical plan and
the translation of this plan to the simulated patient was realized. A future aspect
to complement the philosophy of the 3D Lab is to evaluate the surgical outcome
by comparing the postoperative situation with the preoperative plan. Correct im-
plementation of these four stages will eventually result in a significant impact on
healthcare.
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(a) (b)

(c) (d)

Figure 7.1: Future role of 3D techniques in pelvic fracture treatment spe-
cified by four stages. a) First stage: 3D reconstructions can aid in diagnosing
pelvic fractures. b) Second stage: 3D surgical plan prepares the specialist
for surgery. c) Third stage: Translation of surgical plan to the surgical set-
ting to achieve results as planned d) Fourth stage: Postoperative evaluation
of surgical outcome to compare surgical result with planned situation [79].
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Appendix A

Additional activities

In this appendix, scientific and clinical activities that I worked on during the internship
besides the described studies are summarized.

Development of a method
to investigate the dis-
placement of the acetabu-
lar dome after surgery of
acetabular fractures

Fracture reduction in acetabular fractures is currently
assessed by evaluation of ’steps and gaps’ in the ar-
ticular surface of the acetabulum. A new method
was developed to compare the pathological acetabu-
lum with the non-impared ipsilateral acetabulum. A
pilot study was performed to evaluate the symmetry
of the left and right acetabular dome in healthy in-
dividuals using surface based matching. Preliminary
results showed high symmetry between both domes
which encourages to extend the investigation to sur-
gically reconstructed acetabula.

Assisting in a grant ap-
plication for improvement
of diagnosis and intra-
operative comparison in
children with bilateral
Wilms tumors

Image data of children with bilateral Wilms tumors
was used to generate 3D models of kidney and asso-
ciate organs in real-size dimensions. An animation of
the models was created and loaded on the HoloLens.
This method will be used to improve the perception of
patient specific anatomy and for comparison with the
intraoperative situation. The study comprises a com-
parison between conventional image modalities, 3D
printing and the use of augmented reality in anatom-
ical perception.

Developing of a semi-
automatic resuscitation
algorithm in an augmen-
ted reality environment

At the department of neonatology, the compliance of
the specialists to the resuscitation algorithm during
resuscitation of the premature newborn remains a dif-
ficult but lifesaving task. To aid the neonatologist, a
tool is developed on the HoloLens that guides the user
through the algorithm and displays the data from sev-
eral sensors such as temperature and heart rate.
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Assisting with introdu-
cing the concept of pre-
bending osteosynthesis
plates for the fixation of
pelvic fractures

CT scans of patients with pelvic ring fractures were
used to reconstruct and 3D print the impaired pelvis.
Besides informing the patient with these 3D models,
this technology was used to contour the fixation plates
pre-operatively. After bending, plates were sterilized
and used during surgery. All plates showed a good fit
and no additional bending was required.

Introducing 3D recon-
structions in the weekly
patient discussion

To improve the perception of pelvic fractures, 3D re-
constructions of every patient with complex pelvic ring
fractures were created. During the weekly patient dis-
cussion, these reconstructions were presented to the
medical staff.

Minor work for the 3D
lab at the departments
of Oral and Maxillofacial
surgery, trauma surgery
and ear, nose and throat
surgery at the Radboud
UMC

During the internship, several clinical activities were
performed such as; creation of 3D stereophotographs,
creation of 3D reconstructions, planning screw traject-
ories for 3D navigation in pelvic ring fractures, com-
paring pre- and postoperative image data and realiz-
ing the fusion of MR and CT images for image-guided
surgery.



Appendix B

Procrustes algorithm

The Procrustes algorithm is an easy method to align two sets of coordinates / points
(Figure B.1). The two sets of points required as input must be equal in size and the order of
the points in both sets must be the same. The data sets can be described by corresponding
points xn and yn in 3xN matrices X and Y. The output is a linear transformation
with rotation (R), scale (S), translation (t) and reflection components [95, 96]. These
parameters can be used to transform coordinates in Y to X using the linear transformation:
xn = SRyn + t.

The following steps are necessary to calculate the linear transformation:

1. Normalization of X and Y with respect to the centroids:

- Calculate centroids of datasets:

x̄ =
1

N

N∑
n=1

xn (B.1)

ȳ =
1

N

N∑
n=1

yn (B.2)

- Normalize for each n:

x̃n = xn − x̄ (B.3)

ỹn = yn − ȳ (B.4)

2. Calculation and neutralization the scale S:

- Calculate the scale:

Ŝ =

∑N
n=1 ‖xn‖∑N
n=1 ‖yn‖

(B.5)

- Rescale x̃n:

x̃n =
1

S
x̃n (B.6)

3. Calculation of the rotation matrix R using the Kabsch algorithm [95]:

- Apply singular value decomposition to calculate U,S,V, such that:

USVT = X̃Ỹ
T

(B.7)
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- Calculate the rotation matrix R:

R̂ = UWVT (B.8)

- Compensate for reflection (if present and unwanted):

R̂ = U

1 0 0
0 1 0

0 0 det(UVT )

VT (B.9)

4. Calculation of the translation vector:

t̂ = x̄− ŜR̂ȳ (B.10)

Now, the coordinates in Y can be transformed to X using the following formula:

y′n = SRyn + t (B.11)

Here, y′n are the coordinates in X transformed to the coordinates in Y. Reflection can be
allowed by ignoring equation B.9. Scaling can be ignored by applying S = 1 or leaving S
out of formula B.11.

(a) (b)

Figure B.1: Example of the Procrustes algorithm used to calculate the
optimal transformation to transform points in dataset Y (blue asterisks) to
the corresponding points in dataset X (red circles).



Appendix C

Box-and-whisker plots of results

The box-and-whisker plots show the errors for the simulated and measured data of Chapter
2-5. The edges of the box are the 25th and 75th percentiles, whereas the whiskers extend to
the most extreme data points that are not considered as outliers. The outliers are defined
as data points being larger than Q1−1.5(Q3−Q1) and Q3+1.5(Q3−Q1), where Q1 and
Q3 represent the first and third quartile (25th and 75th percentile), respectively. Outliers
are plotted individually.

Box-and-whisker plots for Chapter 2

Figure C.1: Errors from MCA for 10000 random DRFs. Box-and-whisker
plots of the absolute errors calculated in the MCA for DRFs with three,
four and five markers. Note the decrease in error when number of markers
is increased.

Figure C.2: Errors from MCA for 500 optimal DRFs. Box-and-whisker
plots of the absolute errors calculated in the MCA for DRFs with three,
four and five markers. Note the decrease in error when number of markers
is increased.
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Box-and-whisker plots for Chapter 3

Figure C.3: Influence of warming up of the optical tracker. Box-and-whisker
plots show the shift in measured location of DRF between a cold and a
warmed-up tracking system. Measurements were obtained by using the
milling machine.

Figure C.4: Influence of filter settings on tracking performance. Box-and-
whisker plots show error measured with different filter settings are shown.
Errors are defined as the Euclidean distance calculated by comparing the
measured coordinates with the references coordinates of the milling ma-
chine. Measurements with a filter of 0 or 0.8 were significantly lower than
with a filter of 1 (p < 0.001).

Figure C.5: Trueness of the optical tracker as compared to the reference
coordinates of the milling machine. Deviations from the reference coordin-
ates are visualized in box-and-whisker plots. Note the large error in the
z-direction.
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Figure C.6: Precision of the optical tracker. Error is expressed as the abso-
lute difference between two consecutive measurements of the tracker in the
measurement volume of the milling machine

Box-and-whisker plots for Chapter 4

Figure C.7: Positional accuracy of OON without AR (tight-fit experiment).
Box-and-whisker plots show the positional deviations between the tracked
virtual cube and the planned virtual cube.

Figure C.8: Rotational accuracy of OON without AR (tight-fit exper-
iment). Box-and-whisker plots show the angular deviation between the
tracked virtual cube and the planned virtual cube.



84 APPENDIX C. BOX-AND-WHISKER PLOTS OF RESULTS

Figure C.9: Positional accuracy of object placement using OON without
AR (loose-fit experiment). Box-and-whisker plots show positional devi-
ations between virtual planned and virtual tracked cube after placement of
the real cube at planned positions. The OON system was used as the only
guidance.

Figure C.10: Rotational accuracy of object placement using OON without
AR (loose-fit experiment). Box-and-whisker plots show angular deviations
between virtual planned and virtual tracked cube after placement of the real
cube at planned positions. The OON system was used as the only guidance.

Box-and-whisker plots for Chapter 5

Figure C.11: Positional accuracy of OON with AR (tight-fit experiment).
Box-and-whisker plots show the positional deviations between the tracked
virtual cube and the planned virtual cube.



85

Figure C.12: Rotational accuracy of OON with AR (tight-fit experiment).
Box-and-whisker plots show the angular deviation between the tracked vir-
tual cube and the planned virtual cube.

Figure C.13: Positional accuracy of object placement using OON with AR
(loose-fit experiment). Box-and-whisker plots show positional deviations
between virtual planned and virtual tracked cube after placement of the
real cube at planned positions. Holograms of the cube at planned positions
were used as guidance.

Figure C.14: Rotational accuracy of object placement using OON with
AR (loose-fit experiment). Box-and-whisker plots show angular deviations
between virtual planned and virtual tracked cube after placement of the
real cube at planned positions. Holograms of the cube at planned positions
were used as guidance.
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