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Abstract 
The tourism industry is still growing worldwide and is now responsible for 9 % of the Dutch domestic 

product, the tourism industry is contributing to the economic growth. Since tourism demand modelling 

and forecasting has attracted much attention from researchers and progress had been made in this area. 

This study focusses on the forecasting value of Google Trends for tourism demand by overnight stays 

in hotels in Amsterdam. The literature indicates that Google Trends has some value for forecasting 

tourism from which the extent will be measured in this study. The customer journey theory was used to 

subtract search query terms in a deductive way and the other way around tourist statistics were linked 

to Google Trends with the use of Google Correlate. The researcher found that data provided by Google 

Trends can be useful for forecasting night passes in hotels in Amsterdam if the fitting keywords are 

used. The extent to which the explorative research indicates usefulness is moderate with an average 

adjusted r-square of 37.4 %. The conclusion for the data driven phase of this research is that there are 

many correlating search queries, but only very view with possible predictive value or even Google 

Trends output. Therefore, it was concluded that the data generated from Google Trends in the inductive 

research has very low to zero usefulness for forecasting night passes in hotels in Amsterdam.  

 

Keywords: 

Forecasting; Tourism Demand; Google Trends; Customer Journey in Tourism. 
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1 Introduction 
This chapter presents the problem statement of this study, the central research question and the sub 

questions. Both the practical- and theoretical relevance will be discussed followed by the scope and 

outline of this master thesis.  

1.1 Problem statement 
According to the World Tourism Organization UNWTO (2016) tourism is a still growing industry 

worldwide, and has been growing strongly for six years in a row now. The Organization for Economic 

Cooperation and Development, OESO (2016), adds that the tourism industry is now responsible for 9 

% of the domestic product and employment worldwide. Also in the Netherlands, the tourism industry is 

still growing, as is its contribution to the Dutch economy (CBS, Trendsrapport toerisme, recreatie en 

vrije tijd 2016, 2016). The biggest contribution to the Dutch economy by the tourism industry derives 

from tourism in Amsterdam (ING Economisch Bureau, 2016). With over thirteen million night passes, 

Amsterdam is responsible for 30 % of the total number of night passes in the Netherlands and is the 

biggest touristic hotspot in the Netherlands for both business- and touristic guests. These numbers do 

even exclude night passes in and around the airport Schiphol, since that might be night passes from 

people on transit. Since the touristic demand pressures Amsterdam, the city designed a dispersion policy 

and introduces tourists to other attractive sights and places (ING Economisch Bureau, 2016). With this 

policy, the city provides other places with the opportunity to gain from tourism and stimulates an even 

bigger contribution of the tourism industry to the Dutch economy (ING Economisch Bureau, 2016).  

Tourism demand modelling and forecasting has attracted much attention of both academics and 

practitioners (Höpken, Ernesti, Fuchs, Kronenberg, & Lexhagen, 2017). Advances in information 

technologies have given rise to a massive amount of big data, generated by users. This data includes 

search query data, social media mentions, and mobile device locations (Mayer-Schönberger & Cukier, 

2013). Among the previous years, different variables were used to measure tourism demand, tourist 

arrival, holiday tourist arrival and business tourist arrival were the most popular measures (Song, Li, 

Witt, & Fei, 2010) the difference being the nature of the arrivals. Also, tourist expenditure in the 

destination was often used as the demand variable (Kulendran & Wong, Modeling Seasonality in 

Tourism Forecasting, 2005). In recent years, there has been an interest in exploiting search query data, 

which is available through sources, such as Google Trends (www.google.com/trends) to model 

processes or cycles such as the customer journey (Rivera, 2016). Since the internet is commonly used 

by tourists for travel planning, Choi & Varian (2012) suggest that Google Trends data about destinations 

may predict actual tourists’ visits to that specific destination.  

As discussed above, big data may provide new possibilities for forecasting tourism demand. 

However, there are some challenges regarding the analysis, capture, search, sharing, storage, transfer, 

and visualization and information privacy of big data. These challenges require new programs or 

technologies to uncover hidden values from these large amounts of data (Hashem, et al., 2015). Google 
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Trends might be one of those programs needed to enlarge the advantage of the use of big data for 

forecasting tourism demand. This has led to the following research question for this study:  

   

“To what extent is the data provided by Google Trends useful for forecasting night passes in hotels in 

Amsterdam?” 

 

To be able to answer this central research question the following sub-questions will be answered first: 

- What forecasting techniques are used for forecasting tourism demand now? 

- What is Google Trends and how does it work?  

- Is Google Trends a better forecaster than the traditional forecasting method for tourism in 

Amsterdam? 

1.2 Theoretical- and practical relevance  
From a theoretical perspective, this study contributes to literature concerning forecasting tourism 

demand and extends on Google Trends literature. This thesis analyses the forecasting potential of 

Google Trends for tourism demand as overnight stays in hotels, which enhances the current knowledge 

about tourism demand and Google Trends.  

The practical relevance of this study lies in the possibility of using Google Trends for forecasting 

tourism demand in the form of overnights stays in hotels. The use of a free method for forecasting 

demand based on online actions of actual tourists, provides the hospitality and tourism industry with the 

opportunity to respond more accurately to the demand, which might lead to better experiences for the 

tourists and better achievements for the companies. The practical relevance for the city of Amsterdam 

is the possibility to react more accurately to the demand and maintain their dispersion policy. This might 

lead to a better spread of tourism in the Netherlands and a larger contribution to the Dutch economy. 

The total hospitality and tourism industry can benefit from this research since it might provide them 

with new opportunities for intervening in the customer journey.   

1.3 Thesis outline 
There are several chapters written for this master thesis. The first chapter, written above, handles the 

problem indication, the problem statement, research question and the theoretical- and practical 

relevance. The following chapter gives the theoretical framework for forecasting tourism demand, 

Google Trends and the customer journey. The third chapter describes the methodology for this study 

and the fourth chapter presents the results of the data collection and -analysis. The final chapter presents 

the conclusions of this research, the discussion, the limitations and the indications for further research.  
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2 Theory 
This chapter presents theory of forecasting tourism demand, big data, Google Trends and customer 

journey in tourism.   

2.1 Forecasting tourism demand 
Researchers have aimed to forecast tourism demand for years. According to Witt and Witt (1995), whom 

reviewed the progress made on this subject, the set of techniques used for forecasting tourism demand 

is limited. Quantitative methods used are econometric models, spatial models or time-series models. In 

empirical studies, the Delphi method and scenario planning were used. Song and Li (2008) perfected 

the study and found that tourism demand forecasting heavily relies on secondary data in terms of 

estimations and can be broadly divided in two categories, namely quantitative- and qualitative methods. 

From the 121 post-2000 empirical studies reviewed in their paper quantitative forecasting techniques 

were used in 119 cases. The quantitative methods most used were time-series techniques and 

econometric models in addition to identify causal relationships. Artificial intelligence was also used as 

a method, but not as extensive as the other two.  

According to these researches quantitative research is the most commonly used category for 

forecasting tourism demand. From the research of Song and Li (2008) it can be concluded that 

econometric models and time-series models are mostly used in research into forecasting tourism 

demand.  

2.1.1 Econometric models 

Econometric models are models that attempt to replicate the important structures of the real world. These 

models can include any number of simultaneous multiple regression analysis and linear equations with 

several interdependent variables (Frechtling, 2011). The major advantage of the econometric approach 

is the ability to analyze causal relations (Song & Li, 2008). In this case the relation between the 

dependent variable tourism demand, in the form of touristic night passes, and the possible influencing 

factors (explanatory variables) such as search query data. This type of analysis “fulfils many useful roles 

other than just being a device for generating forecasts; for example, such models consolidate existing 

empirical and theoretical knowledge of how economies function, provide a framework for a progressive 

research strategy, and help explain their own failures” (Clements & Hendry, 1998, p. 16). For tourism 

demand, econometric analysis is useful for interpreting the change of tourism demand from an 

economist’s perspective. Since it provides possible recommendations for change in policies or confirms 

the effectiveness of existing policies (Song & Li, 2008). The most popular measure of tourism demand 

over the last few years in tourist arrivals. Specifically, this is measured by total tourists arrivals form an 

origin to a destination. This can later on be decomposed further into holiday tourists arrivals, business 

tourists arrivals etcetera (Kulendran & Wong, 2005). Other measures used for tourism demand in 

literature are tourism revenues (Akal, 2004), tourism employment (Witt, Song, & Wanhill, 2004) and 

tourism import and export (Smeral, Long-Term Forecasts for International Tourism, 2004). Common 
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used econometric models in literature are time varying parameter (TVP) models, the vector 

autoregressive (VAR) model and the error correction (ECM) model (Song & Li, 2008). With regard to 

forecasting performances, these models generally predict well although there remains more research to 

be done to create significant improvements (Song & Li, 2008). 

2.1.2 Time-series models 

“A time-series model explains a variable with regard to its own past and a random disturbance term” 

(Song & Li, 2008, p. 210). In other words, a time-series analysis aims to understand reasons for historical 

patterns in data and to forecast future values (Cryer & Chan, 2008). In contrast to econometric models, 

time-series models do not explain causal relationships. They however look for time patterns such as 

trends, cycles and seasonal fluctuations in a single series of historical data. The patterns that are found 

get modeled mathematically (Andrew, Cranage, & Lee, 1990). The focus lies on exploring the historic 

trends and patterns of the particular time series based on trends and patterns that were identified by the 

model. Time-series can be used as a forecasting technique under the assumption that the patterns that 

were identified in the past, will also occur in the future (Makridakis, Wheelwright, & Hyndman, 2005). 

Data collection and model estimation for time-series models is less costly since it only requires historical 

observations of a variable (Song & Li, 2008). Cowpertwait and Metcalfe (2009) add that a typical feature 

of time-series modelling is that it mostly uses observations that come from a single unit and that are 

spaced strictly over equal intervals in time. However, these features are typical more than necessary 

since time-series can be collected form many units and can tolerate deviation across time periods. Time-

series models have been widely used for tourism demand forecasting in the past four decades with the 

dominance of the integrated autoregressive moving-average models (ARIMAs) and were proposed by 

Box and Jenkins (1970). Depending on the time series simple- or seasonal ARIMAs were used (Song & 

Li, 2008). Song and Li (2008) state that seasonality is a dominant feature of the tourism industry which 

makes decisionmakers very interested in the seasonal variation in tourism demand. Cho (2001) and Goh 

and Law (2002) contradict, they find that simple ARIMAs without seasonality features outperform 

seasonal ARIMA’s (SARIMA’s). The performance of their tested ARIMAs was above average of all 

forecasting models considered. On the other hand, Smeral and Wüger (2005) found that neither the 

ARIMA or SARIMA model could outperform the Naïve 1 (no-change) model. 

2.1.3 Scenario planning studies 

Considering the potential effects of crises, disasters and other one-off events, it is important to not only 

take post events but also possible future events into account. Forecasting risks is of great importance for 

the tourism industry since it has an impact on tourism demand (Song & Li, 2008). Very little attention 

has been payed to these issues which lead to Prideaux, Laws and Faulkner (2003) arguing  that 

commonly used forecasting methods have little ability to cope with unexpected events. They found that, 

although these events occur unexpected they may be associated with some level of certainty. Thus, the 

effects of these events on tourism demand are, based on appropriate scenario analysis, predictable to 
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some extent. To encounter these possible events tools such as risk assessment, historical research, 

scenarios and the Delphi approach are suggested (Song & Li, 2008). In forecasting tourism demand very 

little attention was payed to these methods. Although integration between qualitative and quantitative 

forecasting approaches to produce a series of scenario forecasts based on several, different assumptions 

was recommended in literature (Song & Li, 2008). 

2.1.4 Artificial intelligence  

In addition to the econometric and time series models, artificial intelligence (AI) techniques, have 

emerged in the tourism demand forecasting literature (Song & Li, 2008). The artificial neural network 

method (ANN) is a computing technique that imitates the learning process of the human brain (Law, 

2000). Kon and Turner (2005) provided an overview of the applications of this in forecasting tourism 

demand. Empirical evidence shows that ANNs can outperform classic forecasting models ( (Burger, 

Dohnal, Kathrada, & Law, 2001); (Cho, 2003) and (Kon & Turner, 2005)). Despite the satisfactory 

forecasting performance, AI techniques embody important limitations. Because they lack of theoretical 

underpinning, and are unable to interpret tourism demand from an economic perspective the techniques 

provide very little help in tourism policy evaluation. Therefore, the scope of practical applications of AI 

techniques in tourism demand analysis is restricted (Song & Li, 2008). 

2.1.5 Forecasting by the City of Amsterdam 

The City of Amsterdam publishes reports concerning the tourism branch in total on yearly bases  

( (Gemeente Amsterdam, 2014); (Gemeente Amsterdam, 2015); (Gemeente Amsterdam, 2016)). The 

reports concern trends in tourism, incoming tourism, Dutch tourism, the effect of tourism on the Dutch 

economy, employment opportunities in the branch and recreation. In these reports the City presents 

factsheets about the past year and forecasts about the remainder of the year.  

 The forecasts about the number of overnight stays in hotels are made on the bases of data from 

a yearly hotelier survey, tourism statistics presented by the CBS and data from the Cities’ hotel database 

(Gemeente Amsterdam, 2016, p. 42). However, the forecasts presented by the City of Amsterdam are 

not explicit. They concern overnights stays in hotels from all guests, no distinction is being made 

between nationalities of the tourists, and they forecast only the remaining 6 months of the current year. 

For example, the forecast of the amount of overnights stays in hotels for the total year 2015 was an 

increase of 3 % pertaining to 2014 (Gemeente Amsterdam, 2015). However, this forecast was made in 

July 2015, the data of the first 6 months of 2015 were already taken into account. 

The reports provide no insight in the specific forecasting techniques used to design these 

forecasts. But, while reading the reports the researcher found that it is most likely that the City of 

Amsterdam used a form of econometric modeling. The reports describe several causal relations which 

can be analyzed with the use of econometric models. An example of a causal relation described, is the 

organization of more recreative events in the City which leads to an increase in touristic overnight stays 

in hotels (Gemeente Amsterdam, 2016).  
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2.2 Big data 
Big data is known as one of the most 

popular and most frequently used 

terms to describe the growth and 

availability of data in the modern 

age, which is likely to be maintained 

or even accelerate in the future 

(Hassani & Silva, 2015). A 

classification of big data can be 

found in Figure 2.1.  

  Since the new availability of 

web-based data sources such as, 

search engine traffic, customer 

feedback on review platforms and 

web traffic, has a natural relation with 

tourism demand, this big data has been used for tourism demand prediction (Höpken, Ernesti, Fuchs, 

Kronenberg, & Lexhagen, 2017). Previous studies on tourism are mostly based on surveys or experts’ 

views, this means that they used samples from the total population and do not have real data about all 

tourists (Song & Liu, 2017). According to Song and Liu (2017) the use of tourism related big data 

appears to have advantages over traditional methodologies. Firstly, the reliability of the data is higher 

since it is unprovoked data based on users’ real actions and not on samples which allows us to consider 

all aspects of the information in order to provide accurate results instead of biased conclusions due to 

data loss because of the usage of sampled data. Secondly, since tourism big data is produced by tourists 

themselves, it enriches the knowledge of tourism businesses’ target markets and is useful for analyzing 

consumers’ demand for touristic products and services (Hendrik & Perdana, 2014). It is a possibility to 

cross-reference the big data with other data sources. This might lead to determining the balance between 

the supply and demand of touristic products and services. The last major advantage is the possibility of 

nowcasting which is the usage of real-time data to describe simultaneous online activities before data 

sources are made available (Bollier & Firestone, 2010).   

On the other side, big data is associated with several issues (Hofacker, Malthouse, & Sultan, 

2016). Big data presents observed behavior, but does not provide traditional constructs such as 

motivation and attitude. Also, having a database does not mean that it can be useful. If the data is of low 

quality effective database managing is not possible, which means there is nothing to gain from the data 

(Even, Shankaranarayanan, & Berger, 2010). Therefore, the quality of the big data cannot be assumed. 

Furthermore, the relevance of the data may vanish in minutes. For example, knowing that a consumer 

is in proximity to a store is not useful when the consumer has already moved to another location. 

Normandeau (2013) adds that in this world of real time data you need to determine at what point the 

Figure 2.1 Big Data classification (Hashem, et al., 2015, p. 101) 
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data is no longer relevant to the current analysis. Then, the representativeness of the big data forms an 

issue. How the data was sampled and potential biases creating the sampling procedure. If, for example, 

some people complain online about a feature of a product, the manufacturer cannot be sure about the 

nature of the complaint. It could be from an actual customer, but it could also be from a competitor who 

wants to sabotage the brand (Hu, Bose, Koh, & Liu, 2012). The generalizability of research on the bases 

of big data forms another issue. While the data might form a complete census from some period, even 

if it is free from measurement errors, omitted variables and sampling errors, one cannot assume that the 

results generalize (Hofacker, Malthouse, & Sultan, 2016).  The use of big data in correlation research is 

another issue. The danger with correlation research lies in not understanding the causal relationship 

between the variables. An alleged cause may be correlated with the outcome of interest, but the 

correlation could be due to reversed causality or omitted variables (Hofacker, Malthouse, & Sultan, 

2016). The last, but certainly not least, issue with the use of big data is privacy. The consumer is often 

not aware that data is being collected since data sources include online navigation, social media 

participation and location data form mobile beacons. This is all intimate data which the consumer might 

not be willing to provide (Hofacker, Malthouse, & Sultan, 2016). 

Collaborating, the use of big data has its pros and cons. Since the advantages of using big data in 

forecasting tourism demand are real, with respect to the disadvantages, the use of big data is worth the 

risk of continuing in this line.  

2.3 Search query data 
As specified in the section above a small part of big data is search query data, the keywords that users 

enter in a search engine. Search query data is valuable for forecasting tourism demand since it provides 

information about the tourists’ interests, intentions and opinions. Tourists use search engines to obtain 

information about their travel destination, their routes, sights they want to see and other tourists’ 

opinions (Fresenmaier, Xiang, Pan, & Law, 2010). Yang, Pan, Evans and Lv (2015) agree by stating 

that search query data, including volume and content, captures tourists’ attention to travel destinations 

and is useful in accurately forecasting tourism demand. They found that models that use search query 

data helped to significantly decrease the forecasting errors of corresponding ARMA models without the 

search query data input. Varian (2014) argued that real-time data from Google search queries are a good 

way to nowcast tourists’ activities since the correlation analysis of data obtained from Google is a six-

week lead on reported values. A clear example of Varians’ use of Google search query data is his 

nowcast of the flu, which identifies possible flu outbreaks one to two weeks earlier than official health 

reports. However, the literature does point out some challenges in the modelling process of tourism 

forecasting based on search query data (Li, Pan, Law, & Huang, 2017). The researcher needs to select 

keywords related to tourism, obtain search query data, select appropriate data and construct econometric 

models. The most challenging are keyword selection and selecting the appropriate data, since it should 

be related to tourism which might not always be the case when a specific keyword is used. In their study, 
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Li, Pan, Law and Huang (2017) selected the appropriate keywords by listing all influenza related terms 

and then eliminating all terms that might indicate something else than the specific information they were 

trying to find. Further, they delimited their research to bound geographical areas to be certain about the 

meaning of the queries. With this approach Li et al. (2017) managed to develop a forecasting model that 

is able to forecast flu outbreak earlier than traditional methods.  

Google Trends is a program that uses search query data to detect trends. The program illustrates 

how often a particular keyword is entered as search term for the total search volume across various 

countries and in various languages (Choi & Varian, 2012) and is a free service available via 

www.google.com/trends. The program does not report the raw data about these search queries but 

presents a query index. This index is made from a query share, which is the total volume of search query 

terms within a geographic region, divided by the total number of entered queries in that region in the 

given period of time. Otherwise the places with the highest volume would always be ranked the highest, 

which would not be accurate. The index is published in values from 0 to 100, the index of 100 indicates 

the maximum query share for the category determined. Therefore, Google Trends shows Google search 

engine users interests through time (Google, How Trends Data is Adjusted, 2017).  

Researchers have made multiple attempts to use Google Trends as a forecaster in several 

situations ( (Teng, et al., 2017); (Xu & Reed, 2017); (Pollett, et al., 2017)) as did Choi and Varian (2012) 

in relation to tourism. They found that models that include Google Trends data tend to outperform 

models that exclude Google Trends data by five to twenty percent and recommend further research into 

this topic. The researchers designed a linear formula which was estimated for each country and then 

fitted to the actual visitors data. They found good fits with a R2 of 73.3 percent.  

2.4 Customer journey  
Before the customer journey for the tourism sector is defined, it is important to understand the general 

definition of consumer behavior. The process by which a consumer chooses to purchase or use a product 

or service is defined as the consumer behavior process (Horner & Swarbrooke, 2011). In addition, 

tourism research mainly views travel planning as a complex and multi-faced decision making process 

(Fesemaier & Jeng, 2000) which indicates a complex customer journey. In earlier research, the first 

models of the customer journey for tourism were developed. These models identified determinants and 

describe phases in the decision making process (Swarbrook & Horner, 1999). 

The customer journey type that is mostly used in the hospitality industry is the process and 

experience oriented approach (Nenonen, Rasila, Junnonen, & Kärnä, 2008). This is so due to the 

recognition of the process nature of services and the premises processes are carried out in. The aim of 

this approach is having a comprehensive description of the clients’ process. Literature proposes three 

types of customer journeys in tourism, the customer journey funnel (Lewis, 1903), service mapping and 

sequential incident technique (Strauss & Weinlich, 1997) and the visitors journey cycle which has 

interrelating stages (Lane, 2007).  
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 The basic method to describe and understand the process of a customer is service blueprinting 

(Koljonen & Reid, 2000). In service blueprinting the processes of services and interactions are visualized 

as a flowchart. This approach looks at 

the processes form the companies’ view 

rather than the customer perspective and 

illustrates actions or events. Lewis 

(1903) proposed the customer journey 

funnel as presented in Figure 2.2 

Customer journey funnel, this funnel is 

accepted in literature. Both the awareness and interest stages are stages where the tourist might use the 

Google search engine to become aware of destinations available and learn more about them.  

 Other methods within the process and experience oriented approach are service mapping and 

the sequential incident technique (Strauss & Weinlich, 1997). The first is, comparable to service 

blueprinting, industry focused whereas sequential incident technique (SIT) focusses more on the 

customer perspective. The most important part of SIT is the service map which presents the customer 

path, reflecting the course of a typical customer process (Strauss & Weinlich, 1997). Interactions and 

transactions are chronologically presented in a flowchart with only a horizontal axis. Figure 2.3 Figure 

2.3 SITprovides the 

flowchart of a holiday 

transaction, which in 

the case of Strauss and 

Weinlich (1997) 

concerns a holiday in a 

club resort. Although 

this method was designed before the active use of internet in the tourism customer journey this method 

does recognize the information stage. This is the stage where nowadays the Google search engine might 

be used by the tourists.  

The customer journey is the cycle of interaction between a customer and an organization 

(Nenonen, Rasila, Junnonen, & Kärnä, 2008). This is a visual process-oriented method for structuring 

peoples’ experiences. It describes the transition from ‘never being a customer’ to ‘always a customer’. 

Within this journey the value of customers changes and the mental models, the flow of interactions and 

possible touch points are taken into account. This cycle usually starts when the customer wants or needs 

a service and continues to the point where it is reclaimed. Different phase classifications are used by 

different authors. The phases from a customer experience perspective are ‘need’, ‘enquire’, ‘approach’, 

‘recommendation’, ‘purchase’, ‘experience’ and ‘problem’ (Nenonen, Rasila, Junnonen, & Kärnä, 

2008). From the process perspective, the phases are ‘orientation’, ‘approach’, ‘action’, ‘depart’ and 

‘evaluation’ (Nenonen, Rasila, Junnonen, & Kärnä, 2008). However, the phases from the process 

Figure 2.2 Customer journey funnel (Lewis, 1903) 

Figure 2.3 SIT (Strauss & Weinlich, 1997, p. 42) 
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perspective mentioned by Nenonen et al. (2008) do seem to match the phases described in the customer 

journey funnel (Lewis, 1903) or in service blueprinting or SIT (Strauss & Weinlich, 1997) which 

suggested that these process perspective phases might not be to accurate.  

 The phases from the customer 

experience perspective that might include the 

use of the Google search engine are need, ‘I am 

considering a purchase, where do I go?’ and 

enquire, ‘I make general enquiries to possible 

suppliers’. From the process perspective, the 

orientation phase is the phase where the tourist 

might use the Google search engine.  

In addition, according to Lane (2007) 

the customer journey in tourism is called the 

visitors’ journey. Within the visitors’ journey 

six interrelated stages have been identified from 

the tourists’ perspective as shown in Figure 2.4 Visitors journey. The stages identified are: ‘stimulation, 

planning and anticipation’, ‘ease of booking’, ‘travel to the destination’, ‘the destination experience’, 

‘going home’ and ‘recollection of the experience’. This model was designed to understand the tourists 

and enable the industry to engage in the process tourists go through and add value to it. The first stage, 

‘stimulation, planning and anticipation’ is the stage wherein Google might be used by the tourist. Lane 

(2007) states that the tourist might look for the destination itself and activities in accessible formats.   

2.4.1 Selection of constructs and search terms derived from the customer journey 

Concluding, there are different methods for describing the customer journey. Some are presented as 

flowcharts while others are cycles. All models describe comparable processes with phases that overlap 

between the several processes. With the aim of finding the corresponding search terms for the data 

collection the phases of the customer journey which might include the use of the Google search engine 

are operationalized in Figure 2.5. These stages are a combination of the models from Lewis (1903) and 

Nenonen, Rasila, Junnonen and Kärnä (2008) which are combined since the researcher found they form 

an addition to each other, since the customer journey funnel from Lewis (1903) is designed from the 

organizations perspective and the phases from the customer journey cycle from Nenonen et al. (2008) 

are designed from a customers perspective. The combination of the models provides the most complete 

description of the stages.  

While operationalizing the customer journey in tourism the phases awareness or need and enquire 

or planning where chosen. In these phases tourists become aware of their interest and start orienting 

their vacations. In these stages are defined as two separate phases since in the first phase, tourists can 

still decide not to visit Amsterdam while in the second phase they already have chosen Amsterdam as 

Figure 2.4 Visitors journey (Lane, 2007, p. 252) 
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their destination. The awareness or need phases is operationalized in the search behaviors ‘search for a 

type of holiday’ and ‘search for a destination’, since Lane (2007) states that in the first stage of his model 

(stimulation, planning and anticipation) tourist search for a destination. The anticipation falls within the 

awareness or need stage. The second search behavior was chosen since Strauss and Weinlich (1997) 

describe this in the information phase of their model which fits within the operationalized awareness or 

need phase. From these search behaviors the search queries ‘travel Amsterdam’ and ‘Amsterdam’ are 

derived which will cover the awareness or need stage.  

The second phase, the enquire or planning phase, is divided in the search behaviors ‘search for 

hotels’, ‘search for ways of traveling’ and ‘search for activities’. Since Lane (2007) describes that in the 

customer journey planning phase, tourists search for places to stay and activities to do. This leads to the 

operationalized search queries ‘hotel Amsterdam’, since this study focusses on overnight stays in hotels, 

and ‘tourist info Amsterdam’. Strauss and Weinlich (1997) find that while planning, tourists take the 

journey into account, which leads to the search behavior ‘search for ways of traveling’ into the 

specifications ‘by car’, ‘by plane’ and ‘by train’. The specifications ‘by plane’ and ‘by train’ are 

operationalized in the queries as ‘flight Amsterdam’ and ‘train Amsterdam’. NBTC Holland Marketing 

(2016) states that these ways of traveling are most common for foreign tourists to get to Amsterdam 

with 32 % by plane and 9 % by train, which leads to the decision not to take traveling by car into account. 

 In the operationalization the search queries ‘city trip Amsterdam’, ‘holiday Amsterdam’ and 

‘visit Amsterdam’ are derived directly from the enquire or planning phase. These queries relate directly 

to the planning of the stay and can be used by tourists to gather information about any one of the other 

search queries in this phase.  
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Figure 2.5 Operationalization of the customer journey in tourism 
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3 Methodology 
This chapter describes the methodology of this study. First the chosen research design, followed by the 

collection- and analysis of data.   

3.1 Research design 
This study aims at forecasting tourism demand, in the form of touristic night passes in hotels, with 

Google Trends with the use of an deductive and inductive approach. The quantitative data sources that 

will be used are Google Trends and the data from CBS StatLine. The study takes the form of time-series 

modeling since it is based on trends and patterns identified by Google Trends. This form of research is 

convenient since it only requires historical observations of a variable (Song & Li, 2008).     

 An important part of this research in forecasting, is finding the relevant Google Trends keywords 

or search queries. For that, both a deductive and an inductive approach will be used. First, the customer 

journey theory is used to subtract search query terms. It will be investigated how strong the relation is 

between these terms and the pattern of specific tourists’ statistics of the city of Amsterdam. 

 Besides that, a more common inductive approach in using Google Trends data will be used. This 

will be done by linking tourist statistics to Google Trends the other way around with the use of Google 

Correlate. Based on this, we try to find other keywords and search queries for this field of interest.  

 With this design, the distinction between explaining and predicting will be made which leads us 

to the following technique questions: 

- What are relevant keywords for forecasting night passes in hotels in Amsterdam according to 

the customer journey theory? 

- What are relevant keywords for forecasting night passes in hotels in Amsterdam according to 

Google Correlate? 

3.2 Data Collection 
Data will be collected from Google Trends, reports from the city of Amsterdam (2017) and the electronic 

database CBS StatLine (2017). This study will focus on the calendar years 2014, 2015 and 2016 and on 

tourism demand in the form of night passes in hotels in Amsterdam. This means that the sample consists 

of thirty-six months.  

Data from the reports will be filtered while reading the reports, but for the data that will be 

collected from Google Trends keyword selection is of major importance. As pointed out in the theory 

of this study, the researcher needs to use keywords related to tourism, obtain search query data and select 

appropriate data. The most challenging is keyword selection.  

The keywords used for the first part of the research are derived from the customer journey theory. 

For the awareness or need phase of the customer journey the keywords ‘Amsterdam’ and ‘Travel 

Amsterdam’ are chosen. For the enquire or planning phase the following keywords are chosen, ‘Hotel 

Amsterdam’, ‘Flight Amsterdam’, ‘Train to Amsterdam’, ‘City trip Amsterdam’, ‘Holiday Amsterdam’, 

‘Visit Amsterdam’ ‘Tourist info Amsterdam’ and ‘Visit Amsterdam’. This part of the research is divided 
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in two phases since in the first phase tourists can also decide not to visit Amsterdam while in the second 

phase Amsterdam is already chosen as the destination.  

For the second part of the research keywords derived from the data will be used. These keywords 

are subtracted from Google Correlate on the bases of data concerning the night passes in hotels in the 

City of Amsterdam. Google Correlate is an online, automated method for query or keyword selection 

that does not require such prior knowledge. Instead, given a temporal or spatial pattern of interest (a 

dependent variable), Google Correlate determines which keywords best mimic the data. Google 

correlate computes the Pearson Correlation Coefficient, also known as ‘r’ (Google, 2017). However, 

spurious correlation exists, strong correlations do not always imply causation (Vigen, 2017). Therefore, 

the correlations found will be filtered on the bases of a possible relation with tourism demand in the City 

of Amsterdam. For this research the keywords that have a correlation between r = 0.80 and r = 1.0 and 

could possibly relate to tourism demand in the City of Amsterdam are examined.  

When the most accurate keywords are selected and entered the function of the Google Trends 

program translating these keywords into various languages used by tourists all over the world (Choi & 

Varian, 2012) makes the data exists out of a national sample per country which represents the entire 

population without sampling bias (Li, Pan, Law, & Huang, 2017). This enhances the reliability of the 

research (Song & Liu, 2017). To filter out data that does not relate to tourism or falls outside the scope 

of this research the Google Trends filters will be used. The geographical area will be set at the United 

Kingdom and Germany since these countries represent the biggest part of foreign tourists in the City of 

Amsterdam form Europe, an exact representation of the percentages can be found in appendix I (CBS, 

2017). The settings from the time filter will be set to the calendar year 2014 up to and including 2016. 

The category filter will be set to travelling since the program than only counts the search query data that 

fits within this category. The last filter will be set at Google Search since that is the part of the search 

engine tourists use for their travel planning.   

3.3 Data Analysis 
A benefit of Google Trends as a source of data is that it is a suitable data source of timely information 

(Xu & Reed, 2017). Google Trends provides the data on weekly bases, but the analysis of this study 

requires a monthly time series since that is how the report concerning tourism demand in Amsterdam 

are presented. The research would be more effective if weekly timeseries of the dependent variable 

would be used but unfortunately this data is unavailable for the researcher. Therefore, the Google Trends 

data needs to be aggregated. To aggregate a weighted average will be used; the index of each week is 

weighted according to the share of the week that falls in the month. This means that a week that falls 

completely in a month gets the weight of seven divided by the total number of days in that month. Weeks 

that extend across two months are weighted by the amount of days they fall within the one month divided 

by the number of days in that month and then the residual amount of days get divided by the number of 

days in the second month. The study is aware of the assumption being made that search behavior of 
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tourists is constant across all days of the week and recognizes this as in flaw in the research. However, 

there was no better way found of aggregating the data.  

 When the data is aggregated analysis will be done by the steps of the regression model 

estimation process (Frechtling, 2011). This process was chosen due to its ability to work without the use 

of a base model with time lag (Frechtling, 2011) pertaining to the method used by Barreira, Godinho 

and Melo (2013) which works with seasonality and time lags. An analysis which includes time lags 

might provide a more accurate representation of the forecasting value of Google Trends but due to the 

availability of data on monthly bases it is not possible to establish an accurate time lag for the customer 

journey in tourism. Since this monthly based data is available, the regression model estimation process 

is most useful (Frechtling, 2011). The correlations among the explanatory variables, the data derived 

from Google Trends, will be examined to identify any multicollinearity between the independent 

variables, which will then be removed from the model. The multicollinearity tests outcome needs to fall 

within the tolerance > 0.2 and the variance inflation factor VIF < 5 not to be excluded from the model 

(Grande, 2015). Next the expected relationships will be specified and initial models will be identified. 

Thereafter, the validity of the model is going to be evaluated and the significance assessed.   
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4 Results 
In this chapter, the results of the data analysis will be presented. First data of the actual night passes in 

hotels in Amsterdam will be analyzed, then the correlations of the explorative research are presented 

followed by the results of the inductive research. 

4.1 Hotel night passes in the City of Amsterdam 
The night passes in hotels in the 

City of Amsterdam with a 

German or United Kingdom 

origin represent on average over 

the years 2014, 2015 and 2016 

30.6 percent of the total amount 

of night passes in hotels in the 

city. This are 10,017,000 actual 

night passes in this time period 

(CBS, 2017). As can been seen 

in Figure 4.1 Hotel night passes 

in the City of Amsterdam with German or United Kingdom origin, this happens with seasonality. The 

seasonality in comparable between Germany and the United Kingdom and experiences peaks and 

descends in approximately the same periods. 

 The hotel night passes with German origin (Figure 4.2 Hotel night passes, German origin) 

represent on average 11,5 percent of the total number with 3,770,000 actual night passes in the given 

period. The number of German night passes has increased over the years with 1,112,000 in 2014 to 

1,469,000 in 2016 (CBS, 2017). It stands out that the seasonality forms a less fluent line in 2016 where 

more peaks and descends are noticeable.  

 On average 19.1 percent of the hotel night passes in 2014 till and up to 2016 have an United 

Kingdom origin. This are 6,427,000 overnight stays in hotels (CBS, 2017). Figure 4.3 Hotel night passes, 

United Kingdom origin shows that the seasonality with United Kingdom origin has more peaks and 

Figure 4.1 Hotel night passes in the City of Amsterdam with German or United 
Kingdom origin 

Figure 4.2 Hotel night passes, German origin Figure 4.3 Hotel night passes, United Kingdom origin 
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descends over the years than the German origin. However, this seasonality is comparable over the years 

with a noticeable increase in the amount of hotel night passes.  

When comparing the actual night passes with a German origin with the Google Trends output for 

the same period in phase 1 (keywords ‘Amsterdam’ and ‘travel Amsterdam’) in Figure 4.7Fout! 

Verwijzingsbron niet gevonden., it stands out that the keyword ‘travel Amsterdam’ shows no 

similarities of any kind with the actual night passes. Continuing, the keyword ‘Amsterdam’ shows a 

curve with possible seasonality which does not fit to the curve of the actual passes but shows some 

similarities.  

 The comparison of these variables for the second phase with a German origin (keywords ‘hotel 

Amsterdam’, ‘flight Amsterdam’, ‘holiday Amsterdam’, ‘train Amsterdam’, ‘tourist info Amsterdam’ 

and ‘visit Amsterdam’) in Figure 4.6 shows no results for ‘tourist info Amsterdam’, ‘flight Amsterdam’, 

‘holiday Amsterdam’ and view results for ‘visit Amsterdam’. For the keywords ‘hotel Amsterdam’ and 

‘train Amsterdam’ curves with seasonal effects are drawn which, to some extent, show similarities to 

the actual night passes. 

While comparing the same for the tourists with an United Kingdom origin for phase 1 in Figure 

4.5 it stand out that, again, the keyword ‘travel Amsterdam’ shows no similarities of any kind with the 

Figure 4.7 Hotel night passes Germany vs GT data phase 1 Figure 4.6 Hotel night passes Germany vs GT data phase 2 

Figure 4.5 Hotel night passes UK vs GT data phase 1 Figure 4.4 Hotel night passes UK vs GT data phase 2 
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data of the actual night passes. The keyword ‘Amsterdam’ does show results but mediate signs of 

seasonality which the data of the actual night passes does show.  

 The comparison of the keywords of phase 2 with the actual night passes with an United Kingdom 

origin is shown in Figure 4.4. It stands out that the keywords ‘tourist info Amsterdam’, ‘flight 

Amsterdam’, ‘holiday Amsterdam’ and ‘visit Amsterdam’, again, do not show any signs of similarity in 

relation to the actual night passes. The keywords ‘train Amsterdam’ and ‘hotel Amsterdam’ on the other 

hand, do show signs of similarity. Although the curves show less peaks and descents than the curve of 

the actual night passes signs of seasonality are, to some extent, recognizable.   

4.2 Explorative research 
This section discusses the results for the phases 1 (awareness or need) and 2 (enquire or planning).  

4.2.1 Predictive value awareness or need stage 

The keywords used in this stage are ‘Amsterdam’ and ‘Travel Amsterdam’ for both Germany and the 

United Kingdom. It stands out that for the keyword ‘Travel Amsterdam’ Google Trends provides small 

values (0 up and till 3) while it does provide higher values for the key word ‘Amsterdam’ (0 up and till 

70). 

Before the regression analysis could be started the researcher checked for multicollinearity for 

both Germany and the United Kingdom. The values that were found fall within the > 0.2 for tolerance 

and < 5.0 for VIF criteria (Grande, 2015) which indicates very low multicollinearity. The SPSS output 

for this phase can be found in appendix II.    

The multiple regression analysis for Germany in phase 1 led to the following regression formula: 

Passes (GER) = - 35.862 + 2.586 * A’dam + -40.016 * Travel A’dam. The corresponding adjusted R-

square indicates that 46.5 % of the variation in passes (GER) can be explained by the independent 

variables together. PSPSS is 0.000 which is smaller than the significance level alpha (α = 0.05) which 

indicates that at least one of the independent variables predicts Passes (GER). Since the p-value for 

Travel A’dam is bigger than alpha this variable is not significant and can be left out of the model and 

therefore a new regression analysis, with only the significant variables, was done. This led to the 

following formula: Passes (GER) = -17.101 + 2.181 * A’dam. PSPSS = 0.000 for the model which 

means p < 0.001 which is smaller than alpha (α = 0.05). Also, PSPSS = 0.000 for the variable A’dam 

which is also smaller than alpha (α = 0.05). This indicates significance for the model. The adjusted r-

square states that 45.2 % of the variation in Passes (GER) can be explained by the model.    

The regression formula for phase 1 of the United Kingdom is the following: Passes (UK) = 

138.390 + 1.127 * A’dam + -15.860 * Travel A’dam. Adjusted R-square indicates that 6.9 % of the 

variation in passes (UK) can be explained by the independent variables together. However, p = 0.115 

for the model which is bigger than alpha (α = 0.05) which indicates that none of the independent 

variables are predictors of passes (UK). Therefore, the presented formula is not significant and has no 

predictive value for passes (UK).  
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The multiple regression analysis SPSS output can be found in appendix III for both Germany and 

the United Kingdom. An overview of these results is presented in Table 1 Overview results phase 1Table 

1. 

Table 1 Overview results phase 1 

 

4.2.2 Predictive value enquire or planning stage 

For this stage, the used keywords are ‘Hotel Amsterdam’, ‘Flight Amsterdam’, ‘Train Amsterdam’, 

‘Holiday Amsterdam’, ‘City trip Amsterdam’, ‘Visit Amsterdam’ and ‘Tourist info Amsterdam’ for 

both Germany and the United Kingdom. It stands out that the keyword ‘Tourist Info Amsterdam’ 

provides the value 0 over the total timespan of this research for both Germany and the United Kingdom 

which indicates that this keyword is not very useful for forecasting tourism demand in Amsterdam. The 

keyword ‘City trip Amsterdam’ did not provide any data since this keyword did not generate any values. 

Google Trends was unable to provide any trend data on the bases of this keyword. The system reported 

that the search term does not provide enough search query data to display within Google Trends. This 

does not necessarily indicate that these terms are useless in forecasting tourism demand in Amsterdam. 

It does indicate that Google Trends does not possess enough search query data within the boundaries of 

this research. For the other keywords used Google Trends did generate data that is useable within this 

research.  

 Also for this keywords multicollinearity had to be assessed. All the values found for both 

Germany and the United Kingdom meet the criteria of tolerance > 0.2 and VIF < 5.0 which indicates 

that there is very low multicollinearity for both countries in phase 2.  The multicollinearity SPSS output 

of phase 2 can be found in appendix IV.    

 As mentioned, for the keyword ‘Tourist Info Amsterdam’ Google Trends generated a constant 

value of 0 for both the German and the United Kingdom tourist origin. Therefore, we deleted this 

variable for the multiple regression analysis. For phase 2 with tourists with a German origin the 

following regression formula was generated: Passes (GER) = - 15.822 + 1.269 * hotel A’dam + 15.111 

* flight A’dam + - 15.999 * holiday A’dam + 1.145 * train A’dam + 0.708 * visit A’dam. The adjusted 

R-square indicates that 40.2 % of the variation in passes (GER) can be explained by the independent 

variables together. The p-value is 0.001 which is smaller than alpha (α = 0,05) which indicates that at 

least one of the independent variables predicts passes (GER). Since the individual p-values for flight 
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A’dam (p = 0.458), holiday A’dam (p = 0.205) and visit A’dam (p = 0.432) are bigger than alpha these 

variables can be left out of the model. A new multiple regression analysis with only the significant 

variables led to the following formula: Passes (GER) = -10.011 + 1.276 * Hotel A’dam + 1.049 * Train 

A’dam. PSPSS of the model = 0.000 which means P < 0.001 which is smaller than alpha (α = 0.05). The 

p-value for Hotel A’dam = 0.017 and for Train A’dam the p-value = 0.019, this is both smaller than 

alpha (α = 0.05) which means the model is significant. The adjusted r-square reports that 39.1 % of the 

variation in passes (GER) can be explained by the model.  

The regression formula for tourists with an United Kingdom origin is: Passes (UK) = 100.295 + 

-0.730 * hotel A’dam + 13.409 * flight A’dam + 2.927 * holiday A’dam + 0.411 * train A’dam + -1.368 

* visit A’dam. The adjusted r-square indicates that 26.1 % of the variation in passes (UK) can be 

explained by the independent variables together. The p-value is 0.014 which is smaller than alpha (α = 

0,05) which indicates that at least one of the independent variables predicts passes (UK). Since the 

individual p-values for hotel A’dam (p = 0.207), holiday A’dam (p = 0.580), Train A’dam (p = 0.414) 

and visit A’dam (p = 0.523) are bigger than alpha these variables can be left out of the model. A new 

multiple regression analysis with only the significant variables led to the following formula: Passes 

(UK) = 98.244 + 12.276 * Flight A’dam. The p-value for the model is p = 0.001 which is smaller than 

alpha (α = 0.05), the p-value for the variable flight A’dam = 0.001 which is also smaller than alpha. This 

indicates that the model is significant. The adjusted r-square reports that 28.0 % of the variation in passes 

(UK) can be explained by the model.  

The multiple regression analysis SPSS output of phase 2 for both Germany and the United 

Kingdom can be found in appendix V. An overview of the results is presented in Table 2.  

Table 2 Overview results phase 2 

 

4.3 Inductive research 
This section presents the results for the third, data driven, phase of this research.  

4.3.1 Google Correlate generated keywords 

For this inductive part of the research keywords are derived from the data with the use of Google 

Correlate. The data concerning the night passes in hotels in the City of Amsterdam was uploaded to 
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Google Correlate which then presented correlating search queries. For tourists with a German origin 

‘hop on hop off’ (r = 0.9603), ‘sehenswürdigkeiten in der nahe’ (r = 0.9423) which translates to things 

to see in the area and ‘one day trip’ (r = 0.9374) were derived. Keywords with a high correlation with 

night passes in hotels in the City of Amsterdam with an origin in the United Kingdom are ‘cosas que 

ver’ (r = 0.8394) which translates to ‘things to do’ and ‘cosas que haser’ (r = 0.8376) which translates 

to ‘what to do’. For the United Kingdom, no more possibly meaningful correlations were found. A 

representation of all the correlations found for both Germany and the United Kingdom can be found in 

appendix VI followed by an overview of the keywords that will be used in the different phases in 

appendix VII. 

4.3.2 Predictive value data driven research 

For this third, inductive phase, the keywords used are ‘hop on hop off’, ‘sehenswürdigkeiten in der nahe’ 

and ‘one day trip’ for Germany and ‘cosas que ver’ and ‘cosas que haser’ for the United Kingdom.  

 For the term ‘hop on hop off’ Google Trends has provided the researcher with search query data 

to analyze. The terms ‘sehenswürdigkeiten in der nahe’ and ‘one day trip’ on the other hand did not 

since for both of these keywords all search query values are a constant 0. This indicates that these two 

keywords are not useful for forecasting tourism demand in Amsterdam.  

Although Google Correlate measured very strong correlations between the keywords ‘cosas que 

ver’ (r = 0.8394) and ‘cosas que haser’ (r = 0.8376) for overnight stays in hotels in the City of Amsterdam 

from tourist with an United Kingdom origin, Google Trends was unable to provide any trend data on 

the bases of these keywords. The system reported that the search terms do not provide enough search 

query data to display within Google Trends. This does not necessarily indicate that these terms are 

useless in forecasting tourism demand in Amsterdam. It does indicate that Google Trends does not 

possess enough search query data within the boundaries of this research. Which in this case were our 

time filter set to 2014 - 2016, location filter set to United Kingdom and the category filters set to travel.  

Since Google Correlate searches for correlations without any form of time lag (Google, 2017) the 

results for the previous correlation did show search queries that are related to leisure or free time, but 

not necessarily to night passes in Amsterdam. Since tourists spend time planning their vacation it is 

possible that, when the data is aggregated to form where it seems that there is a time lag, more 

meaningful correlations will be found. Therefore, the data was aggregated for both countries with a 1 

month time lag, a 2 month time lag, a 3 month time lag, a 4 month time lag, a 5 month time lag and a 6 

month time lag and then inserted into Google Correlate. These time lags where all tested since the actual 

time lag between searching or planning a vacation could not be derived from theory. All the correlations 

Google Correlate found for these time lags for both countries can be found in appendix VIII. 

For Germany three search queries that might be meaningful were found. Within the 1 month time 

lag these queries are ‘wohnung mit garten mieten’ (renting a house with a garden) with a correlation of 

r = 0.9043 and ‘kurzurlaub niederlande’ (short vacation the Netherlands) with a correlation of r = 0.8910. 
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Within the 2 and 3 month time lag the possibly meaningful query ‘reispass baby’ (passport baby) was 

found with a correlation of r = 0.8766. However, when the keyword ‘wohnung mit garten mieten’ was 

entered into Google Trends the program was unable to provide any data due to too little search query 

data to display within Google Trends. The keyword ‘kurzurlaub niederlande’ did generate Google 

Trends, this indicates that it might have predictive value for forecasting tourism demand in the City of 

Amsterdam. The last generated keyword for Germany, ‘reispass baby’, also provided the researcher with 

Google Trends output, but that had the constant value of 0 which means it has no predictive value.  

The possibly meaningful search query that was found for the United Kingdom falls within the 1 

month time lag and is ‘Amsterdam all inclusive’. The keyword has a correlation of r = 0.8565 and does 

generate Google Trends data within the framework of this research which might indicate predictive 

value.   
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5 Conclusion and discussion 
This chapter describes the conclusions that are drawn from the results, the discussion, the limitations of 

the research and the implications for further research.  

5.1 Conclusion 
For the first two phases of the research it can be concluded that 4 of the keywords derived from the 

theory have predictive value for forecasting tourism demand in the City of Amsterdam.  

 Within the first phase, the awareness or need phase, it can be concluded that the keyword 

‘Amsterdam’ has predictive value for tourist with a German origin. With an adjusted r-square of 45.2 % 

it can be concluded that the predictive value of this keyword is significant. The first phase did not lead 

to any significant keywords with predictive value for tourists with an United Kingdom origin.  

 The second phase, the enquire or planning phase, led to more keywords with predictive value. 

For tourists from Germany it can be concluded that 39.1 % of the variation in the amount of night passes 

in hotels in the City of Amsterdam can be explained by the variables ‘Hotel Amsterdam’ and ‘Train 

Amsterdam’. The amount of night passes from tourists with an United Kingdom origin can be forecasted 

with the use of Google Trends by the keyword ‘flight Amsterdam’ whereby 28.0 % of the variation can 

be explained by this keyword.  

 Recapitulating, when answering the research question “To what extent is the data provided by 

Google Trends useful for forecasting night passes in hotels in Amsterdam?” on the bases of the theory 

driven part of this research, the answer is that data provided by Google Trends can be useful for 

forecasting night passes in hotels in Amsterdam if the fitting keywords are used. The extent to which 

the explorative research indicates usefulness is on average 37.4 %. 

The conclusion for the third phase of this research is that there are many correlating search 

queries, but only 2 with possible predictive value or even Google Trends output. The data generated 

keywords ‘kurzurlaub niederlande’ for Germany and ‘Amsterdam all inclusive’ for the United Kingdom 

have predictive value. From this part of the research the answer to the research question “To what extent 

is the data provided by Google Trends useful for forecasting night passes in hotels in Amsterdam?” is 

that the data generated from Google Trends has very low to zero usefulness for forecasting night passes 

in hotels in Amsterdam.  

Concluding, in comparison with the current method of forecasting used by the City of Amsterdam 

these conclusions are useful in practice. Since the forecasts made by the City are not explicit and do not 

take nationalities into account the use of forecasting with Google Trends would increase the usability of 

the forecasts both for the City of- and the hospitality industry in Amsterdam.  

5.2 Discussion 
Shmueli (2010) states that blind predictions, without theory, are less likely to be effective. In the first 

two phases of this study theory on the customer journey in tourism is used. This enhances the validity 

of the finding of this study. However, the theories on customer journey in tourism are broad and lack of 
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specific steps tourist take within this journey. The search terms derived from the theory are created by 

the researcher which, although they are based on the theory that is available, minimizes the effectiveness 

of the models created in this research. In the third phase, the data collection was data driven which led 

to few results. This might not have been a blind prediction, but it was also not a theory driven prediction. 

The data driven phase was, as Shmeili (2010) already suggested, less effective than the theory driven 

predictions.   

5.3 Limitations and further research 
Within this research, the comparison of Google Trends analysis is limited to Germany and the United 

Kingdom and narrowed down to 10 or 11 search terms per country for hotel night passes in the City of 

Amsterdam. The comparison of other countries, search terms and other destinations is left as endeavors 

for future researchers. Furthermore, the researcher did not segment the tourist in categories such as short 

or long stays or leisure or business visits since the data did not allow it. But since forecasting potential 

of Google Trends is confirmed in this research, future research might investigate these segments in more 

detail which can lead to more useful outcomes for the cities and hoteliers to act upon. 

 Future research can be perfected by not only using Google Trends data as the independent 

variable, but adding other factors that influence the customer journey in tourism such as economic state 

and political stability from the destination or origin country of the tourist. The consideration of other 

factors will enhance the generalizability of the research since Google Trends only provides absolute 

volume data. The actual queries remain unreported which affects the generalizability of this study 

because it remains unclear which number of users used the search queries.  

 The lack of meaningful Google Correlate output for this research in the start of phase 3 led to 

shifts in the data to fake a time lag. This generated some results which could not be analyzed further 

within the timeframe of this research. Future research might analyze this results in more detail which 

provide the theory with more data driven results, which also contribute to the customer journey theory 

for tourism. 

 Due to the lack of data on weekly bases of the depend variable, hotel night passes in the City of 

Amsterdam, the Google Trends data had to be aggregated. The aggregation was made under the 

assumption that search behavior of tourists is constant across all days of the week. Which is a flaw in 

the research but no better way was found, this is left endeavors for future researchers. The mandatory 

aggregation to monthly bases results in the researcher being unable to distinguish a time lag into the 

forecasting model. When more specific data would have been accessible the results of this research 

might be different and the model more effective for practical usage. However, this research did confirm 

the forecasting potential of Google Trends for forecasting tourism demand in Amsterdam. If future 

research pursues on this finding and analyses the forecasting potential on weekly or daily bases with an 

established time lag the new models will improve the ability of the City of Amsterdam to respond to 

tourism demand and maintain their dispersion policy. Furthermore, not only the City of Amsterdam can 
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provide from these models, this research can also be done for other cities or even large hotel chains. 

This can lead to the ability of cities and hoteliers to respond adequately to tourism demand and more 

effective intervening in the customer journey of tourists.     
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Appendices 

Appendix I 

Hotel night passes in the 

City of Amsterdam 

(x1000) 2014 

% off 

foreign 

countries 

total 2015 

% off 

foreign 

countries 

total 2016 

% off 

foreign 

countries 

total 

All countries 

 

12.538    

 

12,899    

 

13,983    

The Netherlands 

   

2,341    

   

2,238    

   

2,192    

Foreign countries total 

 

10.197    

 

10,661    

 

11,790    

Belgium 

       

335  3% 

       

308  3% 

       

355  3% 

Germany 

   

1,112  11% 

   

1,189  11% 

   

1,469  12% 

France 

       

700  7% 

       

674  6% 

       

741  6% 

Italy 

       

689  7% 

       

722  7% 

       

733  6% 

United Kingdom 

   

1,905  19% 

   

2,046  19% 

   

2,296  19% 

United States of America 

   

1,130  11% 

   

1,147  11% 

   

1,354  11% 
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Appendix II 
SPSS output multicollinearity phase 1 for Germany: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SPSS output multicollinearity phase 1 for the United Kingdom: 
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 Appendix III 
Multiple regression SPSS output phase 1 for Germany, initial model: 
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Multiple regression SPSS output phase 1 for Germany: 
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Multiple regression SPSS output phase 1 for the United Kingdom, initial model: 
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Appendix IV 
SPSS output multicollinearity phase 2 for Germany: 
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SPSS output multicollinearity phase 2 for the United Kingdom: 
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Appendix V 
SPSS output multiple regression analysis phase 2 for Germany, initial model: 
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SPSS output multiple regression analysis phase 2 for Germany: 
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SPSS output multiple regression analysis phase 2 for the United Kingdom, initial model: 
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SPSS output multiple regression analysis phase 2 for the United Kingdom: 
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Appendix VI 
Correlations found for Germany: 
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Correlations found for the United Kingdom: 
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Appendix VII 

 Phase 1 

Awareness or need 

Phase 2 

Enquire or planning 

Phase 3 

Google correlate 

Germany Amsterdam 

Travel Amsterdam 

Hotel Amsterdam 

Flight Amsterdam 

Holiday Amsterdam 

Train Amsterdam 

Tourist info Amsterdam 

Visit Amsterdam 

City Trip Amsterdam 

Hop on hop off 

Sehenswürdigkeiten in der nahe 

One day trip 

United 

Kingdom 

Amsterdam 

Travel Amsterdam 

Hotel Amsterdam 

Flight Amsterdam 

Holiday Amsterdam 

Train Amsterdam 

Tourist info Amsterdam 

Visit Amsterdam 

City Trip Amsterdam 

Cosas que ver 

Cosas que haser 
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Appendix VIII 
Germany, 1-month delay: 
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Germany, 2 months delay: 
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Germany, 3 months delay: 
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Germany, 4 months delay: 
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Germany, 5 months delay: 
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Germany, 6 months delay: 
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United Kingdom, 1-month delay: 
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United Kingdom, 2 months delay: 

 

 

 



67 

  

United Kingdom, 3 months delay: 
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United Kingdom, 4 months delay: 
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United Kingdom, 5 months delay: 
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United Kingdom, 6 months delay: 

 

 

 


