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Abstract 
 
Introduction: With the introduction of endoscopic surgery, patient healthcare changed significantly. 
The main improvement of laparoscopic operations compared to open surgery is better patient 
outcome. However, it is important to understand the added burden laparoscopic surgery brings to 
the surgeon and his/her assistant. To overcome this burden, multiple robotic innovations were 
introduced, such as active robotic camera holders. Multiple active holders are available for quite 
some time; however, all interrupt the flow of the operation. This study focuses on one new active 
camera holder; the AutoLap. The AutoLap can be either controlled by a joystick or by a unique image 
analysing software function called go-to mode. The main question of this thesis: “Is the go-to mode 
the long-sought solution for active camera steering, utilising the advantages of robotics without 
disturbing the flow of the operation?” 
 
Methods: This trial is a phantom study, comparing the execution time and path length of three 
steering modes (human, joystick and go-to). The aim is to evaluate the effectiveness of the AutoLap. 
Four test subjects will be enrolled and will perform multiple times two series of camera steering 
exercises with all three modes. Execution time and path length will be measured, the first 50% of the 
execution time results will be compared with the second 50% to draft a (possible) learning curve. 
Furthermore, validated questionnaires will be filled in to measure the subjective experience.   
 
Results: Human controlled steering is superior in terms of execution time and path length, followed 
by go-to controlled and lastly joystick controlled (45.0, 114.2 and 122.1 seconds respectively). 
Joystick controlled steering shows the steepest learning curve (140.7 vs. 117.7) followed by human 
controlled (48.6 vs. 42.8) and go-to controlled (121.0 vs. 115.5). The questionnaires show similar 
results for human and go-to controlled, joystick controlled scores lower.  
 
Conclusion: Based on the acquired results, the go-to mode is not the long-sought solution for active 
camera steering. However, it is a vital step for the actual solution. The algorithm behind the go-to 
mode is very promising, however the way this algorithm is controlled must be improved. When a 
second version of this system will be developed with improved hardware and very short and simple 
voice commands to direct the go-to mode, expectation is that a new type of active camera holder is 
created with a realistic opportunity to replace the camera holding assistant.  
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List of abbreviations and relevant definitions 
 
AutoLap   Active robotic camera holder 

Active camera holder  Laparoscopic camera holder with an active positioning system 

Blob features   Detection of regions in images that differ in colour or brightness  

EM-tracking Electromagnetic tracker, device using an electromagnetic field to 

measure the X, Y and Z-coordinates (world coordinates) of a chosen 

point 

Follow-me mode AutoLap control method where the camera tracks the tagged 

instrument 

Go-to mode AutoLap control method where the camera tracks the desired tagged 

location 

Joystick mode AutoLap control method where the camera is controlled by joystick 

Kolmogorov-Smirnov test Statistical test to determine if your data is normal distributed 

Machine learning Application of artificial intelligence to build an analytical model by 

using algorithms 

Matlab    Mathematical software used to analyse and calculate path length 

Mauchly’s test   Statistical test to determine if the variance of your groups is similar  

MST    Medical Surgery Technologies 

NASA-TLX   NASA-Task Load Index (validated questionnaire) 

One-way repeated   Statistical test used to compare three (or more) group means where 

measures ANOVA test  the participants are the same in each group 

OR    Operating Room 

Passive camera holder  Laparoscopic camera holder with no positioning system 

Pixel coordinates Coordinates of a chosen point in an image, expressed in rows and 

columns of the inserted image 

PUR-foam   Polyurethane foam 

SD    Standard Deviation 

SURF    Speeded-Up Robust Features, algorithm to find blob features 

SMEQ    Subjective Mental Effort Questionnaire (validated)  

SolidWorks   Solid modelling program for computer designing and engineering 

SPSS Statistical Package for the Social Sciences, analytical software used to 

calculate power and significance 

World coordinates Coordinates of a chosen point, expressed in X, Y and Z, relative to the 

earth fixed system 
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01. Introduction 
 

1.1  Clinical background 
With the invention of the endoscope at the start of the 20th century, patient healthcare changed 
significantly. [2] Initially, laparoscopy was not very successful and did not have clinical utility other 
than a diagnostic aid. At the end of the 1980s, the first laparoscopic interventions were successfully 
conducted, starting the dawn of minimal invasive surgery. These laparoscopic interventions lead to a 
better patient outcome compared to open surgery. [3-8] More recently, robotic innovations changed 
the landscape even more, leading to a less invasive and more controlled and precise manner of 
operating with improved ergonomics. [2] 
 

1.1.1 Anatomy of the abdomen 
To successfully perform surgery (open or laparoscopic), extended anatomical knowledge is essential. 
Most of the laparoscopic surgeries takes place in the trunk, this thesis will mainly focus on its lower 
part; the abdomen (Figure 1 & 2). The abdomen can be viewed as a flexible dynamic container for 
the gastrointestinal organs. [9] This ‘container’ is protected by 
abdominal walls anterolaterally, the pelvic muscles caudally and 
the diaphragm cranially. The major organs inside are the liver, 
gallbladder, kidneys, stomach, duodenum, pancreas, spleen, large 
and small intestines, urinary bladder and male and female 
reproductive organs. In addition, the aorta and inferior vena cava 
are running through the abdomen. The thoracic skeleton cranially 
and pelvic girdle caudally are linked by the vertebral column and 
support the abdominal muscles. This construction gives 
protection as well as flexibility, needed for respiration and 
locomotion. The abdomen is also able to generate pressure to 
ensure expulsion of air and bodily fluids.  
 
The abdominal walls consist of multiple fascia and muscles and 
can be divided into the anterolateral abdominal wall (consisting of 
the anterior wall and right and left lateral walls) and posterior 
wall. The subcutaneous tissue over most of the wall includes a 
variable amount of fat. Right beneath the skin (subcutaneous) the 
superficial fatty layer (camper fascia) and the deep membranous 
layer (scarpia fascia) are located (Figure 1B). Furthermore, a total 
of five muscles, three flat muscles (external oblique, internal 
oblique and transversus abdominis) and two vertical muscles 
(large rectus abdominis and small pyramids) are present.  
 
The external oblique muscles are the largest and most superficial 
of the three flat muscles. It runs diagonal from the ribs to the 
linea alba, pubic tubercle and the iliac crest (Figure 3A). 
Perpendicular beneath the external oblique runs the internal 
oblique muscle from the iliac crest to the ribs and linea alba 
(Figure 3B). The third muscle layer is the transversus abdominus, 
which runs horizontal from the costal cartilages to the linea alba 
(Figure 3C). The linea alba runs vertically along the length of the 
abdominal wall and separates the bilateral rectus abdominis. 
Nerves and small blood vessels run through the linea alba to the Figure 1: Abdominal organs and layers of muscle wall 

[1] 
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skin. It also contains the umbilical ring, a defect which passed the foetal umbilical vessels, umbilical 
cord and placenta.  
 
 

   

Figure 2: Anatomical overview of abdomen and thorax [1]  

Figure 3: Muscles of anterolateral abdominal wall [1] 
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1.1.2 Open vs. minimal invasive surgery 
As mentioned before, the main improvement of laparoscopic operations is better patient outcome 
compared to open surgery. This conclusion is seen in general when open surgery is compared with 
laparoscopic surgery. [3-8] Laparoscopic surgery is associated with less pain, less blood loss, faster 
recovery and a shorter hospital stay. A systematic review from the Cochrane library [3] compares 
thirty-eight trials with 2338 cholecystectomy patients in total. It concludes that there are no 
significant differences in mortality, complications and operative time between open and laparoscopic 
surgery. However, laparoscopic cholecystectomy is associated with a faster recovery and thus 
significantly shorter hospital stay. Mentioned advantages ensure that laparoscopic surgery is the 
preferred method of operating. However, it is also important to understand the added burden 
laparoscopic surgery brings to the surgeon and assistant.  

 

1.2  Problems associated with laparoscopy 
To understand the need for robotic innovations, it is necessary to understand the difficulties of 
modern laparoscopic surgery. During the development of minimal invasive surgery, the focus was on 
the wellbeing of the patient. However, in recent years, focus has shifted towards the wellbeing of the 
physicians during laparoscopic interventions by analysing the drawbacks. Well known difficulties are 
a long and steep learning curve, limited possible motion, loss of degrees of freedom, unstable video 
footage, poor ergonomics and two-dimensional imaging. [2] Of these problems listed, multiple are 
caused by camera steering and the manner of operating. Since the camera is being controlled by an 
assistant, the surgeon must verbally command his/her assistant how to manoeuvre the camera. Also, 
work space is limited; the surgeon and his/her assistant can get in the way of each other. This may 
result in frustration and a bad posture, which can negatively influence the outcome of the operation. 
In conclusion, today setting is not optimal and there is room for improvement. 
 

1.3  Current solutions 
To overcome some of these problems, multiple robotic innovations were introduced. [10-40] The 
most successful robotic solution thus far is the da Vinci system of Intuitive Surgical. This machine 
places the surgeon behind a console and replaces the camera operator and improves ergonomics, 
image quality and surgical precision. [10-15] Since the da Vinci system is expensive, simpler smaller 
systems were developed with focus on improving the camera operation during endoscopic 
interventions. Of all these camera control solutions, none could replace the human camera control. A 
possible explanation is the manner of how robotic camera steering devices are controlled (eyeball 
tracking, head movement tracking, verbal commands, footswitch, joystick control). These current 
methods of steering are successful but not without disturbing the flow of the operation. Distraction 
by the device and the need for refocussing on the operation after steering the camera are the main 
issues surgeons face with current robotic systems. It is evident that a robotic camera holder is 
needed, but it is vital that the manner of controlling is intuitive, fast and does not require active 
thinking.  
 

1.3.1  Passive camera holders 
There are two types of camera holders, passive and active holders. In general, the passive camera 
holders are multiple joints fixated on the patient’s bed which hold the camera (or an instrument). 
These holders can be moved by hand and don’t contain any actuators and/or motor units. There are 
multiple passive camera holders available, such as the Endofreeze [16] (Figure 4), PASSIST [17, 18], 
Unitrak [18, 19], Endoboy [19], Martin Arm [18, 19] and the Automatic camera holding system [19, 
20]. Multiple studies prove the possibility to replace one operating assistant with a passive camera 
holder, thus sparing personal and improving ergonomics. Also, the surgeon is provided with a more 
stable camera view and can control their own view. However, changing the position of the camera 
interrupts the flow of the operation, since it can only be done manually. This is the biggest downfall 
of passive camera holders.  
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1.3.2 Active camera holders 
Like passive camera holders, active camera holders hold the camera, but can also manipulate the 
position of the camera directly without manual adjustments. There are multiple active camera 
holders, some well researched. Well known active holders are the AESOP [17-19, 21-29] (Figure 5), 
EndoAssist [19, 26, 29-32] (Figure 6), ViKY [19, 22, 33], Soloassist [19, 34, 35], Lapman [18, 19, 36, 
37], Freehand [19, 38, 39] and Naviot [40]. The manner of controlling differs per device, for example 
the AESOP can be controlled by voice, hand or footswitch, the EndoAssist by head movements (by a 
helmet) and the Lapman and Freehand through an instrument mounted joystick. The positioning of 
the device also differs between floor-mounted or bed-mounted. The mentioned advantages for 
passive camera holders (reducing one OR assistant, improved ergonomics, more stable camera view 
and controlment of one’s own view) hold as well for the active camera holders. Even though the 
camera no longer needs to be manually operated, the manner of controlling in above mentioned 
active camera holders is not intuitive enough. The surgeon is too much distracted by manoeuvring 
the camera and needs to refocus on the operation. This is the reason no active camera holder has 
achieved the success the da Vinci has. 
 

 
 

  

Figure 4: Example of the Endofreeze 
Figure 5: Example of the AESOP 

Figure 6: Example of the EndoAssist 
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1.4  Research proposition 
A possible solution for this problem could be the AutoLapTM system of Medical Surgery Technologies 
(MST). This robotic arm controls the camera during an endoscopic operation (Figure 7) using a 
wireless sterile joystick (Figure 8). [41] The main difference between the AutoLap and other existing 
systems is the active image analysis software. This unique ‘smart’ software utilizes the input images 
of the camera and the input of the surgeon to move the camera to the desired location. There are 
two alternate applications: the “follow-me mode” and the “go-to mode”. The go-to mode enables 
the surgeon to use an instrument to tag the new desired centre field of view and release the button 
of the remote controller. The field of view will then be centred around the virtually marked new 
position, at a comparable distance from the tissue. By using this mode, it is possible for the surgeon 
to control the camera directly, without instructing an assistant.  
 
As of this point, human camera control is still preferred by the medical community, despite known 
disadvantages. Active robotic camera holders are theoretically attractive, but in practise disrupt the 
flow of the operation too much. 
 
The main question of this thesis: “Is the go-to mode the long-sought solution for active camera 
steering, utilising the advantages of robotics without disturbing the flow of the operation?” 
 
This thesis will chronologically explain in detail the steps taken to answer posed research question. 
To answer this question, two sub questions arise:  

- How does the go-to mode of the AutoLap perform in comparison with joystick and human 
camera steering? 

- Is the solution the go-to mode offers also the desired solution, or is something else needed? 
 
Chapter two explains the chosen method, research population, primary and secondary research 
parameters as well as an in depth technical background of the chosen method. The results are shown 
in chapter three, which are further explained in the discussion in chapter four. The main question will 
be answered in chapter five, were also the conclusion and future vision are given.  
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Figure 7: Example of the AutoLap of Medical Surgery Technologies 

Figure 8: Wireless joystick to control the AutoLap 
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02. Methods 
 

2.1  Study setup 
This trial is a phantom study, comparing the execution time and path length of three steering modes: 
human operators, joystick operators and go-to mode operators. The aim is to evaluate the 
effectiveness of the AutoLap, specifically the go-to mode. The test subjects have conducted a series 
of camera steering exercises with all three modes. The order at which mode has been performed 
first, second and third has been determined in a randomized fashion; every subject executed every 
possible sequence, before repeating this.  
 
The steering exercises consisted of a series of markers placed on the phantom organs, which have 
been navigated to with the camera by the test subjects. A screen marker was added on the operating 
screen which needed to be positioned on a phantom marker, the supervising investigator decided 
when the test subject could navigate to the next point. This marker consists of a green dot 
surrounded by four rectangles (which create a square, Figure 10). When operating the camera 
through human mode or joystick mode, the green dot had to be navigated inside a green phantom 
marker. When using the go-to mode, the green phantom marker had to be navigated inside the 
square. This square represents the invisible circle (with radius 5% of the screen) of the go-to mode, 
which will be further explained in chapter 2.5.3. In this way, both human mode and joystick mode are 
equally comparable with the go-to mode. Also, the choice was made to only move camera controls in 
the X- and Y-direction. In this situation, movement in the X- and Y- direction correspond with 
left/right and up/down camera steering, the Z-direction corresponds with the level of camera zoom. 
For human control, steering in X-, Y-, and Z-direction can be executed simultaneously in one 
movement. But, with the AutoLap as active camera holder, this isn’t possible. To adjust the Z-
direction, a second action must be executed, namely pressing the button of the joystick. When 
excluding the use of the Z-direction, both human control and joystick/go-to mode control need only 
one action to move the camera, ensuring an equal comparison. 
 
Every session has been recorded to measure the execution time and path length. After every session, 
the recording was edited, such that the beginning and ending of the video is equal to the beginning 
and ending of the steering exercises. The length of the video and the execution time are then alike 
and can be noted, no further processing has been needed. To calculate the path length, it was 
necessary to know the real-time position of the laparoscopic camera. To measure the position, the 
SURF algorithm available in Matlab has been utilised (which will be further explained in chapter 
2.5.2.1). When this was realised, the path length has been calculated by adding the distance between 
every previous and next camera position. The focus of this research is on the analysis of the go-to 
mode, but during this study it became evident that the calculation of the path length with the chosen 
study setup is no easy task. For this reason, a separate smaller research has been conducted into 
varying possible solutions for this problem. The SURF algorithm is the main solution and will be used 
and explained in this thesis. However, appendix 7.1 explains and discusses these other solutions.  
 
After a session, physical and mental user discomfort questionnaires (NASA TLX and SMEQ, 
appendices 7.2 & 7.3) were completed. One session for one subject included performing all three 
camera control modes for three times. The envisioned exercises consisted of executing camera 
movements as fast and accurate as possible from one point to another without collision with 
structures. Figure 9 demonstrates the camera trajectory assignment. In the actual phantom, no 
numbers were added, verbal anatomical landmark instructions were given during the trial. The 
positioning of the phantom, AutoLap and team (test subject and investigator) were standardized. The 
phantom was placed at the edge of the table, the AutoLap on the right side on the last bed bar and 
the level of zoom was fixed. The placement of the team was dependent on which camera control 
mode was used. For joystick and go-to mode, the test subject was placed in front of the phantom and 
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controlled the camera and one operating instrument. In case of human mode however, the test 
subject was placed on the left side of the phantom to control the camera, the operating instrument 
was controlled by the supervising investigator. In this way, realistic operating conditions were 
created. Figure 11 shows the final instrumental study setup. 
 
By analysing the execution time throughout all the exercises, a learning curve for every camera 
control mode was drafted. The first 50% of the results were compared with the second 50% of the 
results, showing if there is a learning curve. The path length has not been used as parameter for the 
learning curve, expectation was that only small differences between control modes will be present. 
The user experiences show the general attitude towards human controlled steering and using the 
AutoLap and thus if practitioners are willing to use it. 
 

Primary objectives 
- Execution time 
- Path length 

Secondary objectives 
- Questionnaires (NASA TLX and SMEQ) 

 

  

Figure 9: Example of the camera trajectory assignment 
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Figure 11: Final test setup of the phantom study 

Figure 10: Marker applied on the operating screen 
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2.2  Study population 
To be eligible to participate in this study, subjects met the following criteria:  

- Subject who assisted or performed during at least twenty laparoscopic operations (from 
Meander Medical Centre) 

A potential subject who met the following criteria were excluded from participation in this study: 
- Incomplete execution of the camera steering exercises 

 
In total, 4 participants were included in this study.  
 

2.3  Study parameters 
The same phantom for every session was used with custom made 3D printed organs. These organs 
were painted to achieve a realistic effect. The positioning of the phantom, AutoLap and team (test 
subject and investigator) were standardized and the same verbal commandos were given during the 
session. Before the start of the session, the setup of the phantom and system were tested by the 
investigators, as well as the correct functioning of the AutoLap system. 
 
To measure the differences between physical and mental distress between the modes, multiple 
questionnaires were filled in after each training session. The NASA TLX and SMEQ validated 
questionnaires were used. 
 

2.3.1  Main study parameters/endpoints 
The main study parameter is the difference between execution time and path length. All three 
modes were compared using these two parameters. The path length was measured in three 
dimensions (X, Y and Z). To accurately measure these two parameters, Matlab software has 
calculated these by the recorded video images.  
 

2.3.2  Secondary study parameters/endpoints 
The secondary study parameters are the results from the SMEQ and NASA TLX questionnaires. These 
results show the general attitude towards the AutoLap and thus if practitioners are willing to use it. 
Also, comparison between the first 50% and second 50% of the execution time results was done, to 
give an overview in learning similarities/differences between the different modes.  
 

2.4  Statistical analysis 
The expected study parameters are execution time, path length and questionnaire results. The data 
is statistically analysed to determine whether one of the three modes prevails. The three study 
parameters are analysed one by one, individually. In such an analysis, a study parameter is regarded 
as an independent variable with three levels: human mode, go-to mode and joystick mode. The data 
is continuous and there are no jointly considered variables. For this reason, the chosen analysis is the 
one-way repeated measures ANOVA test, based on mentioned input variables. To perform this test 
correctly, three assumptions are made; there may be no outliers present (outliers can be deleted 
based on boxplots of the mean with standard deviation), the data is normal distributed (based on the 
Kolmogorov-Smirnov test, p≥0.05) and the variance of the groups must be similar (based on 
Mauchly’s test, p≥0.05). Statistical analyses will be done using SPSS version 24. For all statistics, a 
significance level of 0.05 is used.  
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2.5  Technical background 
During a camera steering exercise, the video images are captured to calculate the path length. First 
the 3D trajectory (the path) of the camera is calculated for which several design considerations are to 
make, and different steps to be taken. From this 3D path, the path length is calculated. The 
calculations are done with Matlab. The chosen solution will be explained step by step in the following 
sections. 
 

2.5.1 Camera calibration 
To correctly calculate the path length, it is important to calibrate the camera. The internal camera 
calibration parameters consist of a 3x3 calibration matrix and of lens distortion parameters. The 
calibration matrix defines the focal distance, the aspect ratio for non-square pixel sensors, and the 
camera centre. [42] The calibration matrix is needed for the calculation of the 3D path, which will be 
further explained in section 2.5.2.2.  
 
A possible camera distortion consists of radial, tangential (also known as decentering distortion) and 
thin prism lens distortion. [43, 44] Radial distortion occurs as increased or decreased image 
magnification with distance from the optical axis. Tangential distortion arises when the camera lens 
and the camera sensor are not perfectly parallel to each other. Thin prism distortion happens when 
the lens is tilted, it is not perpendicular to the optical axis. After calibrating the camera, radial and 
tangential distortion can be corrected.  
 
The camera calibration is done with a camera-calibration application embedded in Matlab. To use 
this calibration app, at least 10 images of a checkerboard with known dimensions from different 
viewing angles is needed. With these images, Matlab calculates the lens distortion parameters, which 
can be used to undistort the image. Furthermore, this application estimates the calibration matrix. 
An example of the calibration app can be seen in Figure 12. 
 

  

Figure 12: Matlab’s camera calibration application 
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2.5.2 Path length calculation 
To calculate the actual path length, the location of the laparoscopic camera at every moment is 
needed. The initial idea was to use optical tracking or electromagnetic-tracking (EM-tracking), 
available at Twente University. The tip of the laparoscopic camera can be tracked with these 
methods and thus used to calculate the real-time position of the camera. However, it is not possible 
to use this equipment for several weeks in Meander Medical Centre. It was also impossible to 
execute the phantom measurements at the university (the AutoLap is also used in Meander Medical 
Centre on weekly basis). Instead, computer vision was used to calculate the camera position at each 
point in time, and from that the total camera path length.  
 
There are two principles that can be used to calculate a 3D path of the camera from the sequence of 
frames. One possibility is to calculate the displacement of the camera between two subsequent 
frames. Using these two frames, the change of orientation of the camera (its 3D displacement 
between the acquisition times of these frames) can be calculated. For this principle, based on the so 
called ‘eight-point algorithm’ [45, 46], only a few corresponding landmarks in the two frames need to 
be found. To find the 3D path, the cumulative sum of the incremental displacements is calculated. 
This method, generally referred to as ‘visual odometry’ [47], has some limitations which will be 
explained later.  
 
The second principle uses 3D landmarks in the scene with known positions. If these positions are 
represented in some world coordinate system, then detecting and locating these landmarks in an 
image allows to reconstruct the pose, position and orientation, expressed in world coordinates. This 
principle has the potential advantage that the path is calculated without accumulation of errors. 
However, it needs the detection and localization of the 3D landmarks in the image.  
 

2.5.2.1 Visual odometry: path reconstruction using key points  

Visual odometry depends on the detection of 2D landmarks in the images, the so-called key points. 
Several algorithms are known from literature to detect these key points. [47-49] The applied 
algorithm in the current study is the Speeded-Up Robust Features (SURF) algorithm. This algorithm 
detects blob features. Key points that are detected in an image needs to be associated with key 
points that are detected in the next frame. This is called key point matching. After the laparoscopic 
camera is calibrated, a frame per frame comparison is executed through key points. The fifty 
strongest key points are calculated (Figure 13) and stored. Then key points of the next frame are 
calculated and matched with the stored key points from the first frame. All the corresponding key 
points from frame 1 and 2 are saved, the rest deleted. This comparing process is done for every 
frame (key points frame 2 compared with key points frame 1, key points frame 3 compared with key 
points frame 2, etc.).  
 
With the matched key points of two consecutive frames, the rotation of the camera can be 
calculated with the eight-point algorithm. The displacement vector can also be calculated. However, 
here is an important limitation: only the direction of the displacement can be reconstructed. The 
distance between two consecutive camera positions remains unknown. [45] For the first two frames, 
one can arbitrary set this distance to one. For all other pairs of consecutive frames, these distances 
need to be adapted correspondingly. For that, a 3D estimation of the found key points is needed. The 
consequence of this all is twofold. First, the 3D positions of the camera path are expressed in an 
arbitrary unit. Thus, the path length will also be expressed in an arbitrary unit. Second, the 
accumulation of errors, which happens since the incremental displacements accumulate to 
reconstruct the path, is even more severe as the adaptation is also susceptible to accumulated 
errors. As an example, Figure 14 shows the trajectory of a camera. However, this trajectory is a 
dimensionless number based on the path length of the camera in pixel coordinates. To calculate the 
path length in millimetres, successful detection of 3D markers with known 3D positions are needed.   
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2.5.2.2 Path reconstruction using 3D markers 

To be able to relate the measured path length to a physical unit, the 3D positions of markers in the 
phantom are needed. This can be accomplished with a one-time measurement with the EM-tracking 
device ate Twente University (NDI Aurora). The accuracy of this system is about 1 mm. [50] The world 
coordinate system which is used for this is defined by the pose of magnetic beacon of the EM tracker, 
and as such is arbitrary.  
 
To calculate the path length in millimetres, the 3D markers of the phantom must be linked with their 
2D positions in a frame. With these pixel coordinates, and with the corresponding 3D world 
coordinates of these markers, the pose of the camera can be calculated. [51] For this, the camera 
calibration matrix (obtained by calibrating the camera) is also needed. When executed for every 
frame, the calculated series of camera positions can be used to calculate the path length in world 
coordinates.  
 
The idea was to use the SURF algorithm to detect marker positions in the video using reference 
images of only the markers. The SURF algorithm was then applied to these reference images, but it 
appeared that the algorithm couldn’t detect these markers. A possible explanation is that the size of 
the given reference images was too small. But if a larger portion of a frame with the marker was 
given, the marker position estimation became inaccurate. Also, the markers are seen from different 
angles throughout the video images, making successful comparison with the reference images (which 
were made from just one angle) difficult. For this reason, it was not possible to calculate the path 
length in millimetres in this study setup. It was decided to use visual odometry instead.  

 
  

Figure 13: Key point selection per frame 
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2.5.3  Go-to mode algorithm  
To better understand certain choices in this study, it is necessary to understand the go-to mode 
algorithm created by MST. This algorithm compares each frame with the previous frame and 
measures the change of each pixel value. By doing so, the system can determine if (and if so, where) 
a moving object is present. When the go-to mode is activated, a green tag will be placed on the 
object with the greatest movement. In practise, when you move a surgical tool in the view of the 
camera and the go-to mode is activated, this tool will be tagged. It is then possible to move the tool 
to your region of interest and when arrived at the desired location to release the go-to mode; 
ordering the system to move the camera to your tagged region. When there is no (moving) tool 
present, a random object/place is tagged, leading to an unsuccessful camera placement (the camera 
will be moved to the spot indicated by the tracker, but chances are slim that this is the desired spot). 
Therefore, it is important (when using the go-to mode) to ensure your instrument is moving and 
correctly tagged. When moving the instrument at a very high speed (which you probably won’t do 
during surgery), it is also possible that the algorithm won’t tag the tool. The go-to mode enables a 
whole new manner of camera moving with the help of a smart algorithm, but it is necessary to first 
learn to operate the camera with this mode.  
 
Another point of interest of the go-to mode, is the inability of camera movement when a new 
desired location is tagged which lies within a 5% distance of the actual position. An invisible circle 
with a 5% diameter of the total resolution is present around the green tagger. Therefore, when 
placing your tagged instrument at your place of interest, the system will ensure that this tag will be 
inside the invisible circle centred at the middle of the screen. In other words, the system won’t 
exactly place the camera at the chosen point, but within a circle with a 5% screen radius. This was 
only discovered by tests in the phantom, during surgery this effect was never noticed (and not 
relevant). However, for this study setup it was something which had to be considered.  
 

  

Figure 14: Camera trajectory 
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03. Results 
 

3.1  Phantom production 
Before actual measurements could be conducted, first revision of the phantom and the production of 
the phantom organs was necessary. An abdomen phantom was available, but the inside of the 
phantom needed a more realistic lining. This was realized with printed canvas glued on the inside of 
the phantom (Figure 15 & 16).  
 

 
 

 

 

3.1.1  Phantom organ production 
There are several possibilities to produce phantom organs (purchase at professional store, foam, 
casting, printing, etc.). To save costs, the first attempt to produce realistic phantom organs was done 
with polyurethane foam (PUR-foam). Two large blocks of PUR were made and cut in resemblance of 
the stomach, liver, gallbladder and small and large intestines (Figure 17). Hereafter, to achieve more 
realistic looking organs, the need to paint the PUR organs arose. To paint PUR, first every opening 
should be filled in and made smooth. This process is very time consuming and expensive, and thus 
deemed not worth the effort. Another solution was needed. 
 
Realistic looking organs were needed for this study to achieve a professional and realistic study 
approach. For this reason, the second attempt to produce phantom organs was done with 3D 
printing. First, suitable models were created and modified to the dimensions of the phantom (Figure 
18). This was executed with SolidWorks. Also, care was taken to scale the organs to an appropriate 
ratio. After the phantom organs were printed, first further treatment was needed before painting 
was possible. 3D printing results in a model with a rough outside structure. Human organs are 
(generally) smooth and shiny when looked at during laparoscopic surgery. To transform the rough 
outside structure into a smooth and shiny surface, treatment with acetone gas was executed (Figure 
19). In Figure 20 the stomach can be seen with a nice smooth and shining outside surface. The final 

Figure 15: Phantom with new lining 

Figure 16: Phantom with new lining (inside) 
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step was the painting of the organs, which was done with spray paint and an airbrush for the final 
touch (Figure 21). To ensure that the organs are placed in the phantom at the same location and 
orientation, fixation was used. Velcro was applied to the backside of the organs and on the bottom of 
the phantom. The final phantom setup is displayed in Figure 22. 
 

 
  

Figure 18: 3D model of the stomach, liver and intestines Figure 19: Work setup for 3D model treatment with 
acetone gas 

Figure 17: PUR-foam produced phantom organs 
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Figure 20: 3D printed stomach treated with acetone gas 

Figure 21: 3D model of the stomach, liver and intestines after 
treatment with acetone gas and paint 

Figure 22: Final setup of the phantom and organs for study 
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3.2  Main study parameters outcome 
Four subjects were included in this study and performed 93 measurements in total; subject one and 
two performed 30 measurements each, subject three performed 15 measurements and subject four 
performed 18 measurements. Each measurement consisted of performing the upper and lower 
phantom track with all three possible camera control types (human, joystick and go-to mode). In 
total, 558 recordings were made and edited to retrieve the execution time and path length per 
camera control type. As explained in the methods; the analysis of the videos was executed by using 
the SURF algorithm, which resulted in a dimensionless path length. All videos were edited so that 
only the parts needed for the measurement were included. The execution time is based on the 
length of the input video, and thus independent of the used algorithm to calculate the path length. In 
table 1 the mean execution time results of the four test subjects (separate and combined) of all three 
camera modes are shown. Interesting are the total mean results; 118.5, 45.2 and 128.7 seconds for 
go-to, human and joystick mode respectively. Also noteworthy are the differences between the first 
and second 50% results per mode. Go-to mode scores 121.0 and 115.5 seconds, human mode scores 
48.6 and 42.8 seconds and joystick mode scores 140.7 and 117.7 seconds.  
 

Table 1: Mean results of the execution time (in seconds) of all three camera modes (total and per 50%) 

Mean 
execution time 

(seconds)  

Go-to 
total 

Go-to 
first 
50% 

Go-to 
second 

50% 

Human 
total 

Human 
first 
50% 

Human 
second 

50% 

Joystick 
total 

Joystick 
first 
50% 

Joystick 
second 

50% 

Subject 1, n=30 114.0 112.6 114.9 42.6 46.9 39.7 126.6 131.9 123.1 

Subject 2, n=30 104.5 103.9 104.9 48.0 52.0 45.3 117.3 126.9 110.9 

Subject 3, n=15 137.7 147.6 126.3 42.3 42.5 42.0 160.7 191.4 125.7 

Subject 4, n=18 133.3 141.4 125.2 47.5 50.6 44.4 124.7 136.2 113.2 

Total mean 118.5 121.0 115.5 45.2 48.6 42.8 128.7 140.7 117.7 

 
The values in table 1 are of all the study results. To determine if there are any outliers present in the 
data, boxplots were created. The values outside the boxes are considered outliers and should be 
excluded (Figure 23). With the outliers excluded, the one-way repeated measures ANOVA test can be 
executed on the data. But only if Mauchly’s test and the Kolmogorov-Smirnov test score higher than 
0.05, which they do (0.220 and 0.200, 0.142 and 0.064 for go-to, human and joystick mode 
respectively, table 2 & 3). The final execution time results are shown in table 4, differences seen are 
statistical significant. The mean of go-to mode is 114.15 with SD = 2.5 seconds, human mode is 45.04 
with SD = 1.1 seconds and joystick mode is 122.05 with SD = 2.9 seconds.  
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Figure 23: Boxplots of the execution time mean values of go-to, human and joystick mode 
with their outliers 

Table 2: Mauchly’s test to determine if the execution time data has similar variance 

Table 3: Kolmogorov-Smirnov test to determine if the execution time data is normally distributed 
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3.2.1  SURF algorithm results 
Table 5 depicts the calculated path length. The path length is dimensionless and obtained with the 
SURF algorithm. It is not necessary to execute a statistical test on this data; since this path length is 
dimensionless, the values will only be used to determine which camera control mode has the 
shortest (human mode), middle (go-to mode) and longest (joystick mode) camera trajectory.  
 

Table 5: Mean results of the path length (dimensionless) of all three camera modes (total and per 50%) 

Mean path 
length 

(dimensionless)  

Go-to 
total 

Go-to 
first 
50% 

Go-to 
second 

50% 

Human 
total 

Human 
first 
50% 

Human 
second 

50% 

Joystick 
total 

Joystick 
first 
50% 

Joystick 
second 

50% 

Subject 1, n=30 195.3 193.9 196.2 145.9 159.3 136.9 226.9 239.5 218.6 

Subject 2, n=30 182.5 180.4 183.9 158.2 168.3 151.5 213.2 228.5 203.0 

Subject 3, n=15 232.6 244.7 218.6 152.1 150.0 154.5 230.0 220.4 241.0 

Subject 4, n=18 223.9 226.4 221.3 161.2 171.5 151.0 224.5 238.5 210.6 

Total mean 202.7 204.0 200.7 153.8 163.1 147.2 222.5 232.7 215.6 

 
The following figure shows six examples of the trajectory of the camera during the upper and lower 
tracks with the three camera control types (Figure 24). Small differences between trajectories can be 
seen, which could be caused by varying camera movement, varying looking angle and/or (small) 
calculation errors.  
 
 
 

  

Table 4: Mean results of the execution time (in seconds) of all three camera modes. Outliers are now 
excluded 
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a) b) 

c) d) 

e) f) 

Figure 24: Example of the camera trajectory in the upper and lower track with the three camera control types; a) upper 
track human controlled; b) lower track human controlled; c) upper track go-to mode controlled; d) lower track go-to mode 

controlled; e) upper track joystick controlled; f) lower track joystick controlled 
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3.3  Secondary study parameters outcome 
After each completed session, the test subjects also completed two questionnaires; the SMEQ and 
NASA TLX. The SMEQ questionnaire measures physical effort on a scale from 0 to 150. The NASA TLX 
questionnaire measures varying loads (physical and mental) on a scale from 1 to 21. In total, 31 
SMEQ questionnaires and 31 NASA TLX questionnaires were completed. The mean results of all four 
test subjects are shown in Figure 25. These results show that the SMEQ, physical demand, temporal 
demand and effort scores are lowest for go-to mode (23.6, 2.5, 4.5 and 4.0 respectively). The mental 
demand, performance and frustration scores are lowest for human mode (3.0, 3.5 and 2.7 
respectively). Joystick mode scores highest, except for physical demand.  
 

 
Figure 25: Mean results of the SMEQ and NASA TLX questionnaires 

For statistical testing, the questionnaires should be checked on outliers, normality and similar 
variance. Since there are seven variables for which a boxplot, Mauchly’s test and Kolmogorov-
Smirnov test are calculated, a lot of data is generated. For this reason, this data is included in the 
appendices (appendix 7.4). The boxplots show some outliers, but after careful consideration we 
chose not to exclude these. Outliers found in data of a measurement can be explained by 
measurement errors and/or learning curve. However, outliers in questionnaires (which are 
subjective) aren’t really outliers. At that time, the subject chose for that answer. Mauchly’s test and 
Kolmogorov-Smirnov test show some normality and variance calculations scores lower than p≥0.05. 
For this reason, the one-way repeated measures ANOVA test is not executed on the questionnaire 
results.   
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04. Discussion 
 
Table 4 shows the final mean execution time for each camera control mode for all four test subjects. 
Human mode scores 45.0 seconds, go-to mode 114.2 seconds and joystick mode 122.1 seconds. It is 
evident that human mode is the fastest of the three. This was also our expectation. More interesting 
is the fact that go-to mode is slightly faster than joystick mode. Joystick mode is a control method 
which can be compared with most control methods for active camera holders, go-to mode is a 
unique control method especially designed for the AutoLap. Based on this study, it can be concluded 
that the go-to mode is significantly slightly faster in navigating the camera than controlling the 
camera with a joystick. However, more interesting is the fact that when looking at the first and 
second 50% of the results (seen in table 1), joystick mode shows the largest difference. In other 
words, the learning curve of the go-to mode is shorter, meaning that it is easier and faster to learn. 
 
Since the path length results are dimensionless, it is impossible to conclude how much the camera 
moved in millimetres. However, table 5 does show which mode uses the least movement and which 
one the most; human mode has the shortest path length, go-to mode is in the middle and joystick 
mode has the longest path length. Care must be taken by interpreting these results, the difference 
seen between these three scores cannot be interpreted as if they were in millimetres. The fact that 
joystick mode has the longest path length is not surprising. By using the joystick, the camera can only 
be moved horizontal or vertical, not diagonal. If you want to navigate to a different view with a 
varying X and Y, you need to do this stepwise. When using human mode or go-to mode, the camera 
can move diagonal and is thus faster at the desired location with less distance travelled. The reason 
go-to mode has a longer path length than human mode is due to small corrections. When using go-to 
mode, the placement of the tracker to the desired location sometimes fails, resulting in a wrong 
movement. This can be explained by multiple factors, such as suboptimal lighting, too slow or fast 
movement of the operating instrument and/or small flaws in the go-to mode algorithm. Since human 
mode won’t have these flaws, and can move horizontal, vertical as well as diagonal, it has logically 
the shortest path length. 
 
Figure 24 shows multiple examples of the camera trajectory during the upper and lower track with 
the three possible camera control types. The trajectory is fairly accurate when compared with the 
actual location of the phantom markers. Based on this figure, it can be concluded that the SURF 
algorithm can compute the camera trajectory with minor miscalculations. However, it was not 
possible to calculate the path length in millimetres due to mentioned limitations of the SURF 
algorithm.  
 
Human mode scores best in terms of execution time and path length, with go-to mode on second 
place and joystick mode on third. However, it is also important to measure the subjective experience 
with the modes. The SMEQ and NASA TLX questionnaires show the subjective physical and mental 
experience of the four users (Figure 25). The SMEQ, physical demand, temporal demand and effort 
scores are lowest for go-to mode (23.6, 2.5, 4.5 and 4.0 respectively). The mental demand, 
performance and frustration scores are lowest for human mode (3.0, 3.5 and 2.7 respectively), 
closely followed by go-to mode (3.4, 4.5 and 3.6 respectively). Joystick mode however, scores on 
almost every point the highest. Based on these results, it can be concluded that human mode and go-
to mode are comparable in their physical and mental burdening. Joystick mode is experienced more 
mentally demanding. One of the main questions in this thesis is whether the go-to mode is a good 
alternative for human camera control. The SMEQ and NASA TLX questionnaires show us that this is 
the case.  
 
The main goal of this study is to find an objective measure to define how different types of camera 
control perform in terms of execution time and path length. During the setup of this study, care was 
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taken to compare different kind of camera control with as much similar parameters as possible. 
Firstly, a phantom setup was preferred above live patients for this reason; anatomy between patients 
vary, which can lead to irregular results. Secondly, the study setup (AutoLap, phantom, phantom 
organs, laparoscopic camera and test subject placement) was standardised, to ensure similar 
circumstances for each measurement. Lastly, the level of zoom was locked, so only movement in X 
and Y was possible, ensuring an equal comparison between human control and joystick/go-to mode 
control.  
 
During the measurements, it became evident how important the quality of the video images and 
medical equipment is. As previously explained, the algorithm of the go-to mode compares each 
frame with the previous frame, and registers moving objects. When the mode is activated, a marker 
will be placed on the detected moving object. For the algorithm to detect the moving object 
successful, it needs to be seen with clear contrast and exposure. Some of the light cables and light 
generators used performed less than our initial test setup. The exposure wasn’t optimal, making the 
performance of the go-to mode also less optimal. It is vital to use high quality medical equipment, 
especially when using an image analysing algorithm. Another point of interest is the distance 
between the camera and your region of interest, and other structures close to your region of 
interest. Hovering to close or too far to an object will determine the quality of lighting; to close 
means overexposure, to far underexposure. When the laparoscope is at the optimal distance, the 
lighting can still be bad due to surrounding structures absorbing light. Care must be taken when 
creating a laparoscopic phantom.  
 
Calculating the path length of the camera is done by comparing each frame with the previous frame 
(through the SURF algorithm, resulting in a dimensionless measure). During this process, it is possible 
that small measurements errors will be present. Another possible factor contributing to this fact is 
the positioning of the organs into the phantom. This process has been standardized by applying 
Velcro to the phantom and organs. Despite this, small placement variations will occur. In short, 
measurement errors will be present at all three camera control modes, but because the errors are 
small and present with all modes, they are deemed negligible.  
 
One of the study requirements was that when using human mode or joystick mode, the screen 
marker must be within a phantom marker, and when using go-to mode, the phantom marker must 
be within the square. While executing this study, it became evident that small corrections with the 
camera while using joystick mode is difficult. There are two explanations for this phenomenon. First, 
the motors of the AutoLap are irregular, meaning that it differs how much motion they generate 
when activating for a short time. Second, when moving to another direction then the previous 
moved direction, it differs how much force the motors give. This is due to the use of gears in the used 
hardware. In our study, this resulted in difficult precise navigation of the camera with the joystick, 
leading to longer execution times and path lengths (more camera steering corrections were needed). 
During real surgeries, it is less important if the camera is differing slightly from the intended location. 
When taking this into account, joystick mode will probably score a shorter execution time and path 
length.  
 
At this point, it is important to again realise the downfalls of controlling the laparoscopic camera by 
hand; unstable video footage, poor ergonomics and an assistant controlling the camera instead of 
the surgeon him-/herself. The executed test shows us three things; go-to mode is slightly faster, with 
a slightly shorter path length than joystick mode, the learning curve is shorter than joystick mode and 
the subjective experience is better compared with joystick mode, making go-to mode comparable 
with human mode. One can now ask itself what is most important; the fastest navigation possible (at 
the expense of mentioned disadvantages) or a slower navigation, without these disadvantages.  
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05. Conclusion 
 
To answer the main question of this thesis: “Is the go-to mode the long-sought solution for active 
camera steering, utilising the advantages of robotics without disturbing the flow of the operation?” 
several facts must be considered. 
 
The go-to mode scores better in terms of execution time, path length and subjective experience 
compared with joystick mode. Human mode may be faster than go-to mode, the subjective 
experience however is similar. Comparing the go-to mode to general steering modes off other active 
camera holders, the go-to mode is an improvement. The question remains if it is enough. Another 
important question is if the go-to mode disturbs the flow of the operation. In the writer’s opinion it 
still does, but less than other steering modes. This considered, the go-to mode is viewed as an 
important step in the right direction.  
 
In conclusion, the go-to mode is not the long-sought solution for active camera steering. However, it 
is a vital step for the actual solution. The algorithm behind the go-to mode is very promising, but the 
way this algorithm is commanded must be improved. When a second version of this system is 
created with improved hardware, and very short and simple voice commands to direct the go-to 
mode, expectation is that a new type of active camera holders is created with a realistic opportunity 
to replace the camera holding assistant.  

 

5.1  Future recommendations  
At the end of the study, the path length calculation of the laparoscopic camera in millimetres was still 
not successful. A possibility to resolve this problem is to create an automated system with the SURF 
algorithm were every found key point is linked to the correct world coordinate based on the 3D 
reconstruction image. By doing so, no markers are needed anymore, so no marker detection is 
necessary, preventing marker misclassifications. Also, with the SURF algorithm, hundreds of key 
points are determined per frame. Wrong camera position calculations caused by too few key points 
will not occur anymore.  
 
Instead of calculating the path length of the camera through captured video images, another solution 
could be to use real time tracking through optical tracking or an EM-tracker. For this study, those 
options were not available. It could be worthwhile to invest in these techniques for a similar future 
project.  
 
In the ideal situation, the active camera holder itself tracks its camera trajectory. This information is 
instructive for every user, and can be used for training and self-improvement. It would also be useful 
for the companies producing the active camera holders; to enlarge their knowledge of how their 
devices are being used and if there are any bottlenecks waiting to be improved. 
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07. Appendices 
 

7.1  Path length calculation through different approaches 
In this thesis, the SURF algorithm was applied to calculate the trajectory of the camera. However, this 
algorithm didn’t succeed in calculating the path length in millimetres. This chapter will discuss two 
other approaches for path length calculation in millimetres. 
 

7.1.1 Object detection and recognition 
The first applied possible solution for the calculation of the path length is done by a machine learning 
mechanism designed for object detection and recognition. Matlab contains several different options 
to use, in this study the trainCascadeObjectDetector is used. This function (provided by the Computer 
Vision System Toolbox) enables the creation of a custom classifier. The created custom classifier can 
detect object categories whose aspect ratio does not vary significantly.  
 
To create a custom classifier, positive and negative samples are needed. The positive samples are 
images with the object of interest marked, the negative samples are images without the object of 
interest present, but preferably with a similar background and objects compared with the positive 
samples. The marking of the positive images is done through the Matlab Training Image Labeller 
application (Figure 26). Thousands of image samples (positive and negative) are needed to train a 
detector properly, so that it can classify an object with sufficient accuracy. Training time of the 
detector can take hours or even days when enough input images are given. For this study, a 
minimum of 250 marked positive and 4500 negative images per marker is chosen. Expectation is that 
this will be enough input to generate a successful classifier, if not, more positive images will be 
marked and added. For every phantom marker present, an individual detector must be trained. Since 
there were 27 phantom markers, 27 custom detectors were trained. Three Matlab script were 
written to create the needed positive input images, train the custom detectors and calculate the path 
length of the camera with the help of the created custom classifier. Figure 27 shows a successful 
classification of different phantom markers in a random selected video frame.  
 

Figure 26: The Matlab Training Image Labeller application  
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With the successful generation of the needed training images and the creation of the 27 individual 
custom detectors, it is now possible to calculate the path length of the laparoscopic camera. The 
written Matlab script detects per frame the visible markers and saves those. Then the corresponding 
world coordinates (measured with the EM-tracker) are used to calculate the position of the camera 
in X, Y and Z coordinates. Since there are a few misclassifications (in some frames, markers were 
wrongly detected), two safeguards were implemented. Firstly, every correctly detected marker had a 
yellow box smaller than 80*80 pixels, and most of the wrongly detected markers (especially the ones 
in the background) were lager than this. For this reason, the 80*80 pixels was used as a threshold. 
The detected boxes smaller than 80*80 were used, all the larger ones were deleted. Secondly, it 
sometimes happened that on one phantom marker, two markers were detected (a correct and a 
wrong one). To counter this, every box colliding with another box was deleted. Hereafter only a small 
number of frames still contained misclassifications, which had to be corrected manually. When all 
frames of a video are analysed, and per frame the position of the camera is calculated, the actual 
path of the camera can be calculated in millimetres. 
 
Figure 28 show more examples of successful phantom marker detection. With the detection of at 
least three markers per frame, and the manual deletion of frames with misclassifications, the actual 
camera trajectory in millimetres can be calculated. The trajectory of 50 videoframes can be seen in 
Figure 29. The red, green and blue dots represent the phantom markers (the red dots correspond 
with the phantom liver markers, the green dots correspond with the phantom stomach markers and 
the blue dots correspond with the intestine markers). All the included frames were manually checked 
on marker classification errors, but didn’t contain any. The trajectory of the camera (the blue line) 
contains some large errors, which will be further discussed in chapter 7.1.4 Important to note is that 
these errors are not caused by any (possible) misclassifications of the phantom markers. These large 
errors are also the reason for the impossibility to generate the path length in millimetres with the 
current phantom setup and used method.  

Figure 27: Successful classification of multiple phantom markers with the custom-made detectors 
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Figure 28: Example of successful classification of phantom markers with the custom trained detectors 

Figure 29: Camera trajectory of 50 videoframes. The red dots correspond with the liver phantom markers, the green 
dots correspond with the stomach phantom markers and the blue dots correspond with the intestine phantom 

makers. The blue line depicts the camera trajectory 
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7.1.2  SURF algorithm in combination with 3D reconstructed photography 
Since the path length calculation by the custom-made detectors failed, another attempt to 
successfully calculate the trajectory of the camera in millimetres was performed. The first attempt 
(through the SURF algorithm) depicted successfully the trajectory of the camera, but failed to set key 
points on small images of only the markers. Another idea was to determine key points on a selected 
2D camera frame (as previous done), and compare this with an overview 3D image of the phantom, 
with every pixel known in world coordinates. Our hypothesis is that with enough key points per 
frame, a correct camera position is generated. This 3D overview image has been created in the 3D-
lab of the Radboud University of Nijmegen. It was not possible anymore to write a working Matlab 
script to automatically link selected key points in the 2D frame with the 3D image. However, a proof 
of concept was achievable. Fifteen frames of the lower track (small and large intestines) were 
selected, per frame twenty corresponding key points were manually selected in both the 3D and 2D 
image (Figure 30 & 31). With these twenty pixel coordinates and twenty world coordinates (and the 
calibration matrix), the position of the camera was calculated, which resulted in Figure 32. Again, 
calculation errors are present, resulting in an incorrect depiction of the camera trajectory.  

  

Figure 30: Manual key point selection in a 3D image reconstruction 
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Figure 31: Manual key point selection in a 2D camera frame 

Figure 32: Camera trajectory calculated out of fifteen frames 
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7.1.3 Discussion & conclusion 
Another approach to calculate the path length in millimetres was the training of custom made 
detectors. These detectors can differentiate between the 27 different phantom markers. Multiple 
examples of successful classifications can be seen in Figure 27 & 28. There were also some 
misclassifications; phantom markers classified as a different number than the actual number. Most of 
these errors were deleted as explained in the methods; deletion of large boxes and deletion of 
overlapping boxes. However, some frames still contained errors, which had to be deleted manually. 
Manual correction is time consuming and not ideal. The trained detectors can be improved by 
feeding more positive and negative figures. By doing so, the expectation is that the number of 
misclassifications will be further reduced, possibly to zero.  
 
Despite using 50 frames without misclassifications to calculate the camera trajectory, errors are 
present (Figure 29). When the phantom organs were created and the phantom markers were placed, 
the assumption was made that with at least three phantom markers the correct location of the 
camera could be calculated. After extensive testing, we discovered that this is true for most frames, 
but alas not all. The errors seen in the figure are caused by frames were the correct calculation of the 
camera location failed. This could be fixed by increasing the number of visible markers per frame. 
With the current study setup, it is not possible to increase the number of phantom markers. A new 
study design would be needed, and another method to calculate the path length is advised.  
 
Due to the path length calculation failing with the custom-made detectors, another approach to 
utilise the SURF algorithm was taken. To proof if this method is successful, a small number of frames 
were chosen and per frame twenty key points were selected. However, even with twenty key points 
per frame, calculation errors are still present, as can be seen in Figure 32. The expected camera 
trajectory should have been small and the begin- and endpoint wouldn’t be close to each other. 
Success with this method is still possible, by increasing the amount of key points per frame 
significantly. However, to do this manually is very time-intensive and to program this automatically is 
outside the scope of this study.  
 
In conclusion, both above mentioned different approaches to correctly calculate the path length of 
the camera in millimetres failed. As explained in chapter 5.1 (future recommendations), a different 
approach is needed. It would still be possible to utilize the SURF algorithm, but only with a significant 
increased amount of key points per frame. Due to the high amount of needed recognised markers 
per frame, the custom build detector isn’t viable. It would take a lot of unique detectors, which 
would be very time consuming. In retrospect, tracking the camera with an EM-tracker or with an 
optical tracker could be more viable. But then again, by using image analysis methods for path length 
calculation, is in the writer’s opinion more sophisticated. It also contributed to a larger learning 
experience and a more interesting graduation thesis.  
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7.2  NASA TLX questionnaire 
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7.3  SMEQ questionnaire 
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7.4  Questionnaire box plots, Mauchly’s test  

and Kolmogorov-Smirnov test results 
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