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Abstract 
In all kinds of research fields, the drive for automation seems to be rooted in the mindset of various stakeholders. Like-

wise, this is the case in clinical areas where specialist’s time is valuable and should be directed to patients who need it the most. In 
the case of physical rehabilitation training, supporting patients (automatically) who can perform therapeutic exercises without phys-
ical support can save valuable time (for the therapist and patient) and improve the overall rehabilitation. The therapists should how-
ever still be in charge of the rehabilitation program and thus needs to receive a qualitative overview of their patient’s exercise exe-
cutions. Cost savings and flexible planning (ultimately progress estimation) arise when patients can perform exercises at home and 
receive therapeutic valid feedback. The goal in this work is to deliver the first constituent, that of automatically generating a valid 
therapeutic assessment.  

In this work, a novel method in automatically extracting the quality in therapeutic exercises will be pleaded. The process in finding 
the right approach evolved from a literature review to an effort of iteratively crafting models and classification measures in an ex-
perimental setup (where data is gathered of the pursued exercises). This led to the construction of an assessment template that is as 
comprehensive as possible. Finding the key-elements in covering the assessment is further breed by a constant dialogue with various 
physiotherapists as they know, intrinsically, the art of ‘seeing’ quality and know how to approach the patients in a favourable way. 
Using data mining, time series analyses and machine learning in a hybrid fashion, the resulting methodology can be described as 
simultaneously a data and expert knowledge driven approach.  

For the action/movement representation a 3D motion capture camera is used that provided additional processing capabilities, rep-
resenting detected humans in a skeletonized fashion. From this bare human representation that purely indicates the spatial orienta-
tion of pre-defined joints, a personal and orientational invariant feature set is created that connects to the movement descriptions 
as practiced by therapists. With this invariant feature set different algorithms such as Dynamic Time Warping and Hidden Markov 
Models are trained on distinguishing good executions from bad ones, the type of error (also referred to as compensation) that oc-
curred within an execution. Eventually the classifications of these models aid in detection of coordination errors.  

As the assessment is not a standalone solution, a proposal on the integration of the suggested methodology can be contemplated in 
the final part of this thesis. In addition, developments within the umbrella project that will need to be accomplished due to this 
proposed method are some of the supplementary deliverables. A blueprint based on a Hidden Markov Model approach will provide 
insight on Range of a movement, compensatory behaviour, rigidness or instability, smoothness, pace, and coordination. This blue-
print is the starting point for new research that can translate this pile of figures into comprehensible, valid and beneficial therapeutic 
feedback. 
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Models, Human Invariant Motion Features, Data mining, Machine Learning, Therapeutic Feedback Generation
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1 Introduction 
Project ePHoRt started in 2016 with the goal to create a web-based platform in tele-rehabilitation. This platform aims to 

rehabilitate patients recovering from hip surgery until they can walk again without any means. Based in Quito, Ecuador it is critical 
to consider the social and economic situation of the patients. Finding a low-cost solution is therefore the objective. In developing the 
platform, patients would gain several advantages over conventional physiotherapy (not that it will replace, rather complement). This 
includes the ability for patients to recover at home, thus reaching out to those who are not able to travel due to the remoteness of 
their habitat or mobility problems. The platform is however, by no means a replacement of conventional therapy but aims to be an 
addition to regular rehabilitation programs. At the same time, the cost of trainings sessions will be reduced, training can be person-
alized and remotely monitored. Training can also be executed more frequently and at preferred hours. In an earlier stage of the 
project, the basic architecture of the platform is designed, and an experiment preformed to select the most suitable technology to 
preform recognition tasks. These recognition tasks need to identify, specified exercises (by therapists), and difficulties or deviation 
in the patient’s execution that are the results of incorrect execution of the therapeutic exercises. A vision based 3D-motion capture 
devise (Microsoft’s Kinect) is suggested as the best fitting solution in this task. At a price of approximately 100 dollars is showed to 
be a valuable low-cost solution in comparison with high fidelity devises such as Vicon [1] or OptiTrack [2]. In addition, the preparation 
that is needed whiles using wearables creates additional interactions that distracts from the intended interaction and as such is 
undesirable. The next step in the development of the platform is to construct a robust method to assess the quality of executions of 
the therapeutic exercises. This will be the central focus point within the thesis as will be pointed out shortly. 

 The ePHoRt Platform 
The platform aims to include interfaces for all stakeholders that are personally involved in the rehabilitation program (Figure 1.1). 
Interfaces in this case enables the medics to include information to the platform about any patient, such as: which hip, severity (how 
many stiches e.g.), movement restrictions, estimated rehabilitation and basic personal information. The therapists will be able to 
create a training, follow the progress of the patient and is able to autonomously gather data and create assessment tools. The patient 
will receive on the other hand, feedback that will aid in bettering the execution of the following exercises. In this thesis, the symbiosis 
of accuracy in assessment and implementation arises as the assessment tool should be understandable on an intuitively level. 

 

Figure 1.1 Overview of the architecture of the ePHoRt Platform 
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 Research topic  
How to assess the quality within a movement is the topic researched in this thesis. This ranges from investigating how data can be 
gathered and represented (pose extraction, feature creation) to efficiently be introduced into the assessment, reviewing algorithms 
that can aid in the process of assessing this data and more practically the recording and coding of exercises to carefully crafted 
categories. An orientation on similar existing projects sketches a basic idea of do’s and don’ts as well as the undiscovered gabs in this 
research field. In collaboration with affiliated physiotherapist whom are also researches, understanding the mind of the human as-
sessment is grasped and realized into schemes that can recreate the virtual assessment closer to that of the therapist. Conducting 
experiments is the foundation on which any claim/proposal will be derived from. These experiments are thoroughly designed to 
answer some of the research questions that are presented by now. The intention is to start with a pre-recorded set of data to build 
preliminary detection models and, gradually, increase the database with patient’s data, to enhance the accuracy and generalization 
of the classification models. These recordings that will be used to train different models are likewise a result of this work.  

Research questions 

How can the quality within therapeutic physical exercises be assessed (automatically)? 
So that it is easy to use by non-data specialists, provides quick insight, and provide therapeutic valid feedback.  

What are the existing approaches (time series techniques)? 
How are these integrated/used in tele-rehabilitation platforms? 

How do therapist preform an assessment and describe movement? 
How can the retrieved exercise be translatable to therapist/user feedback? 

How can the assessment be integrated into the proposed platform? 

1.2.1 Claim 

The assessment of quality within movement is a new way of using gesture in interaction. Where there are tons of examples of ges-
tures being classified as type 1 or of type 2, quality here is a scaling factor that should be represented as such. The difficulty in this 
area is that some exercises do not change in quality values when there are input differences. One example could be that during lifting 
your leg, the extreme pose could be hold for 1 or 2 seconds and both executions are equally correct. Therefore, getting into the mind 
of a therapist is essential in the prosses during this thesis. Shaping concepts, based on their beliefs and desires (as they also know 
what is best for the patient) will enhance the assessment. Mimicking the expert user in their decision process and getting to their 
tacit knowledge is even so more important, than creating accurate classification models. The accuracy however can he held as an 
indicator of the quality of extraction of the tacit knowledge. As when this underlying process, which is the go to method to rehabili-
tate, is uncovered, the only question left is a matter of engineering. This mimicking will ooze out through the whole motion to inter-
action process as visualized in Figure 1.2. 

 

Figure 1.2 Motion to interaction, stages of data processing 
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1.2.2 Purpose 

Creating an assessment method based on expert knowledge can be referred to as a classical example of a design problem that could 
be approached as top-down or bottom-up. Sophisticated algorithms such as deep representation learning show that “it is possible to 
train neurons to be selective for high-level concepts using entirely unlabelled data” [3]. This means that the thought process could be 
extracted if sufficient data is available. In the case of this platform, the data is yet non-existing and using existing databases limits the 
freedom of both the therapists and us (the platform developers). Therefore, a bottom-up approach will act in this work. This bottom-
up approach could impact the scientific community by uncovering what meaningful movement assessment means and how a repre-
sentation of the quality can be optimized. A robust method that could be easily adopted by researchers whom are involved in inter-
actional areas would be a valuable achievement. With this, human motion based interaction could profit vastly as the methodology 
will inherently be non-use-case (hip exercises) specific. 

The social impact this project hopes to induce is to improve the quality of rehabilitation by making this platform widely available, 
affordable and adaptive on personal preference and capabilities. Implementing the case study can provide insights in which focus 
points for which stakeholders are important and detect difficulties in communication, expectations and technicalities. It can frame 
the needed conditions to create tele-rehabilitation platform or comparable ambient assisting living applications.  

1.2.3 Goals 

There are a couple of goals that will be brought forward in this thesis. First, the main goal is to create a method that will allow for a 
correct assessment of later specified therapeutic exercises. Doing so, the method should provide an understandable classification 
values of relevant errors. This means that localization of an error is an important goal and in addition an ‘easy’ translation from 
classification results to human/therapist jargon will be focal points. This is of course a consequence of the implementation as desired. 
Constructing experiments and classification models in such ways that misclassifications could be analytically tackled will steer to the 
goal of understanding the data obtained from therapeutic exercises.  

 Thesis organization 
This work consists roughly out of three distinct parts, which will be shorty described here. The related work section will explore the 
developments in the field of tele-rehabilitation, insights in therapeutic methodology (assessing quality within exercises), the process 
of pose extraction from sensorial data and implementation strategies of smart algorithms for motion recognition. Requirements on 
user, system, classification methods and experimental protocol will arise from this first part.  

With the requirements, the second part tries to incorporate these and answers questions on implementation strategies, limitations 
and gabs in the exploration area. 4 different experiments are carried out to shape understanding in a legitimate approach of per-
forming quality assessment to enable suitable therapeutic exercise feedback. 

The manner of assessment is presented as a proposal for implementation into the ePHoRt platform. The proposed methodology 
influences in terms the structure of the platform. These structural changes (additional modules) are also part of this final constituent. 
The modules that are proposed aim to deliver user freedom, especially for the therapist as the platform should not have to provide 
a data specialist to be operational. The development process (method) and new insights that emerged during the quest in finding an 
optimal assessment methodology concludes the thesis in a conclusion and discussion for future work.  

 

 

 

 



 

 

 Related Work 
 



 

12 

2 Developments in Tele-Rehabilitation 
As digitalization and automatization progresses, a new field of tele-medicine is explored. The goal of Tele-rehabilitation is 

mostly to aid in the improvement of patient’s rehabilitation by means of availability and flexible use (at home). The research com-
munity is exploring possible solutions for sensing human motion, assessing motion, proving feedback and engaging the patients in 
the process all at ones. This, in combination with inter-user communication and the possibility for therapist to stay in control of the 
rehabilitation process, makes these platforms vastly complex. Commercial platforms are emerging such as Valedo by Hocoma or The 
Biogaming platform by Biogaming. These platforms make use of inertial sensors or visual based 3D motion capture sensors. Their 
focus seems to revolve around engaging the user by applying a trending technique called gamification. Established game platforms 
such as Xbox by Microsoft or Wii by Nintendo have already been creating gadgets that enables the integration of gesture based 
controls into their gaming environments during the past decades. Current research focusses on professional implementation strate-
gies where different end users (patient, therapist, surgeons) needs are considered to shape concepts.  

 Interaction designs 
Until this era of virtual assistants in rehabilitation most commonly physical interactions in gaming revolve around maintaining a 
healthy physical fitness. Apart of training physical health, cognitive [4] and social/emotional [5] heath are included in games as focus 
points in treatment of some kind. These factors can play a role as mental abilities can be affected after surgery and immobility can 
lead to social isolation. One example of rehabilitation treatment where the cognitive functioning is trained utilizes brain computer 
interfacing (BCI) [6]. The interactions embedded in the tele-rehabilitation platforms need to take into account user specific function-
ing regarding these different types of heath as well as cultural and demographical distribution of this population (e.g., elderly) [7] as 
sensorial functioning and engagement mechanisms can be influenced by these facts. 

2.1.1 Training and motion capture 

Commonly used exercises in proposed tele-rehabilitation platforms are based on a Task-orientated training (TAT). These tasks are 
real-life examples of practices in which the user may experience difficulties regarding the damaged functioning. With increasing 
difficulty of these tasks, the users recover to the point where they can function normally again, in daily life, without support. Different 
approaches are taking on sensing the movements of patients during computer assisted rehabilitation experiments. There are projects 
in which daily objects are used in combination with touch screens [8][9], wireless body sensor networks [9][10] (inertia sensors, e.g.) 
and most commonly practiced 3D visual based motion capture [2][11][12][13] techniques. Figure 2.1 provides an overview of the 
currently possible types of human motion capture for tele-rehabilitation purposes.  

 

Figure 2.1 Overview of human motion capture possibilities 
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2.1.2 Interaction  

Exploited interaction types in different tele-rehabilitation programs are (I) conventional therapy extended to the virtual where a 
personal coach is still present [14] , (II) fixed sets of exercises that need to be executed with automated quality recognition , (II) 
dynamically adapting virtual environments empowering engagement trough gamification [7] and (IV) Robot mediated with robots 
that are designed to interact in social situations [15]. Potential new interactions arise with the development of wearables where 
these devises not only could capture activity but generate feedback in a multi-sensorial fashion. Wearables such as exoskeletons are 
used to monitor in hand training [16] where the addition of tactile feedback (vibrations, applying external force) could lead to new 
interaction type; “as if a coach would push you in the right posture”. Most of these interactions are concerned with purely the quality 
recognition of the intended exercise. In addition, insight in mental and the physical condition, influenced by the execution of exer-
cises, can aid in improving the rehabilitation process. Paralinguistic features obtained from voice or posture recognition could provide 
insight in one’s mental/emotional status and could reveal the workload that is experienced. Sensors that measure physiological phe-
nomena such as breathing [17], heart rate devices and measurement of oxygen saturation [18], could also provide insight in the 
workload that is experienced. These two additional measures can enable interactions to become more engaging and tailored to user 
specific situations. A guidance to use these qualitative and non-qualitative measures for interactive integration, such as in the gami-
fied proposals, is to take into account the theory of flow (Figure 2.2) [19]. Here the mental status and performance is expressed as a 
relation between the user’s skill level and the challenge of an execution. The optimal interaction is constructed as a cocktail of the 
areas where users are in arousal, flow, control and relaxation. In gamified environments, the user often competes against bots or 
other human beings to balance on skill level, creating goals and social meaning. These gaming elements could be used in tele-reha-
bilitation to connect fellow sufferers through completion and cooperation.  

 

Figure 2.2 Implications (on mental state) of ratios between challenge and skill levels 

 System designs 
The aim of several projects [10][14][15][20][21] is to create a web-based platform so that the user created content (exercises) can 
be stored, examined (automatically) and shared with therapist. On the other hand, not only the interaction for rehabilitation is 
shaped. Additionally the way that therapist can craft the exercises and training is a crucial part [2] in creating platforms that can be 
used in professional settings as partial replacement or addition to conventional physiotherapy. Low cost implementation [20] is focus 
for those who try to develop these systems intended for a large population and communities with less wealth. As tele-rehabilitation 
platforms use overlapping architectures, applications emerge that can aid in the platform development [22]. This versatile and inte-
grated system for tele-rehabilitation (VISYTER) tries to aid in creating a solid basis to build on top on. Functions that are most com-
monly shared in the platform are data-base and communicational features between the different users.  

2.2.1 Exercise Creation 

In most research, the exercises that need to be executed, by the users, are initially recorded. New executions are compared with 
these recordings through the use of Machine learning algorithms [10], Answer Set Programming [2] and other algorithms that can 
cope with time-series data such as Dynamic Time Warping (DTW) [23]. Exercises are described by automatons [2], detecting the 
beginning and end of the exercise and discriminating idle movements from class specific executions. In some cases recordings only 
exist out of key-poses with interpolated paths [11] as reference exercise. Recording modules within platforms enable the therapists 
(Caregivers) to create exercises and user specific training. In addition to recording, exercise boundaries can be set by therapist [2]. 
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These boundaries are deviations describing time durations or joint specific speed and range. The representation of the exercises 
takes the form of avatars [13], trajectories of the executed movements [9][24] and generally real-time video streaming of the user.  

2.2.2 Research perspective 

The last decade lots of initiatives in tele-rehabilitation has started. In Table 2.1 an overview is given on the basic types of rehabilita-
tions. Most platforms only concern the patient or additionally the therapist that guides the rehabilitation process. Few works include 
other users than these two groups. Another noticeable fact is that the development of general use case scenarios is neglectable. It 
seems that specialized systems are more demanding or pave the road to general purpose systems as they are sole prove of concepts. 
In Table 2.1 V stands for Visual, W for Wearable and I for Interactional. 

Table 2.1 Tele-Rehabilitation experimental developments 

Year Rehabilitation Capture Interaction Users Ref. 

2005 Physical training W Extensive Sensor network - [17] 

2008 After surgery W 
Sensor network, web-based, 

video/audio chat 
Care takers [10] 

2010 Post-stroke W+I Pc, touch screen, sensor network - [8] 

2011 Lower body V 
3D motion capture, screen, ava-

tar - [13] 

2012 
Cognitive, 

Cancer patients 
I 

Exercise training, PC + input De-
vices 

Care takers [4] 

2013 Post-stroke  I Tablet, daily objects, Game - [9] 

2013 Arm training V 
3D motion capture, voice com-

mand, Screen 
- [11] 

2013 
body scheme dys-

functions 
V 3D motion capture, screen - [12] 

2014 Fall prevention V+W+I 
Game, Web-based, TV + 3D mo-

tion capture, sensor network, 
pressure mat 

Family,  
care takers 

[7] 

2014 Upper body, 
Cognitive 

V 3D motion capture, screen Care takers [25] 

2015 Autism V+I 
Robot (NOA), 
Web-based - [15] 

2015 Hand training W+I 
Hand exoskeleton, Pressure sen-

sitive ball 
- [16] 

2015 Post-stroke V+W 
3D motion capture, screen, Oxi-
meter (Oxygen saturation, pulse 
+ inter beat value), Game-based 

Care takers [18] 

2016 Arm training W 
Web-based, sensor network, PC 

screen 
- [20] 

2016 Hand rheumatism I 
Exercise training, Web-based, 
Handhold pressure devise, Pc 

screen 
- [21] 

2016 Chronic illness V+W 
Community interaction, super-
vised training, Video and audio 

communication, Web-based 

Care takers, 
Fellow sufferers 

[14] 

2016 Pulmonary W Step-meter  - [26] 
2016 Post-stroke V 3D motion capture, screen Care takers [2] 
2017 Phantom Limb Pain V+I Mirror therapy, Tablet Care takers [27] 

2017 Physical training V 
Video and audio, drawing on 

screen 
Care takers [24] 
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3 Exercises and Training 
Rehabilitation revolves around enabling the patients to function normally in every day activity without discomfort or pain. 

This means that exercises created by therapists are designed to train strength, stability and flexibility of the affected muscles. After 
surgery, muscles can lose significant quality in these domains where hip muscle strength and leg press power after fast-track total 
hip arthroplasty can be reduced up to 58% [28]. Reduction in these focus points can lead to immobility, further muscles decrease and 
social isolation. Physiotherapists jargon and analyses is described here to understand the specialist’s eye and shape concepts to 
represent capture data and show users their progress.  

 Surgery and Anatomy 
Hip surgery is necessary when cartilage is damaged that used to enable smooth movement within the hip joint. After the replacement 
of parts of the hip joint, patients are expected to stay in the hospital up to three days [29]. The main affected areas (Figure 3.1, left), 
cartilage tissue on the socket and ball (Synovial joint) together with parts of the synovial joint are replaced with a prosthetic implant. 
The rehabilitation program normally starts the day after surgery and can last up to several months. There are two major risk after 
surgery, (i) blood clots due to inactivity and (ii) infections. Monitoring concerning infections could be done with the use of infrared 
cameras that can show increasing body temperatures that arise from these infections. During the surgery, different muscles are 
affected by the incisions that enable the reach of the joint. These muscles connect to the hip-bone, spine, upper and lower leg (Figure 
3.1, right). Muscles that need to be mostly focused on during rehabilitation are leg and buttocks muscles.  

 

Figure 3.1 Left: The hip joint and affected parts before surgery, Right: The hip joint and its connected muscles 

In the first stage after surgery, the healing tissue prohibits movements that involve strain on muscles and skin. As the post-surgery 
wounds are recovering, strain could cause wounds to take longer to heal or accidentally brake open. These movements are catego-
rized as early stage harmful movements in the rehabilitation process. A category of movements that should not be performed up to 
a year after surgery include pivoting (rotate hip around spine without moving legs), twisting the leg, cross leg past the body midline 
and flexing the hip past 90 degrees. These movement can cause damaging and even dislocation of the implant. A second category of 
movement that is less harmful but merely an indicator of a lag of recovery are compensatory movements. These movements are 
characterized as a systematic deviation from a correct execution caused by unburdening unrecovered or weakened muscles.  

 Motion analysis 
Human motion is expressed in reference to the posture as displayed in Figure 3.2. Movement can be described in three coordinate 
planes with respect to the subject. These planes intersect the subject’s body at the spine where the transverse plane divides the body 
in upper (superior) and lower (inferior) part. Motion can be described in terms of the plane that they occur in. In the sagittal plane, 
flexion decreases the angle of 2 body parts and extension increases the angle. In the frontal plane abduction increases angles between 
body parts and adduction reduces it. In Figure 3.3 the terminology of hip movement is visually described. Motion analyses tools are 
available to track (marker based) angular changes in the different planes within video images (Kinovea, https://www.kinovea.org/). 
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Figure 3.2 Planes of reference, movements are described from this personal perspective 

  

Figure 3.3 Reference body posture and Hip movement terminology from left to right: Abduction, Flexion, Extension, endorotation and exorotation 

 Qualitative analysis  
Visual inspection is a common way to assess the quality of movement by trained specialists. There is a need for baseline measure-
ments in physical abilities and physiological characterization of the patients to find suiting initial patient goals. These baseline test 
can involve measuring blood pressure, heart rate, pulse rate, temperature, joint range of motion (ROM) and Manual muscle strength 
(MMT) [30]. Furthermore, during the execution of an exercise articulation/coordination and compensations are measured to express 
the quality of the movement. The initial measurements describe the fitness of the patient and severity in defected functioning of the 
affected body parts. Heart rate can reveal the experienced workload. The ROM and MMT both can explain for reduced strength, whit 
ROM accounting for problems that can be related to flexibility as well (pain in flexion or dislocation). ROM can mostly be observed 
visually, whereas using MMT requires a tactile interface to measure force and or apply external forces to a specific part of the body. 
During the execution of a movement there are cues that can provide insight in the strength such as trembling, speed of movement 
and the time a certain pose can be hold. Besides these measurements that reveal the basic status of the patient, mental measure-
ments play a key role during the rehabilitation as it can uncover the perceived pain. Pain can be a sign of inflammation and will 
influence the workload of the patient on a daily basis. Using the Pain Catastrophizing Scale (PCS), basic insight can be provided on 
the perception of pain by the patient utilizing questionnaires for example. The PCS focuses on the patient’s tendency to communicate 
his/her pain, the magnification of their pain (future projection, e.g.) and a helplessness factor. The focus of an exercise is partially 
shaped by the force that needs to be applied during an exercise and the speed of the execution. The orientation of the patient (laying 
down, sitting, standing) influences the force application as in one orientation the muscles would not have to overcome gravity’s pull 
in respect to another orientation. According to the stage (Strength, stability and flexibility) exercises are designed with a ratio that 
intersects the curve as in Figure 3.4.  

 

Figure 3.4 Force/Velocity ratios and related exercise focal point  
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3.3.1 Exercise Quality 

During the execution of a rehabilitation exercise different types of quality can be observed, these can be seen in Table 3.1. Some of 
these types of executions have strict boundaries which means that a detection of such kind should immediately result in a feedback 
(harmful movements). Compensation movements describe an increased trajectory path or speed of any given body part excluding 
the target body part (hip flexion e.g.). If a compensation occurs, it can occur in a good or bad coordinated way. Good coordination is 
synchronized movement of this other body parts relatively to the target body part. A correct execution is an exercise in which none 
of the above types occur and where the desired range of motion is also reached. Except for the harmful types of execution, any 
execution type can take value out of a distributed area of multiple features/descriptors (described in chapter 4) with ambiguous 
overlapping regions where good shifts to bad. In these regions, the assessments between individual therapists could be inconsistent 
as per individual the mental mapping of these distributions can slightly differ due to training and/or practice.  

Table 3.1 Types of exercise executions during rehabilitation 

Stage Types of executions Consequence 

5-30 days Early stage harmful Intervenes recovery wound 
Up to 1 year Harmful Intervenes settlement implantation 

Up to final rehabilitation months Compensation Weaker muscles (uninvolved) 
Up to final rehabilitation months Bad Coordination Bad force distribution 
Up to final rehabilitation months Faulty Slower or no rehabilitation  

During total rehabilitation Correct Rehabilitation 

3.3.2 Quality progress 

During the whole rehabilitation program, the expected quality per execution increases with time. In the first stages of the rehabilita-
tion the focus lies on reduction of all the unwanted types of execution. Simultaneously consistency should increase, meaning that 
the fluctuation between executions dissolve and every execution looks more like its predecessor. If there is a reasonable consistency 
and compensation/coordination stay within reasonable bounds (therapist’s definition) the focus shifts on improving the range of 
motion. An overview of the rehabilitation definition and necessary steps to track the progress as stated here can be seen in Figure 
3.5.  

 

Figure 3.5 Rehabilitation program definition 



 

18 

4 Pose Extraction 
There are several ways to record and extract human poses for interaction and monitoring purposes. A pose in this case is a 

3D representation of the human body, defined by robust features. The robustness of these features enables the pose extraction 
technique to be generalized on a wide variety of human body types. Roughly three methods are used to record the ontological 
structure of a human being at a given timestamp. As mentioned in chapter 2 there are the non-invasive wearables, Interactive and 
vision based systems that will either capture 2D/3D images or both. In this chapter, the focus lies in providing an overview of the 
vision based approach to create feature representations that will enable the estimation of a pose where the influence of variance in 
lighting, position and body types are being diminished extensively. 

 Vision-based pose extraction 
Most promising in robustly extracting human pose in a scene is by utilizing 3D capture techniques. This is because shapes are easier 
to discriminate as low contrast in colour takes no effect, and the structure of occlusions can be identified. 2D techniques however 
are generally more cost efficient, more widely available and most of all there is a great deal of historical data available to incorporate 
whiles training models. Different researchers have been creating databases revolving around specific human motion and are freely 
available for public use [31]. These mostly revolve around short gestures intended for interaction. The specialization on therapeutic 
exercises seems yet to be developed.  

Most systems that create 3D representations use stereo cameras in combination with structured infra-red lighting. This structured 
light is shaped into a point grid or other recurrent patterns. As the light hits an object, it deforms. Then the differences in shifts per 
stereo image creates the knowledge of the distance (depth) of a point by appliance of triangulation. An alternative approach to 
structured light is a time-of-flight (ToF) measure that creates a distance map based on reflection time of plausible emission sources.  

4.1.1 Articulated tracking  

While extracting a human body pose in a specific articulation, articulated tracking describes algorithms that benefit from the 
knowledge of the human body in tracking. As body parts are rigid and joints have a limited degree of freedom (DoF), consecutive 
poses have dependencies. In this sense, an initialized body frame can be more efficiently recovered in a following frame as a proba-
bility estimation of the new positioning creates a vastly smaller search area and is thus computational beneficial with great use for 
real-time applications. 

4.1.2 Training data 

In both constrained (Skeletonization) and unconstrained pose extraction (Visual words) techniques, the first vase of the pipeline is 
recording human bodies performing different actions (in classification problems). In constrained models, the interest points need to 
be labelled to be able to infer these interest points within various poses. In unconstrained models, the recording of different poses 
leads to the shaping of interest points that can distinguishes one specific type of movement from another one. Training data can be 
complemented with artificial data [32] that can increase the coverage of the solution space and make classification less prone to 
overfitting.  

  



 

19 

4.1.3 Object segmentation  

Object segmentation can be performed in varies ways such as utilizing planar segmentation algorithms [33]. Segmentation limits the 
scope of further analyses of the goal object, beneficial as analyses can focus on the properties of this goal object in various conditions. 
Thus, firstly objects need to be recognized as only then the segmentation process can be adequately executed to isolate regions of 
interest. Segmentation conditions in clustering regions rely on similarity, proximity and continuity [34]. These conditions can be an-
alysed with colour, recurring patterns, edge/line detection, convolutional responses (morphological operations) and regional config-
urations of these elements embodied in descriptors such as Histogram of orientated gradients (HOG). In 3D images things get easier 
as multiple object do mostly not share a common depth as well as a common alignment in the camera to object path, however 
occasionally when objects interact this will occur. A depth image also allows for segmentation based on surface curvature and derived 
object volumetric and size. Object segmentation for interaction relying on sequential frames can utilize features that express move-
ment such as Histograms of Optical Flow (HOF).  

4.1.4 Object recognition  

Regions of specific interest can be labelled as such, so that these regions can be trained on using all sorts of machine learning algo-
rithms. These different algorithms will be discussed in a later stage. Areas in an obtained image can be scanned to match a learned 
distribution with a learned threshold to be classified as an area of interest. Recognition for dynamical objects, such as humans, is 
often split up parts (Deformable parts model, DPM) that will be recognized and can therefore immediately infer the articulation of 
the body [35][36] and provide a semantic description of the observed pose [37]. For interactive systems, such as tele-rehabilitation 
platforms the recognition trough movement is most straightforward where initially shifts in two consecutive depth images indicate 
movement at a specific distance of the camera. Segmentation can then isolate this depth region as a bounding box or detect the 
whole moving object trough continuity measurements of the surrounding depth pixels. The general pipeline for pose extraction can 
be seen in Figure 4.1. 

 

Figure 4.1 Pre-processing pipeline for human pose extraction 

 Featurization  
A feature is an attribute of something, an attribute obtained by a stream of measurements/observations/values or assignments of 
values to the unknown distributions of these measurement values (labels). Featurization is used, as mentioned, to create robust 
representations of data that can be used to generalize with occurrence of various disturbances in a dataset. These disturbances are 
mostly influenced by environmental (lighting, objects, movements)/subject (shape, distance, orientation, etc.) changes but could also 
be caused by technical elements (calibration, recording speed, sensorial space dimensions (SSD)). A feature representation normally 
reduces the data that is observed into abstractions that can be used in classification, distribution learning for anomaly detection, and 
regression tasks. As example: a text can be represented as a sequence of distinct part of speech tags (PoST) that represent the amount 
and order (structure) of syntactical functions used. This can then be used to find language and user specific structures. In the case of 
human pose estimation, obtaining an abstracted form of the human body through Skeletonization (4.5) provides the relation between 
body joints. Different relationships within poses can, with the use of this feature representation, be distinguished from one another. 
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4.2.1 Vector Quantization  

Vector quantization (VQ) is a way to compress data and can be used when efficient data storing is required. In classification problems, 
the implementation of vector quantization is merely the question of the mandatory accuracy. In the case of tele-rehabilitation plat-
forms, the use of data compression can be valuable as the amount of data grows with every exercise executed by a patient. The 
advantage of this specific technique is that the compression is based on the distribution of the data, therefore high-density areas will 
be represented with more values after compression. Regions where data points get assigned the same values is bounded by a vector 
space (hyperplane) that result from the modelling of the probability density function of the data (figure 4.2). The centre of this vector 
space is the so-called prototype vector (the vector representation for the bounded area). VQ can be used for visual recognition 
problems to for example reduce the RGB colour space [38], when used as feature space. In supervised learning VQ can be used in 
finding class labelled prototypes. VQ is part of a branch of machine learning called competitive learning algorithms as D. Nova [39] 
stated and is related to algorithms such as Self-organizing (SOMs) maps and fuzzy c-means clustering.  

 

Figure 4.2 Example of Vector Quantization, in red the data points, blue the hyperplane intersections and in black the prototype vectors 

4.2.2 Dimensionality Reduction 

Dimensionality reduction is useful or can be useful for a couple of different reasons. The number of dimensions in classification firstly 
will extend the necessary learning time of a model and could influence processing time of the classification itself as well. More sig-
nificant reasons to apply dimensionality reduction however has to do with improving the accuracy in classification and making the 
classification more robust (less sensitive to noise). Two conventional approaches are: (I) reducing the dimensionality whiles preserv-
ing the dimensions that describe the variation of the data in the best manner (Principal Component Analyses, PCA, Figure 4.3 left) 
and (II) preserving the dimensions that are most discriminative between pre-defined classes. A first step in dimensionality reduction 
is often the utilization of reduction method (II). This group of methods can be referred to as Discriminant Analyses (DA, Figure 4.3 
right) and takes different forms in detail that can give slightly different results. Depending on the expected distribution functions 
between classes and the number of available samples, a specific type of DA can be selected in the reduction process such as mixture, 
quadratic, linear, flexible or regularized DA (MDA, QDA, LDA, FDA and RDA).  

Another group of algorithms that can be used in reducing dimensionality are auto-encoders. Auto-encoders firstly compress data 
followed by a decompression of this compressed representation, using Neural networks (NN) in the process. These processes (en/de-
coding) can be learned by using a distance function (loss function) applied to input and output data, and trying to minimize this loss 
in the learning process. Auto-encoders can be used as pre-processing step in creating generative models (Variational auto-encoders 
(VA)) for data generation or classification. In the case of temporal sequences, auto-encoders are composed of encoders and decoders 
that can capture this temporal structure. The temporal structure can be captured by long short-term memory (LSTM) networks, a 
type of recurrent neural network (RNN) that is able to learn dependencies over a longer time span.  

Sparse coding is a type of dimensionality reduction where the input can be represented as linear combination of a set of vectors 
(input = 0.3*vector1 + 0.6*vector2, e.g.) [40]. The goal is to have as least components (vectors) with non-zero values as optimization 
with an additional free parameter that resembles trade-off in this sparse representation to reconstructive power. Sparse coding is 
used in learning over-complete sets of vectors, where over-completeness means that the removal of a vector does not affect the 
reconstructive power.  
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Figure 4.3 Example of PCA (left) and LDA (right) 

4.2.3 Appearances 

3D and 2D visual data can be represented in a multitude of appearances (Table 4.1). These representations can often already be used 
as valid features in classification. Here an overview is provided of the types of features that can be used for object and pose estima-
tion. A typical approach is to create a histogram representation of parts of an image/3D scene, which eventually leads to a detection 
of some sort. Histogramming is creating a discreet representation of a signal and could be seen as a quantization method but is often 
not based on a density distribution of the data. There are however methods, filter banks like Mel-frequency cepstrum (MFC) that 
have unequally spaced vector spaces respectively to bin (discreet value of a histogram). Recent work involves creating the ideal filter 
banks (e.g. which areas take most variation) using deep neural networks [41]. Raw data such as pixels in a 2D image or points in a 3D 
cloud inherit multiple attributes that contextualizes these points. As humans classify based on these contextualizations, appearances 
that follow the same principle are created of images to feed into classification algorithms. Low-level appearances try to extract the 
contrast shifts (edges, corners) and orientations (Gabon, FFT) of continues elements. Histogram representations can represent a 
relational structure in various scales in terms of ontology and displacement (HOG, HOF). In 3D the structure can be described as 
curvature of a surface relative to a point of this surface. VFH is a representation that represents the mean curvature around each 
point in a point cloud and can therefore describe clouds invariant to camera roll-orientation and distance.  

Table 4.1 Types of transformations for visual feature creation and complexity of the algorithm 

Low-level Medium-Level Advanced-level 

Edge detector Viewpoint Feature  
Histogram (VFH) 

Spatial temporal interest 
points (STIP) 

Corner detection 
Camera roll  

Histogram (CRH) 
Scale-invariant feature  

transform (SIFT) 

Gabor filter response 
Histogram of  
Optical Flow  Deformable  

part model (DPM) 
Fast Fourier transform 

Histogram of oriented  
gradient (HOG) 

 

 Pose based approach 
Pose based approaches use the appearance of a human to draw conclusions by looking at a silhouette. This silhouette can be trans-
formed into a convex hull representation that can be easier to examine on self-similarity and ratios within the silhouette. Obtaining 
a rigid silhouette after segmentation can be done by performing basic morphological operations (kernel convolutions) such as itera-
tive dilation/erosion for gap filling [42]. Other Morphological operations can find parallel lines, skeletonize and find endpoints and 
line intersections in this skeletonized version. Here skeletonize refers to thinning the silhouette with keeping the ontological structure 
(holes) and orientation (Figure 4.4). Silhouettes are used in [43] to create motion-energy-images (MEI, where did movement occur) 
and motion-history-images (MHI, speed of movement related to spatial location) that capture shifts over time in these silhouettes. 
This MEI and MHI are then used in a template matching fashion where shape and intensity (amount of time a body part was in a 
certain position) are matched and variation is in this way spatially locatable. The curvature of the silhouette can also be used to 
distinguish for various body shapes.  
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Figure 4.4 Left a convex hull representation, right a skeletonized representation of a binary image (middle) 

 

Figure 4.5 Features used in a Skeletonization algorithm that takes normalized offsets in an image to create a per pixel body part classification1  

 Skeletonization 
Skeletonization essentially means that a skeleton is inferred from an image (colour, infrared, depth) if there are any humans in the 
scene. There is current research on not only inferring posture but also body shape [44], which can be useful in tracking progressions 
in muscle build up or loss of fat. The main problems of many approaches [45, Table 2] are that the processing memory requirements 
does not accommodate for a real-time application. Research has shown that gesture recognition vastly benefits from the prepos-
sessing step resulting in Skeletonization [46], that is in comparison to the use of ‘fast’ low-level features. Skeletonization can roughly 
be split up in two steps, one in which an initialization takes place and a second step in which a tracking algorithm is involved. Here 
the first part will be discussed, later (4.3.10) the tracking will be discussed.  

State of the art performance in real-time skeleton initialization is achieved by an algorithm implemented in Microsoft Kinect’s plat-
form [32]. Here real data is combined with artificially created data (of human bodies in different poses, in depth images) to train a 
random forest. A segmented depth image is the input of the training where the isolated and kept images are human representations. 
A per pixel low-level feature representation categorizes the body pixels into 31 body parts. A texture map with these defined body 
parts is wrapped onto the various training data as label. The feature representation (Figure 4.5) is an offset in depth between (I) two 
pixels, left and right to the target pixel with a distance between them that is normalized on the target pixel’s depth and (II) an offset 
between the target pixel and a pixel above the target pixel (again normalized). Each tree in the forest is trained on a random subset 
of 2000 pixels per image. The output of every tree is a distribution of the likelihood that a pixel belongs to any body part. The outcome 
of all trees is averaged to create a classification. The position of the joints is then inferred by finding the mode of each region with 
using a mean shift based approach and a weighted Gaussian kernel. This pinpoints the joint position to be on the surface of the depth 
image. A learned offset between this point and the actual joint location is then used to advance the joint into the body.  

  

                                                                        

1 Retrieved from [32] 
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 Anthropomorphic Constraints  
Although there are differences between humans in the ratios of their respectively body parts, there are fundaments that provide 
estimated averages of human body ratios supported by for example natural ratios (golden ratio) expressed in geometrics or statistical 
data. These estimations are used in the arts, design and medicine to support users or depict visually appealing representations of a 
human. In the recent developments of pose extraction and motion estimation knowledge about the human body is introduced as 
constraints [47] to include statistical probability into the search problem.  

The field of human ergonomics tries to make these measurements more explicit by capturing distributions of body measurements, 
Anthropometric Dimensional Data (ADD). This covers the probability of the occurrence of a length per observed body part. The cor-
relation between individuals is not necessarily captured in the ADD. This correlation could however provide great advantage as a 
better anthropomorphic representation could be made if observations of a body part are ought to be highly certain. Anthropo-
morphic constraints can help in a more robust estimation of joint position and decrease the search space during joint tracking. Not 
only body lengths can be useful as a constrain, in addition the degrees of freedom per joint can be considered that will prohibit 
certain configurations of body orientations to be reproduced. Per subclass of movements the values can differ as for example a 
gymnastic could rotate their legs easily up to 30 ° [48], this range of individual flexibility can to some extend therefore be coupled to 
practiced sport and additionally age where an decrease of 6 degrees per decade in the range or 50 to 80 years old subject was 
observed [49] for ROM of the hip joint. As stated in [47] currently used models do not incorporate statistical anthropomorphic infor-
mation. In this work, the auteurs add additional assumptions such as the presence of at least some parallel body segments to the 
image plane, this however constrains the method to only be useful if there is an initialization step (subject in base pose). In [50] not 
the DoF is used but rather the distance between any two skeletal points, also a symmetry is expected in the skeleton. Anthropo-
morphic constraints are often used in the skeletal retrieval in 2D representations as poses in these images can be highly ambiguous. 
Therefore, reducing the possible body orientations decrease errors and search time. In Tylor [51] the constraints are transferred from 
a 3D to a 2D projection with the skeletal size as input, according to the researchers with additional constraints the model is capable 
of creating unique solutions per analysed image. In [52] a normalization step, creates a reference ratio to the lower right leg and uses 
certain criteria for the expected ratios, these proportions are kept similar for every user which could decrease the potential accuracy 
for some individual cases. Figure 4.6 shows an overview of the updated motion to interaction pipeline as result of this section. 

 

Figure 4.6 Motion to progress estimation 
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Intermezzo 
Speech and language processing is a field that copes with similar problems as the field of motion recognition. In both cases, temporal 
patterns that are (highly) stochastic are translated into categories that represents distributions. These distributions can overlap in 
which case context does matter (e.g. what came before). This context is easy to see for language where we as humans sometimes 
also utilize the noisy channel model (NCM) to infer ones spoken words. In motion recognition tracking algorithms, can use learned 
constrains in human motion (limiting the prediction space). Likelihoods of transition from one pose to another as well as speed 
evolutions can be used in a similar NCM fashion where corrections in body positions within a sequence can be corrected to the most 
likely representation of the real motion.  

Visual Words - A method developed to featurize multi-modal RGB-D data, based on an expansion of the bag-of-words method is the 
so called Bag of Visual and depth Words (BoVDW, Figure 4.7) [53]. The bag-of-words method is used in document classification and 
information retrieval. In this method grammar and order of the words do not play a role. Instead frequencies of ‘tokens’ (words) 
creates a histogram representation of the document. The BoVDW method utilizes depth descriptors that consider the normal vectors 
of the depth image with respect to the cameras position and rotation to its roll axis.  

The extension to Bag of visual words means defining visual ‘tokens’. First, images can be decomposed by means of spatial sampling 
or with the use of key-point extraction. The spatial samples can be clustered in 𝑁 tokens trough clustering techniques that take a 
histogram representation as input (HOG, e.g.). Key-point tokenization can be performed by clustering key-points in the spatial do-
main, creating tokens that represents points as combinations of different types of key-points (corner + edge, e.g.).  

In this method firstly Spatio-Temporal Interest Point (STIP) [54] are extracted. For each of these interest points, HOG, HOF, and 
HOG/HOF [55] combination descriptors are created over a 10 × 10 grid, for the RGB image. A VFHCRH (Viewpoint Feature Histogram, 
Camera Roll Histogram) descriptor is created for the Depth image.  

VFH [33] creates a histogram of points in which the distribution of mean curvature around each point is represented. In this method, 
a whole point cloud is represented as a histogram containing 308 bins. VFH creates a histogram of the angles between surface normal 
for each point relative to its 𝑘 nearest neighbours in a point cloud as suggested in the Fast Point Feature Histogram (FPFH) represen-
tation. VFH extents this with a viewpoint representation, creating a histogram of the angels of the surface normals with the ‘general’ 
viewpoint direction. This general viewpoint direction is the vector that is drawn from the camera to the centre of the surface of the 
segmented point cloud (object), making this representation scale invariant. (Segmentation with the use of depth image) 

Using clustering technique over the total amount of descriptors trough k-means 𝑁 words are extracted from video sequences. A 
sequence is represented as a spatio-temporal pyramid that introduces geometrical and temporal information. A 92 bins CRH is com-
puted for encoding 6 DoF information of a point cloud.  

 

Figure 4.7 Bag of visual and depth words feature representation, combining HOG and HOF in 2D with VFH and CRH in 3D 
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5 Motion Recognition  
Human motion analysis and classification are particularly challenging due to the intra and inter-individual variabilities in the 

execution of a same movement. Time duration, which is the main variance within human movement, can be coped through several 
time-series algorithms. When we talk about models that can predict or classify time series, there are a couple of distinctive categories 
that can be discussed. As stated in a review paper [56] there are various fields where time series analyses contribute in improving 
professions such as: Smart Surveillance, Behavioural Biometrics, Gesture and Posture Recognition and Analysis, Robotics, Medical, 
Sports and Exercise and Art and Entertainment. 

Time series can be evaluated in the frequency or the time domain. One example where temporal signals are evaluated in the fre-
quency domain, a currently popular application that enables you to find the title of the song you’re listening to. This application 
(Shazam) creates a histogram and finds the most consistent match in a database that consist out of tons of histogram representations 
of songs. In this case analysing the time series in the frequency domain is useful as the signal itself is not stochastic in the time domain. 
This technique however is less useful when it comes to short-term meaningful motion recognition as a smaller ‘listening’ window will 
give poor frequency resolution (Fourier transform, uncertainty principle). Thus, in this section the techniques that are used to predict 
and classify time series in the time domain will be discussed. There are different families of algorithms that can deal with time-series 
data. Here the most common ones (Figure 5.1) will be discussed and evaluated on their applicability. In addition, data gathering, and 
data clipping will be discussed as these are required to be handled adequately before classification models can be implemented. The 
section will be concluded with an overview of research that implements variations of these different models.  

 

Figure 5.1 Core approaches in time series classification 

 Data gathering 
When a feature representation is developed, such as a skeletonized image or features derived from this, data needs to be retrieved. 
In doing so, to be valid, the data needs to resemble as close as possible to the real live setting in which the future classification will 
take place. Time series data can, due to these conditions, be distorted or contain noise. Here several ways of dealing with these 
distortions will be discussed. These pre-processing steps take place prior to the classification of a signal. Besides pre-pressing the 
data, formatting and database creation should be considered. The database can be directly integrated into the platform or can also 
be a separate entity for sharing and labelling purposes.  

5.1.1 Dealing with noise 

As some characteristics about the data are known, noise reduction can be applied in several ways. The characteristics of movement 
in any kind of exercise inherit shape similarity to natural shapes such as Gaussian (sigmoid, and others) curves and sine waves. In the 
domain of displacement Gaussian (and sigmoid) like curves in time occur due to the changes within muscle power during contraction 
(Figure 5.2) as well as starting and ending positions of a movement are associated with close to zero speeds. This means that there 
will be initially acceleration and eventually deceleration. In terms of the displacement in time this means that derivatives increase 
and decrease gradually over time. Sine wave like will occur in reparative motion such as circumduction and in acceleration paths of 
other reparative motion.  



 

26 

As these shapes can be predicted, curve fitting can be applied to segments in a signal. Curve fitting can be algebraic or geometric. In 
an algebraic approach, typically least squared error in one dimension re used to optimize a fit. Where geometric fitting tries to opti-
mise on global least squared error where multiple dimensions can be considered. The Gauss–Newton algorithm is an algorithm that 
can be used in performing curve fitting. With missing values or estimation of a general shape within a movement, Gaussian processes 
can be used as it models the probability distribution of a set of time series data at each given time. With these smoothing techniques, 
some data can be lost that can provide critical information about the quality within a movement. A tremor could for example increase 
the squared error within a fit. Therefore, the squared error on itself could be considered during classification, as in, it can be an 
additional feature.  

 

Figure 5.2 Muscle force-length diagram showing the restrictions that with permeate within the expectancy of motion signal path characteristics. 

5.1.2 Model parameters 

Machine learning models can be categorized on all kinds of different attributes. The most distinctive/impactful in the data gathering 
is the supervision in learning. Supervised learning enables models to categorize based on labels provided in addition to the data. 
Models like neural networks, support vector machines and trees can make use of this to create decision boundaries. Unsupervised 
learning tasks include clustering techniques where parameters need to be provided such as number of clusters, shape of distribution 
and in time series the optional the cluster appearance hierarchy. The number of clusters can be estimated using techniques such as 
Bayesian information criteria (BIC) that penalizes more parameters in models or least absolute shrinkage and selection operator 
(LASSO)/ridge. For anomaly detection, techniques such as Ranzac can be used. Multiclass classification can categorize a signal in most 
likely class (walking vs running e.g.) and regression could provide a scale (quality measure). Furthermore, whiles training a model 
parameter values can differ based on the initial conditions of the parameters. This can be referred to as an optimization problem and 
is tackled with training multiple models with varying initial conditions so that the solution space is extensively explored. Basic tech-
niques include cross-validations, more sophisticated techniques let models’ parameters coevolve with bio-inspired methods such as 
particle swarm optimization and graphitational search algorithms (error rate influences an update of parameters in other models).  

 Starting pose 
In classifying or simply analysing sequential data that belongs to a class, data needs to be clipped. This means that fragments in 
continues interaction should be extracted, distinguishing idle movement from actual exercises. This can be achieved in multiple ways 
where a manual clipping is the most straightforward. Manually a starting/end can be determined by the user by simply pushing a 
button. A system fixed countdown and automatic stop comes close to this manual approach. Both these manual approaches on 
staring/stopping lag a flexible view. Extra idle information can, with these approaches, be incorporated within the stored segment. A 
fixed time can lead to incomplete recordings when a subject did not execute the exercises in an expected paste. For classification 
and data storage purposes more, sophisticated techniques are preferred. Such that start, and end are automatically detected. This 
could be simply a learned threshold value of one or multiple feature values (Figure 5.3). In addition, at the start of an exercise there 
should be a check if the correct initial pose within the user is present. This can simply be a sub feature space where a check can 
quickly decide if the exercise can be started in a correct manner.  
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Figure 5.3 Starting pose detection, with joint specific position and movement thresholding.  

 Exercise Taxonomy 
As is discussed in [57], recognition can be typically a single-layered approach which means that a sequence is analysed at whole 
(space-time trajectories, motion history images) or hierarchical that include fixed syntax and is translatable to descriptions, e.g. first 
step to the front and then make a step to the side. As in [11] the use of target poses can be used in classifying the sequential steps 
within an exercise and therefore pinpoint in a descriptive fashion where errors occurred. Hierarchical approaches can aid in guiding 
the user to execute partials in the correct order. This would especially be useful when exercises become more complex and longer. 
For shorter exercises, hierarchy can be useful to analyse the target features. As discussed, the paths (in this case every syntactic part) 
can be generalized to a descriptive curve with a certain length in time. This curve can be restricted so that the assumption is made 
that path shape does not drastically change with increasing speed or range of the movement and the squared error to this path can 
be added as a rate of error. Another approach is to apply curve fitting and use the curves parameters to determine a rate of error. 
To be able to cut up an exercise into subtasks, methods of key point extraction are needed. These key points could detect extrema 
and minima within range and speed for example to split an exercise into upwards movement and downwards (Figure 5.4).  

 

Figure 5.4 Abstracted curve fitting proposal  
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 Dynamic Time Warping 
This technique is used to align sequences that are variant in time onto each other. A reference signal needs to be choses, in this case 
a correctly executed exercise could be chosen as this reference. To be noted is that this reference could also be extracted from 
multiple examples by learning the distribution. Sequential data points will be mapped together (non-linear) so that further similarities 
between the sequences can be expressed. Constraining the limit and distribution of the warping can be used to detect if a sequence 
is sufficiently similar in time (or to detect if it is of the same class). After warping, individual differences between the template se-
quence and the warped sequence can be evaluated over windows and then, be classified as strongly or weekly similar. Decision 
boundaries that are learned from the distributions of correct and incorrect executions indicate the quality within parts of an exercise.  

As therapeutic exercises are inherently stochastic not only in time but in corresponding values, distributions are better representa-
tions of the correctness. Using the distribution of a set of correct execution to create a correctness value would therefore be advisa-
ble. As in [53] these distributions are found by first aligning all executions to a sequence with a median length and then fitting multi 
Gaussian density functions onto the cross-sections. As DTW only expresses a similarity value, additions such as weighing features can 
be useful for classification. As in [58] this weighted value is defined by the contribution of a joint to the total amount of the movement.  

A standard procedure while utilizing DTW is to map two segments onto each other. It is however also possible to do partial matching 
of a signal onto another one, ones or multiple times [59]. This is especially useful when the occurrence of a certain gesture needs to 
be detected. However, in the process of the tele rehabilitation as suggested, the occurrence is expected and will be clipped to its 
relevant parts. Therefore, only the direct mapping of two signals will be discussed here.  

First a matrix is created with on each axis values of a sequence (1: N and 1:M) respectively. This creates a so-called cost matrix where 
at each point of the N by M matrix an absolute difference between the sequences corresponding points is calculated (Figure 5.5). 
Then an optimal warping path needs to be found. In this process an accumulated cost matrix is used, which adds to a position the 
lowest predecessor value with the restrictions that predecessors are at least of a lower value in one axis and can’t be higher in any 
(b). Then the warping path needs to follow the valley of the least resistance. This valley is found iteratively in reversed order, as in it 
is found staring at the end of one sequence saving the argmin position for each sequence value, leading to a warping path.  

As this technique is only a mapping tool, recognition needs to be further shaped by restrictions, maxima in local and accumulated 
cost values, that can be leaned with the help of distributions of correct executions (or other qualities). Clustering techniques and 
Bayesian inference can then provide the likelihood of an execution being correct or of alternative quality.  

 

Figure 5.5 Cost matrix and accumulated cost matrix (mapping of two sequences) with in white the optimal warping path2  

 Hidden Markov Models  
Hidden Markov Models (HMM) are statistical models that are well known in the domain of temporal pattern recognition. They can 
provide time-scale invariability when it comes to recognition of these temporal patterns. A HMM models real wold data into so called 
hidden states. Domains amongst witch Hmm’s have been applied successfully include gesture recognition, speech and language pro-
cessing, methodological forecasting, stock market/economical trend analyses. They have been used in human motion classification 
attempts as early as 1992 [60]. HMM is described in terms of probabilities. These are initial, transitional and emission probabilities. 
Initial probabilities are the distribution of probabilities of ‘being in a state’ before a sequence is observed. Transitional probabilities 

                                                                        

2 Retrieved from [59] 
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are represented by a matrix, in which the probabilities indicate the possible changes from one state to another. Finally, the emission 
probabilities model the variance of each state’s associated values (mostly Gaussian probability density functions (PDF) obtained from 
continuous variable observations. These model parameters can be learned with the use of the Expectation-Maximization (EM) algo-
rithm. Signals can be classified by looking at the probability that a signal is generated from a trained HMM. This is done using the 
forward algorithm. The so called backward algorithm predicts the hidden states of a given sequence of observations.  

The principles of Hmm’s are (I) that there is a set of real world observations (𝑜ଵ, … , 𝑜) where (𝑜ଵ, … , 𝑜) 𝜖 𝑋(𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒, ℝ, 𝑒. 𝑔. ) but 
these values are mealy a representation of the real world ‘states’. Those ‘states’ can be inferred by the observations. This set of 
hidden ‘states’ (ℎଵ, … , ℎ) will take values as following: (ℎଵ, … , ℎ) 𝜖 𝑌(𝕫). (II) The joined distribution of these sets of values respect 
the graphical model as shown in Figure 5.6. By the factorization of its joint probability 𝑝(𝑜ଵ, … , 𝑜, ℎଵ, … , ℎ) being Equation 5.1, So 
that each state depends on its previous state and the observations are conditionally independent given the state.  

𝑝(ℎଵ)𝑝(𝑜ଵ|ℎଵ) ෑ 𝑝(ℎ|ℎିଵ)



ୀଶ

𝑝(𝑜|ℎ) 

Equation 5.1 Factorization joint probability of a sequence  

 
 

Figure 5.6 A Trellis diagram, the graphical model of an HMM 3 

Transition probabilities: This includes all the probabilities of changing from one hidden state (i) to another (j) 𝑇(,) =

 𝑝(ℎ = 𝑘|ℎିଵ = 𝑗) where 𝑗, 𝑘 𝜖 𝑌(𝕫(1, . . , 𝑛)) and results into a 𝑛 · 𝑛 sized matrix (Transition matrix). Emission probabilities:  
𝜀(𝑜) = 𝑝(𝑜|ℎ = 𝑙) where 𝑙 𝜖 𝑌(𝕫(1, . . , 𝑛)) and correspond to the states. 𝑜 𝜖 𝑋(𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒, ℝ, 𝑒. 𝑔. ) and corresponds to the ob-
served data. Each 𝜀(𝑜) is a probability distribution (probability density function) of the observed data for state 𝑙. There are different 
distribution types depending on the values of X. A distribution type for these probabilities must be defined within the algorithm. For 
Discrete values, the distribution type could be a Probability mass function (PMF) or multinomial distribution, whereas for 𝑜 𝜖 𝑋(ℝ) 
commonly used distribution types are Gaussian based (regular Gaussian emissions and Gaussian mixture emissions). Initial distribu-
tion: 𝜋(𝑙) = 𝑝(ℎଵ = 𝑙) where 𝑙 𝜖 𝑌(𝕫(1, . . , 𝑛)) (being a PMF). This leads to Equation 5.1 being described as following: 

𝜋(ℎଵ)𝜀భ
(𝑜ଵ) ෑ 𝑇(షభ,)



ୀଶ

𝜀
(𝑜) 

Equation 5.2 Factorization joint probability in terms of transition, emission and initial probability distributions 

Using the forward algorithm, we can calculate the probability that a sequence is generated by a trained HMM. Calculating the prob-
ably for a sequence on N trained Hmm’s and choosing the highest probability provides us with a class assignment. HMMs are useful 
as they provide insight in the distributions of specific sets of sequences. The possibility to evaluate these distributions between dif-
ferent trained models can aid in development of a better understanding of the phenomena that is examined. In training (fitting the 
distributions on the data), the amount of states need to be specified (with techniques such as described in 5.1.2).  

 Recurrent Neural Networks 
Different types of neural networks can be used to perform classification on time series data, examples are: RNNs such as Boltzmann 
machines (BM) or LSTMs. As in different research fields (speech recognition and maintenance/stock prediction), RNNs seem promis-
ing in the field of motion recognition [61]. The networks differ to regular NNs by having multiple inputs. They have an additional 
feedback-loop that flows as output from a node to become its own input again (so called memory), enabling the network to model 
contextual information. In Figure 5.7 this basic principle is demonstrated, where a whole sequence has hidden states (h0-ht) that act 
as this memory. A popular RNN variation, LSTM, overcome the problem of a vanishing gradient (decay of information over time) with 
the so-called gating technique. This technique overcomes the problem by the models extended functionality so that it can decide 
when input can be forgotten or when it needs to be remembered for future timestamps. RNNs can be used in forecasting tasks and 

                                                                        

3 Retrieved from https://stathwang.github.io/images/hmm.png 
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could therefore be useful within the field of tele-rehabilitation to predict harmful situations such as falling or harmful executions that 
could be communicated in advanced so prevent the occurrence. RNNs are used within different studies for human motion/activity 
recognition [62]. High accuracies are achieved using public available databases. However, similar movements such as bending or 
picking up and throw are more often misclassified. The work states that the short occurrence of the throw could be the reason of 
misclassification, as its impact over the whole signal is diminished. Reweighing temporal input on elapsed time or utilizing temporal 
classification windows could improve this. Compared with DTW and HMMs, RNNs needs more computational power to be trained 
and insight into the structure does not provide (generally, unless engineered for the specific reason) insight into the phenomena 
being learned (back-box approach). New ways of using NNs to avoid retraining when new data is available are so called one-shot 
learning techniques that use networks to serve as an augmented memory and are possibly a first step in a general intelligent system 
where models could be applied into any learning problem referred to as model-agnostic by Finn at al. [63]. 

 

Figure 5.7 Graphical representation of a rolled-out recurrent neural network where each x represents one value that is inputted into the node at a 
certain timestamp. H is the output where in the rolled-out version they can be revered to as hidden states. 4 

 Research perspective 
The research area of human motion classification utilizing techniques as described in this chapter started as early as 1992, where 
HMMs where used to perform gesture recognition [60]. Besides the main approaches all kinds of different hybrids or derivatives of 
the classic algorithms are used to optimize performance. In Table 5.1 a compact overview is provided of these different researches 
during the past decades. Most classifications problems are proposed to be solved with the use of class labelled data. In only one of 
these researches an attempt in creating a clinical relevant score shows segmentation of the exercise into joint groups that are labelled 
individually. 

Table 5.1 Classification methods in human motion recognition, experimental developments 

Year Classification method Classification output Features Ref. 

1992 HMM 6 gesture assignment Downscaled binary image sequence [60] 

2000 
Switching linear dynamic  

system (SLDS) 
Binary classification Video data [64] 

2008 
Hierarchical Aligned 

Cluster Analysis 
(generalized DTW kernel) 

Gesture segmentation 
variable number of features 

 per cluster (state) 
[65] 

2012 hidden Markov models 8 and 10 gesture assignment 
LDA, clustered into k posture visual 

words (joints) view invariant 
[66] 

2013 
Weighted Dynamic  

Time Warping 
8 gesture assignment Joint representation  [58] 

2014 
Naïve-Bayes-Nearest-Neigh-

bour (NBNN) 16 gesture assignment 
EigenJoints (Accumulated Motion 

Energy in skeleton data) [67] 

2014 probability-based DTW 8-15 gesture assignment Bag-of-Visual 
-and-Depth-Words 

[53] 

2015 5 bidirectional recurrent 
neural networks (BRNNs) 

65 gesture assignment 
Joint groups internal orientation (5 
in layer 1, 4 in layer 2, 2 in layer 3, 

1 in layer 4 and 1 in layer 5) 
[61] 

2016 Hidden Semi-Markov Model 
(HSMM) 

Clinical score (range 0-100), Likert 
questionnaire about target and 

posture of 7 body segments. 

global movement descriptors 
(Kinect joints to angles) 

[68] 

2016 Generalized Canonical  
Time Warping 

Similarity value (like DTW) Video (landmarked) [69] 

                                                                        

4 Retrieved from http://colah.github.io/posts/2015-08-Understanding-LSTMs/img/RNN-unrolled.png 
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6 Requirements 
The requirements in assessing the quality of the therapeutic exercises that will be integrated into the rehabilitation plan 

can be split in user, system, feature, model, and experimental requirements (Table 6.1, Table 6.3). The latter one ensures that the 
assessment can be projected onto further work and provides the guidelines within this thesis on how and which experiments are 
going to be performed.  

 User requirements 
As the different users have varying interest whiles users the platform, features, models and integration of the assessment tool will 
need to be broadly customized accordingly. Within the assessment, the influence of the specialists that perform surgery and those 
who do post-surgery care will have the least influence. Their only requirement of influence is that harmful situations can be detected 
and if possible, be prevented. The physiotherapists will have the most influence as the data and its representation needs to be un-
derstandable in their jargon and be manually assessable. This means that the architecture of the feature structure and weights within 
the model will be founded on the general assessment methods that are currently used. The models will need to be able to segment 
exercises as localization of errors within a movement is important (imbalance at the end needs to be labelled different as insufficient 
range of movement e.g.). Furthermore, consistency and improvement needs to be assessable with the classifications that are made 
to support the therapist in pinpointing the stage of progress of the rehabilitation. The patients only concern is that the feedback has 
enough descriptive power and will be provided at the right moment. Arguable the right moment can differ between exercises, this 
could be a live feedback loop when the exercise is relatively long or when timing matters and after the compete movement when 
those factors differ. One major variant is which hip needs to be rehabilitated (left/right). Therefore, a mirroring function should be 
implemented into the assessment tool. For a more general-purpose, target rehabilitation areas could be set and initial patient status 
to ensure that feedback is tailored user specific. 

Table 6.1 Acquired requirements of caregivers, Therapist and patient viewpoint 

Caregivers Therapist Patient 

Harmful  
movement  
detection 

Jargon translatable 
 feature representation 

Mirror possibility 

Progress estimation (vari-
ance and distance to goal) 

Receive feedback  
at the right time  

(real-time) Localize error in exercise 

Harmful movement  
prevention 

Data gathering 
Custom goals  

(cognitive/ physical) Model creation 

 Platform Requirements 
Within the platform, the assessment tool should be able to operate at a remote location with respect to the user. This means that 
on the platforms server, the assessment will be executed, and feedback will be send back to the user. A clear description should be 
provided within the assessment tool of what the input and output values should represent. This include the transformations, struc-
tured naming of exercises and models that will be used per exercise. Within the way training of the models will take place, the 
assessment tool should automatically name models correctly and save them in the right directory.  

 



 

32 

 Features for tele-rehabilitation 
The features in this process need to compromise between descriptive power and required memory storage. As the database over 
time will grow, the data needs to be represented in a compact form. The data will be safeguarded to retrain models, to be able to 
manually examine executions (additional labelling) and build up a mocap database that could be shared in scientific communities.  

Skeletonized data will be used as this captures the pose in a compact form and as discussed has an advantage whiles executing 
classification tasks (section 4.5). For the classification, the features additionally need to be invariant to body shape and as much as 
possible to the position of the subject with respect to the recording device. Some transformations will inherently obey this, others 
will need to be normalized with respect to dimensions of certain limbs of the subject (speeds e.g.). Therefore, more general features 
are required that expresses movement in a similar way as therapists themselves do (Figure 3.3). Expressing motion of the different 
joints into the relative pose of the connected limb would therefore be suggested (angles). In all cases the movement should be 
expressed in terms of the perspective of the user, meaning a personal coordinate system is required (defined by 3 planes, Figure 3.2). 
This means that the location of the knee joint relative to the hip determines the amount of abduction (adduction) and flexion (exten-
sion) is occurring with the corresponding upper leg. 

6.3.1 Approaches 

Expressing movement into a representation accordingly to the earlier mentioned terminology is not enough. This will not capture 
any absoluteness of the movement. E.g. is the hip rotating the trunk or the leg. Therefore, speeds of the appropriate joints need to 
be considered too. The problem is that without a personal reference these so called absolute movements are still variant to the 
orientation of the user relative to the camera. A solution would be suggested in terms of creating a local coordinate system that will 
allow for an explanation of the planar personal direction of the joint movement. As speed correlates with rotation, the limb lengths 
do influence the eventual speed of connected joints. Therefore, speed as feature needs to be normalized on limb length. An overview 
of suggested featurizations are expressed in Table 6.2.  

Table 6.2 Different features and their expected complexity expressed in levels 

Fundament Medium-Level Advanced-level 
Joint displacement (+speed/acceleration) * Peak (ROM) detection 

Coordination 
Joint abduction (+speed/acceleration) Ball-socket joint rotation (pivot) 
Joint adduction (+speed/acceleration) 

Spine rotation (pivot) Force* 
Joint flexion (+speed/acceleration) 

Joint extension (+speed/acceleration) 
Compensation detection* Personal coordinate system 

Joint angles (Hinge joints) 

  * Normalized on mean Anthropometric Dimensional Data  

As Kinect’s Software Developers Kit (SDK) creates possibilities to develop applications that utilizes the skeleton data (spatial location 
of joints), new representations emerge that provide useful information within the domain of rehabilitation. These new representa-
tions allow the detection of relative body part orientation/rotation and force plots on a virtual body of a current state (Figure 6.1). 
As the Kinect is used in animation the joint rotation is additionally provided for animators to easily apply the data on virtual skeletons 
with different body part ratios. This force plotting application uses models that are derived from the field of classical mechanics to 
project static and dynamic forces onto specific body areas. These new promising and useful applications are however not available 
as part of an extended SDK yet.  

 

Figure 6.1 Advanced methods of depth motion representation, left joint position, middle a limb orientation and right a muscle force estimation.  
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 Model requirements 
As explained earlier, the model would preferably create the possibility of fault prevention. This means that the model needs to create 
real-time assessment and have the power to perform forecasting. The platform will in practice gather data from patients that can be 
used to create more accurate models over time and therefor, better feedback. This means that models capable of dealing with less 
data are preferred during the early stage of the implementation. In addition, the feedback can slowly increase as more data provide 
more evidence to do so. This only begs the question on how this newly data can be assigned to its specific quality. Here the therapist 
could re-enter the loop as a mechanical turk [70] to label ambiguous data. Collecting sufficient expert knowledge on the quality can 
show the consensus of the therapist on an execution.  

 Experimental requirements 
To find a suiting method in assessing the quality, experiments need to be conducted. The first step in this process is the data gathering. 
In the gathering of the data, the quality should be monitored by an expert. In this sense, correct representations can be created of 
the feature distributions where the exercises should still be reviewed as correct (or incorrect). As the experiment can be strictly 
coordinated, the staring position and starting moment of the exercise can be guided so that obtained data is clear of varying initial 
conditions, those that might be undesirable (section 5.2) or can influence the assessment as such. Initially the subjects performing 
the exercises can be healthy persons of differing ages. In the firsts experiments the quantity of recordings should shape an image of 
the exercise ontology and variances. Eventually how this differs from real patients and a proposal on how these pre-trained models 
can be translatable to real patients is the objective of the total set of experiments. 

Table 6.3 Acquired requirements on platform, feature, model and experimental design 

Platform Features Models Experiment 

File formatting Jargon translatable 
Handle smaller amounts of 

data 
Assessment method (thera-

pist), what to asses 

Data stream management User normalized User creatable Used exercises 

Online/offline assessment 
Position to camera Invari-

ant 
Forecasting Plausible fault schema 

Saving assessment results Projectable (avatar) Used to simulate new exer-
cises 

Clean (data) in time and ini-
tial pose 

Instruction manual User creatable Generalize for multiple users Generalize to patients 
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7 Methodology 
As initially stated, being able to measure quality is hypothesized to increase the overall rehabilitation program. The sugges-

tion that appropriate guidance (automatically, knowing the limitations of the user) and insight in the progress (understandable for 
therapists, to provide useful feedback and intervene if necessary) will increase the rehabilitation, makes it that finding a suitable 
quality extraction method for therapeutic exercises will be the focus of the methodology. The intent to create a low-cost solution will 
compensate in the resolution of the expected quality measurements. Hence, with the execution of experiments, these limitations 
could inherently shape the quality extraction method. The experiments should provide answers on dealing with exercise data, from 
gathering to the assessment (keeping in mind the requirements as presented). Further, the manner of assessment by therapists in 
real time can be observed and will aid in a better understanding of the specialist’s eye. An important aspect is the experimental 
replication possibility, as it expected that experiments can be spread out over multiple sessions, various locations and different ther-
apists could aid in the process and need to grasp the procedure. Reserving a suitable location and finding test subjects to conduct 
the experiments is outsourced to the therapists affiliated with the project (Arián Aladro Gonzalo and Danilo Esparza). A representa-
tion of one of the recording session can be seen in Appendix D. In each experiment the methods will be explained in terms of how 
the classification is executed, the subject specification, exercises specification, the therapist labelling technique, the feature repre-
sentation used, the hardware and software setup. The general pipeline in conducting the experiments is sketched in Figure 7.1. 

 

Figure 7.1 The basic methodological layout for all the experiments 
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 Introduction 
A total of 4 different experiments are executed. In every experiment new insights are created caused by the subject’s understanding 
of the exercises and handling of feedback, therapists assessments (interpersonal) and feedback, types of exercises and their errors 
(severity), the exercise feature representation’s descriptive power, classification interpretation (linked to therapist assessment) and 
environmental influences. With every experiment the setup is morphed into a more realistic version (real wold application). Within 
the different experiments the question that are bagged to be answered evolved as following:  

Experiment I: Can we distinguish a good performed exercise from a bad one? 
Experiment II: Can we distinguish several types of bad executions (different compensations)? 
Experiment III: Can we detect coordination issues? 
Experiment IV: Can the method be projected onto real patients? 

In an earlier stage of the project the choice for a vision based system and not a wearable system is made [71] for the data gathering 
task. This 3D visual system (Microsoft Kinect) permits an automatic skeleton extraction of up to six persons in the image. As earlier 
discussed this Skeletonization shows to be advantageous in classification of gestures and would therefore be used. To record exer-
cises, an application is created. In this application (Figure 7.2, Appendix A), the exercise name can be easily assigned, and recoding 
creates csv files with accumulating file number (Abduction_1, Abduction_2, e.g.). When the recording button is pushed, a sound 
indicates the start on which the participant could act. In addition, as a therapist might step into the scene to demonstrate an exercise 
or correct the participant, the true exercise subject is tracked and only their skeleton is saved into the csv file. First the raw data (x, 
y, z coordinates of each joint) is gathered and subsequently transformed into desired features.  

 

Figure 7.2 Recording application utilized in the experiments to save raw coordinate per joint into csv files 
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 Experiment I – DTW Binary Classification 
The main desire at first is to be able to distinguish compensation movements within therapeutic exercises. A first experiment utilizing 
DTW showed that using Kinect’s skeletonized data permits high levels of distinction of a correct or incorrect execution [72]. Here an 
overview of this work is provided as it is the fundament of the later experiments. This work is created by the head of project Yves 
Rybarczyk, where the practical work is carried out as part of this thesis. This means the experimental setup, execution of the record-
ings and data structuring, where personally the main tasks during this experiment. An of the shelf DTW plugin is explored before 
conducting this experiment but did not seem to work adequately (Appendix E). 

Can we distinguish a good performed exercise from a bad one? 

7.2.1 Introduction 

For movement assessment, the signal of the movement to be assessed is compared to the signal of the movement correctly executed 
(correct trials). A DTW analysis was used to assess this correctness. This is a well-established method in finding similarity between 2 
temporal signals. With this similarity (cost matrix) value a discriminative algorithm can distinguish between classes, in this case cor-
rect or incorrect. The main classifiers that implement this type of method for activity recognition are: k-Nearest Neighbour [73], 
Support Vector Machines [74], the Naïve Bayes [75], and C4.5 Decision Tree [76]. The last two are by far the most popular algorithms, 
because they generally enable a high classification accuracy [77].  

7.2.2 Classification 

Here, the Naïve Bayes classifier is chosen because we make the assumption that all of the features (coordinates X,Y,Z of each joint) 
contribute equally and independently to the decision [78]. The skeleton retrieved from the image is constructed out of 20 joints 
which all have X, Y, Z coordinates. This raw representation (total of 60 features) is used, where recording conditions with respect to 
subject-camera orientation are kept equal. Thus, minimalizing the variance within the coordinates initial values for each independent 
trial. There are two hypotheses (H) for the movement assessment: correct vs. incorrect. To get a probabilistic value (between 0 and 
1), the likelihood of each hypothesis (or class) is normalized. The main possible issue in using Naïve Bayes method is in case of redun-
dant attributes. In this situation, it is possible to use additional methods for feature selection, to select a subset of independent 
attributes. 

7.2.3 Protocol 

Eight subjects participated in the experiment. They were asked to execute four different rehabilitation movements. Each movement 
was repeated eleven times: six times correctly and five times imperfectly. The correctness of the exercises was labelled by a physio-
therapist. The first movement was a hip abduction (HA). The second movement was a hip extension (HE). The third movement was 
a slow flexion of hip and knee (SFHK). And the last movement was a sequence, in which the subject had to do one step forward, one 
step sideways and one step backward (FSB). These movements were performed on the right side, only. For these rehabilitation ex-
ercises the main mistakes that an individual performed were: (i) an inappropriate amplitude of the movement (too short or too large), 
(ii) an additional flexion of joints not involved in the exercise (e.g., trunk flexion), (iii) an execution of the movement in the wrong 
spatial plane, (iv) an incorrect positioning of the centre of mass. These errors were used as imperfect trials of the experiment. During 
the execution of the movements, subjects were in stand-up position and at approximatively 2.5 meters from a Kinect camera (Figure 
7.3). The Kinect height was aligned with the xiphoid apophysis of the subjects. A program was developed to record the 3D-coordinates 
(X, Y, Z) of each joint of the Kinect Skeleton (Figure 7.2). Thus, twenty joints were analysed. The framerate of the motion capture was 
33Hz, approximately. 
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Figure 7.3 Experimental environment where the subject stands in front of a wall facing the Kinect 

The classification is based on a personal reference signal. This means that a performance is measured by using a correct labelled 
reference signal of that same subject. As each subject has 6 correctly labelled executions, firstly one is assigned to be the reference 
of these 6 and then the similarity is calculated with this signal for the remaining 10 (5 correct, 5 incorrect). The reference signal then 
is swapped with another correct execution and another 10 similarity values are created. This is done until each signal labelled as 
correct has been the reference signal and created similarity values for the rest of the executions. This creates a total set of similarity 
values that are equally divided into the classes correct and incorrect.  

Not all the sixty attributes are essential to proceed with the assessment of the movement. Thus, a selection of the relevant attributes 
for each kind of exercises could be performed, to improve the classification (correct vs. incorrect) of the movement (elimination of 
redundant features) and to get a simplified model of assessment of the correctness of the movement (only based on the most perti-
nent features). Several techniques are available to automatically perform this selection. The method used in this study is the “wrap-
per” attribute selection [79]. This method can be applied backward, forward or bi-directional. The backward searching consists of 
removing one attribute (the worst one) at each search step. On the contrary, the forward searching start with a zero-attribute subset 
and add the best attribute each time. The bi-directional is a combination of backward and forward searching. In all the cases, the 
search stops when the classification performance gets worse. The “wrapper” method uses cross-validation to select the best attribute 
to add or to drop at each stage. To sum up, two components must be defined to apply this technique in practice: a search method 
and an attribute evaluator. The search method defines the searching direction and the search termination criteria. The attribute 
evaluator evaluates feature sets by using a learning scheme and classifier. In this study, the setup used is backward searching and 
Naïve Bayes classifier. 

7.2.4 Results 

Experimental Results - Overall, the average classification accuracy of the movements is 98.2% (SD = 1.1). The mean of accurate as-
sessments for each movement is higher than 97%. Table 7.1 shows that the accuracy of this classification is almost the same between 
the different exercises and the different subjects. These results suggest that the DTW is an appropriate technique to discriminate 
between correct and incorrect execution of the rehabilitation movements, if so a personal reference signal is used. 

Table 7.1 Percentage of accuracy in the assessment of the movements. 

Subjects HA FSB HE SFHK Mean 
1 .96 1 1 1 .99 
2 1 1 .98 .96 .985 
3 .91 1 1 .93 .96 
4 .96 1 .98 .98 .98 
5 1 1 .96 1 .99 
6 1 .96 1 1 .99 
7 .98 .93 1 .96 .968 
8 1 1 .96 1 .99 

Mean .976 .986 .985 .979 .982 
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After feature selection the overall percentage of accurate classification of the movements is 98%. As previously, none of the move-
ments have a classification lower than 97%. The similarity between the results with and without attribute selection is confirmed by 
a T-test analysis that shows no significant differences between the classification performance on these two datasets (p = .7). It is to 
note that the value of the standard deviation is slightly lower when a selection of features is performed (SD = .71). This fact suggests 
that the inter-individual differences in the assessment of the movements are reduced when they are based on a selection of the most 
relevant attributes for each exercise and individual. In addition, it is preferable to build a model based on a selection of the most 
relevant attributes than to use the whole features, because we will get a simple model as accurate as a complex one. This character-
istic will be fundamental when the model will have to assess the correctness of the movements in real time. 

Different models were created for each subject and exercise through a feature selection based on a wrapper technique. Table 7.2 
shows a synthesis of the main joints involved in the assessment of the rehabilitation movements. The main features that enables the 
algorithm to discriminate between a correct and incorrect movement are related with the “Right Foot”, the “Right Ankle” and the 
“Right Knee”. This is not surprising considering that all the exercises asked to the participants were designed for the rehabilitation of 
the “Right Hip”. Taking together, these three joints represent 78% of the features used for the assessment. The other 22% are repre-
sented by different kind of joints according to the exercise and the individual. With 62.5% of “Other Joints”, “Hip Abduction” is the 
movement with the largest inter-individual variability. On the contrary the “Forward, Sideways and Backward” sequence is the only 
exercise that can be exclusively assessed on the base of the lower limb (100%) involved in the movement (mostly foot kinematics). 
Also, “Hip Extension” and “Slow Flexion of Hip and Knee” are mainly evaluable through an analysis of the lower limb in movement 
with 80% and 90% of the recognition based on these joints, respectively. 

Table 7.2 Percentage of the joints used to assess each exercise. 

Exercises R Foot R Ankle R Knee Other Joints 
HA .375 0 0 .625 
FSB .625 .1 .25 0 
HE .4 .2 .2 .2 

SFHK .5 .3 .1 .1 
Mean .48 .15 .15 .22 

 

7.2.5 Conclusion 

This work shows that using a DTW approach is successful in discriminating correct from incorrect executions and by doing so only a 
minimal number of features are needed. DTW can also be useful in segmentation (this part of the exercise is an idle gesture) of 
recording data as a data structuring tool. The downside here is that unprocessed skeleton data is used, which makes this approach 
highly sensitive with respect to interpersonal differences, camera positioning and deviations in the direction of movement. In addition 
to the feature representation, the discriminative approach leads to the need of gathering sufficient data. This might be an issue whiles 
implementing the platform, as the personal data at the start of the implementation phase will be limited and not of the expected 
reference quality. Also, the translation of segment analysis (this part of the exercise is wrong, e.g.) could be difficult utilizing DTW. 
Here a translation could provide the therapist with insight on structure where parts can be represented as for example: upwards 
movement of the leg or extension of the knee.  
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 Experiment II – HMM Compensation Classification 
The second experiment is set up to study the applicability of HMM models in assessing quality in real-time. This quality here is ex-
plained as being of a correct or compensatory nature, with compensation categories that cover the most common compensation 
behaviours during regular rehabilitation. These types of compensations will be further discussed in the next section.  

Can we distinguish several types of bad executions (different compensations)? 

7.3.1 Introduction 

The previous experiment shows that DTW is able to assess the quality of therapeutic exercises into good and bad with high accuracy 
[72]. Calin [80] describes a comparative analysis between DTW and HMM for gesture recognition using both Kinect V1 and V2. Alt-
hough obtaining a high overall accuracy with DTW, the study points out the fact that the performance of the algorithm is very sensi-
tive to the database size. Addition, the authors claim that it is preferable to use HMM than DTW for gesture recognition, because it 
enables the system to be dynamically created and adjusted (desirable within the platform, likewise one-shot learning algorithms that 
can be Bayesian or Neural networks). Unlike HMM, DTW cannot model the stochastic nature of the signals. As it is a deterministic 
method, there is no knowledge about the variance within a specific movement. A hard boundary decides if a movement belongs to 
a category or another. Some authors attempted to implement a probability based on a DTW approach [53], but this is not yet applied 
successfully in practice [81]. Another disadvantage is its limitation for a real-time implementation. If a signal is classified on the fly, a 
temporal segment needs to be matched to a part of the reference signal. This is possible, as shown in [59], but it involves an additional 
matching threshold, which makes it prone to errors in classifying stochastic signals, especially on small datasets. In an additional 
study (Appendix E) the usage of a plug and play DTW module is found to be unsuccessful in providing in time feedback. Due to the 
facts that a real-time assessment is crucial and the movement variations play an important role in the evaluation of the exercises, 
the HMM is chosen to classify motions. HMMs can be used in real-time without the limitations mentioned for DTW [82]. Considering 
that HMMs are generative models, it is possible to find out how the categories differ from each other (based on the distribution 
differences). 

7.3.2 Classification 

Learning the model parameters (states and transitions) by optimizing the likelihood is essential to make meaningful use of the HMM 
in classification. The distribution function defined by a Gaussian, Mixed Gaussian or multinomial density function, as well as the 
covariance type, need to be characterized prior to this process. An observation is merely a noisy and variable representation of a 
related state. A state is a clustering of observations that relate to a distribution with a specific mean in the parameter space. A likely 
state is retrieved by finding the cluster that the observation is member of. Also, the transition probabilities between states creates a 
sequence of the most likely temporal succession of states. Estimating the model parameters is done by utilizing the Baum-Welch 
(Expectation–Maximization, EM) algorithm which in terms makes use of the forward-backward algorithm and is commonly applied 
for classifying Hidden Markov Chains [60] [83]. The probabilities are calculated at any point of a sequence by inspecting previous 
observations, to find out how well the model describes the data, and following observations, to conclude how well the model predicts 
the rest of the sequence. This is an iterative process, in which the objective is to find an optimal solution (state sequence) for the 
HMM. This optimal sequence of states is inferred using the Viterbi algorithm. Also, the forward algorithm can be used to calculate 
the probability that a sequence is generated by a specific trained HMM, making it applicable for classification. 

This classification is based on training an individual HMM per subclass of an exercise. For instance, one HMM could be trained on 
‘running’ whiles another one would be trained on ‘walking’ (both subclasses of the human locomotion class). When calculating the 
forward probabilities of a sequence of observations and comparing the probabilities of all the HMMs, the sequence is classified as 
the category that provides the highest probability, as described in Equation 7.1 (where λi represents a determined model and O is a 
sequence of observations): 

𝐶𝑙𝑎𝑠𝑠 = arg 𝑚𝑎𝑥ୀଵ
 [Pr( 𝑂|𝜆) ∗ Pr (𝜆)] 

Equation 7.1 Class assignment 
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HMM state assignment - The amount of states in a HMM is a free parameter. The Bayesian Information Criteria (BIC) is a technique 
that aids to define a determined number of states (based on the likelihood function) by considering the possibility of overfitting the 
data when the number of states increases. BIC penalizes HMMs that have a high number of states, as described in Equation 7.2 as 
follows (where n is the data size and s the amount of states): 

BIC = ln(𝑛) 𝑠 − 2ln (𝑀𝐿𝐸) 

Equation 7.2 Bayesian Information Criteria 

Therefore, the optimal amount of states is retrieved by selecting the model with the lowest BIC score. Multiple HMMs trained with 
a different amount of states are evaluated by cross-validation on their Maximum Likelihood Estimation (MLE) and the previously 
mentioned penalizing term.  

Gesture representation - A skeletonized 3D image from a Kinect camera provides Cartesian x, y and z coordinates of twenty joints. 
The gesture representation is chosen to be a skeletonized image as this has been shown to improve the model accuracy [46]. This 
representation depends on the position of the subject in relation to the camera and the roll, yaw and pitch angles of the device. The 
causal relationships between different joints are not captured by this representation. This means that physical constrains, such as a 
movement of the ankle that could be influenced by bending the knee, are not accounted for. To overcome these limitations, the 
joints are used to create a new representation that contains angles of multiple joints in respect to the frontal and sagittal planes, as 
well as multiple angles between relevant limbs. Figure 7.4 shows a graphical representation of the features in relationship to the 
skeleton image. Table 7.3 describes the feature vector of the joint movements according to the anatomical terminology. 

In this study, the motion is defined from the following joints: ankles, knees, hips, and spine. The angles of the knees are obtained by 
calculating the angle between ankle, knee and hip. The orientation of the knees induced by hip activity are expressed in four angular 
representations, following the two opposite directions for both sagittal and frontal planes. The same method is applied to describe 
the orientation of the torso, by finding the displacement of the centre between the two shoulders in relation to the hips. This leads 
to a description of the movement into fourteen features. It is the principal representation followed by a first order and second order 
derivatives of these features that provide speed and acceleration of the movement. Overall, a total amount of 42 features is used. 
Figure 7.5 represents a diagram of the HMM’s implemented in this study, in which State(t) and Observation(t) are state id and asso-
ciated feature values at t time, respectively. 

 

Figure 7.4 Graphical representation of the features used in the study. The movements in the egocentric frontal plane and sagittal plane are repre-
sented in green and red, respectively. The purple arrow represents the angle of the knee (independent from any plane). 

Table 7.3 Feature vector describing the joint movements.  
For the assessment these features are also transformed into speed and acceleration. 

Right hip Frontal plane rotation (abduction) 
Right hip Frontal plane 
Rotation (adduction) 

Spine centre Frontal plane rotation (lateral left) 

Left hip Frontal plane rotation (abduction) 
Left hip Frontal plane 
rotation (adduction) 

Spine centre Frontal plane rotation (lateral right) 

Right hip Sagittal plane rotation (flexion) 
Right hip Sagittal plane 

rotation (extension) 
Spine centre Sagittal plane rotation (flexion) 

Left hip Sagittal plane rotation (flexion) 
Left hip Sagittal plane 
rotation (extension) 

Spine centre Sagittal plane rotation (extension) 

Right knee (flexion) Left knee (flexion) 
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Figure 7.5 Graphical representation of the HMM for the exercise assessment. ϵ stands for: takes value out of; and ∀ stands for: out of all. F and S are 
the collection of features (42) and states (13), respectively. The definition of the optimal number of states is explained in section (4.1). Each state is 

dependent on its previous state and observations are samples of the associated current state. 

7.3.3 Protocol 

Four subjects participated in the experiment. They were asked to take place at approximately two meters distance from a Kinect 
camera. The motion capture device was placed at the height of the subject’s xiphoid apophysis. Each participant executed 70 move-
ments leading to a total of 280 records. The rehabilitation exercise was a sequence, in which the subjects had to do one step forward, 
one step sideways and one step backward, with variations. These variations are staged executions of errors or compensatory move-
ments that can occur during the rehabilitation in practice. The exercise was performed in batches of ten in the following order: (I) 
correct execution, (II) steps too short, (III) execution without moving the centre of mass, (IV) steps too large, (V) steps with bended 
knee, (VI) steps with bended knee and flexed torso. The last ten trials (VII) are partially wrong executions of the exercise, in which 
the faults II to VI are only occurring in the beginning, middle or end of the sequence. These last executions are used to evaluate the 
real-time applicability of the HMM technique. 

Materials - An application is created to capture the skeletonized image of the subjects performing an exercise. Python 2.7 is used to 
create a graphical user interface with the option to name, start and stop a recording. In addition, Python is used for the later pro-
cessing steps, which are feature transformations and classifications. The application communicates with the Kinect SDK and whiles 
in recording mode writes the data into a CSV file with a frequency of 60Hz. The HMMLearn package for python 2.7 is used for the 
training and application of the HMMs 5.  

Evaluation methods - Using the BIC score to select the appropriate amount of states is done for each type of trained HMMs (I-VI). It 
provides insight on the semantic variation within the exercises. For instance, less states assigned to a faulty movement relative to 
the good execution implies that ‘there is something missing in the execution’, whereas the detection of extra states implies that 
‘there is something added to the movement. 

For each type of execution (I-VI) an HMM is trained, leading to a total of six distinct HMMs. To build a general model that can assess 
the movements of any subject, models that classify the executions of a subject are exclusively trained on the recordings of the other 
remaining subjects. This leads to a total of 24 trained models (6 per subject). The initial model parameters are set with a single 
Gaussian density function and a full covariance matrix type (initializations of model parameters are done randomly, HmmLearn stand-
ard initialization is used, EM 1000 iterations unless log-likelihood is gain is less than 0.01). The HMM topological structure is fully 
connected, because priory knowledge about the expected state sequence cannot be estimated with sufficient certainty. In addition, 
as the outcome of six classifiers determines the most likely model that is associated with the sequence, unpredicted variance in a 
signal (or noise) should not drastically influence the likelihood of the signal. The outcome of the six classifiers is calculated by means 
of the forward probabilities. Then, these probabilities are ranked from 1 to 6, where 1 and 6 are assigned to the highest and the 
lowest probability, respectively. A confusion matrix is used to map these values in terms of average prediction rank of each type of 
execution. In addition, an indication of the similarity of a type of execution in relation to the combination of all the other executions 
is provided. Finally, a range of sliding temporal windows is used to evaluate the real-time suitability of the approach. It is applied to 
assess the correct detection of the present types of faults in executions VII. These windows classify a subsequence in a fixed number 
of samples, which partially overlap over time. With this measure localizing the errors to specific frames can provide more insight in 
the severity of the error occurrence.  

Validation - A 10 times repeated random sub-sampling (initializations of model parameters are done randomly, HmmLearn standard 
initialization is used, EM 1000 iterations unless log-likelihood is gain is less than 0.01), Monte Carlo cross-validation (MCCV) is used 
to evaluate the performance of each model (6 per subject and 24 in total). Results with Gaussian mixtures on real and simulated data 

                                                                        

5 (https://github.com/hmmlearn/hmmlearn) 
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suggest that MCCV provides genuine insight into cluster structure [84]. This is a method to select the most appropriate model for 
classification. To assure the ability of the model to generalize well, the validation is executed by applying, for each subject, the other 
three subject’s recordings. This means that each trained HMM is used as classifier of the data of an unrelated subject. Each fold 
contains a trial of the three subjects. The split (80% train, 20% validation) is newly created during every validation (10 times) with a 
random assignment of the trials in the training and test sets. This leads to a model trained with 24 exercises (8 of each subject). To 
perform the random assignment, the python built-in random function that implements the Mersenne Twister regenerator method 
is used. During each validation, 6 HMMs (models I-VI) are trained such as the best performing (based on the validation score) set of 
HMMs is selected as models set for classification. Forward probabilities are calculated for each HMM. When the correct HMM outputs 
the highest probability the classification value becomes 1 and contrary 0. Per fold, each HMM classifies the remaining 6 exercises 
where the performance per fold is the fraction correctly classified exercises (sum of classification results) of the total classifications 
(36) of the 6 HMMs combined. The model’s parameters differ slightly between the sets as the random data selection alters the 
learned state Probability Density Functions (PDFs) per fold. The best performing model set out of the 10 validations is then selected 
to perform the classification for the test subject. 

Optimization methods - Optimization takes place in case the classification does not result in high classification performs. It needs to 
overcome the model’s incapability by uncovering HMM specific states/features space that are associated to non-ambiguous charac-
terization of the HMM. Each HMM learns a correct representation of a movement, but does not provide class distinguishing infor-
mation. This information can be revealed by means of inspection of the distribution overlap. First, the predicted state occurrence in 
the classified sequences is characterized by the Viterbi algorithm (this algorithm predicts a state sequence given an observation 
sequence). This leads to a percentage value of each state occurrence per HMM (Pseudo code 1, Appendix B). Second, the Monte 
Carlo method is used to approximate the overall distribution by means of generated data draws from all HMM states. From each 
state, its percentage times 10000 from the PDFs are sampled. 

Then, each dimension (feature) can be inspected on sample overlap in a histogrammed fashion (30 bins with range min/max sampled 
values of evaluated HMMs). The overlap value per feature is calculated between two different HMM samplings, expressed as a ratio 
(Pseudo code 2, Appendix B, i.e. number of samples of one HMM compared to samples of another one where the denominator is 
always the greatest value). The ratio only counts for those bins that contain at least 1% of the sampled data, since probabilistic 
outliers do not always occur in an exercise and, therefore, could not be a class separator. Finally, the features with the lowest average 
ratio are used to determine the sample area of interest for class separation. This area of interest is set to be the area of the 50% most 
distinguishing bins. Samples falling outside of this sampling area are not considered when calculating the forward probabilities. Ap-
plying more feature value restrictions leads to less data usage in the classification. 

7.3.4 Results 

State assignment - The MLE for each HMM up to twenty states is used to define the BIC scores against the amount of states (Figure 
7.6). The profile of the BIC score against the amount of states is similar between the HMMs. Thus, it is possible to identify a consensual 
optimal amount of states at thirteen. This makes intuitively sense as the exercise is constructed out of three distinctive parts (a 
multiple of three is expected), plus an initial/ending part (inactive state). Thus, each part in the exercise is described by four states. 

 

Figure 7.6 BIC scores for each type of execution (I-VI) and an averaged BIC score over these executions (blue bold broken line). The black vertical 
line indicates the optimal amount of states. 

Classification performance - The classification performance shows a high level of accuracy (Table 7.4, left) in classifying a whole se-
quence into the classes (I-VI). A value of 1 means the model always gave the highest probability, with respect to the other models 
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and for any sequence of the related movement, whereas a value of 6 indicates the lowest probability. The values in this table are 
averaged prediction ranks for each model of each movement (I-VI). The average prediction rank of HMM I is the highest (2.78), which 
means that the execution type I (correct movement) is most closely related to all the other types. The overall performance of the 
classification for each class (I-VI) is shown in Table 7.4 (right). It is to note that the execution type III (i) is more likely to be classified 
as type I, and (ii) has the lowest prediction accuracy compared with the other classes. This could be caused by the difficulty in staging 
this type of execution or a lack of descriptive power in the gesture representation. 

Table 7.4 Left: Confusion matrix of executions (I-VI). each column represents the types of movement and each row the output prediction ranks of 
the HMMs (I-VI). The closer is the value to 1 (green cells) the better is the prediction, Right: Performance of the classification of movements I-VI. 

 

Performance optimization - To increase the overall classification accuracy of the movements, an additional data processing is pro-
posed. The main misclassifications in the previous approach seem caused by a lack of descriptive power or a large overlap within 
movement I and III. Therefore, an analysis is performed to find the most distinctive parts of these movements by examining the 
overlap and difference of the best-defined distributions of the two most discriminative feature spaces of the HMMs, which are trained 
specifically on movements I and III. In this case, ‘best-defined’ means a feature space where HMM I and HMM III have the least 
overlapping samples (see optimization method). In the recorded movements, the feature combination of the angular acceleration of 
the torso in the sagittal plane (feature 1) and the angular acceleration of the right upper leg in the sagittal plane (feature 2) define 
the best feature dimensions in non-overlapping samples.  

Figure 7.7 represent the 7 most prominent states (highest percentage of occurrence in classification) and the transitions between 
them in the feature space for HMM I and HMM III, respectively. The rest of the states are discarded in this representation as: (i) high 
deviation states are too general and mostly describing states that provide the function of a last resource in state assignment; and (ii) 
low deviation states on the other hand are too specific, which indicates a situation of overfitting. 

 

Figure 7.7 Left: Best defined states (HMM I) in the feature space described by features 1 and 2 in rad·s-2. The state distributions are visualized in 
terms of their first order standard deviation. The black arrows represent the most likely route of state transitions.  

Right: Best-defined states (HMM III). 

As shown in Figure 7.7, a similar state transition occurs in an oscillating manner, from neutral (0) to high and low acceleration, visiting 
intermediate accelerations during this interval. Although the same feature space is described for the two types of movement, one 

I 100% 

II 100% 

III 57% 

VI 97% 

V 100% 

VI 100% 
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state is missing in movement III (state 1). In addition, the variance of the most extreme states (3 and 6) is bigger for HMM I than 
HMM III and the deceleration values seem to be higher for HMM I. Thus, the main states that can clearly differentiate movement I 
from movement III are states 3 and 6. The other states are highly overlapping, which means that they are not contributing to the 
model discriminative power. There are several approaches to improve the classification at this point. The post variance of observation 
assigned as state 3 and 6 can be analysed and count as a weighted additional value. However, a value filter approach is used for 
values that repeat frequently and have a very low descriptive power (same predicted sample coverage for HHM I and HMM III). This 
approach is chosen as a trade-off between the critical amount of necessary observations in classification and a selection of the most 
discriminative values. An average loss of data that still allows an appropriate sample rate for a real-time classification (20Hz) is esti-
mated as 60%, which is reached when applying the filter in 2 dimensions. This percentage is the basis for the filter boundaries. In 
Figure 7.8 the filtered region is shown as red rectangles, where the inner area is the filter area retrieved by analysing the 50% most 
overlapping bins per dimension. This filter excludes any observation for the classification, in which the values of the two features are 
<1.5 rad.s-2 and >-1.5 rad.s-2 for feature 1 (y-axis) and <3 rad.s-2 and >-3 rad.s-2 for feature 2 (x-axis). In addition, values >5 rad·s-2 
and <-5 rad·s-2 for feature 1 (y-axis) and <10 rad·s-2 and >-10 rad·s-2 for feature 2 (x-axis) are eliminated, as well. 

Thus, by applying the filter, roughly 60% of the data in each sequence is discarded before the reclassification. Most of these values 
are zeros, which causes no changes between the consecutive frames. These values could result from: (i) the variance in recording 
frequency, produced by the memory caches that may not cope with the short recording span per frame; or (ii) an actual undetectable 
movement (i.e., still body) between consecutive frames, which are all useless for classifying movement. The results show that this 
technique improves the classification of movement III (from 57% to 83%) and does not alter the classification of the other movements 
(Table 7.5). Nevertheless, the classification accuracy of movement III is still slightly lower than the rest of the movements. The main 
difference between movement III and the other movements is the fact that it does not involve a translational motion of the torso. It 
suggests that the linear movements, and not only the angular rotations of the joints, must be considered as useful discriminative 
features. 

 

Figure 7.8 Representation of the remaining states after observation filtering. The brown distributions belong to HMM I and the grey/blue distribu-
tions to HMM III. The red squares represent areas where observations are not considered for the classification. 

Table 7.5 Performance of the classification of movements I-VI after applying the feature value filter. 

I II III IV V VI 

100% 100% 83% 97% 100% 100% 

 
Real-time testing - In the previous section, entire executions are categorized according to the most typical compensatory movement. 
However, it does not provide insight regarding the severity of the execution error. An example of the lack of this insight is a low 
likelihood score caused by a long persisting small error vs. a short persisting large error. In other words, this section focuses on the 
duration, location and degree (e.g. bending knee a little or a lot) of the error. Since the objective of the platform is not only to provide 
an overall classification (see previous section) of the movement (correct vs. types of fault), but also to give a qualitative and quanti-
tative assessment of the movement, a real-time classification is addressed. This classification aims to create awareness when the 
patient receives a feedback on phases of the movement, in which certain errors tend to occur. The result of this instantaneous clas-
sification will be displayed as a real-time feedback when the patient executes the exercise. 
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The samples of execution type VII, those that contain local errors within a correct execution, are used to evaluate the ability to apply 
the developed models in a real-time fashion. These models (HMM I-VI) provide the forward probabilities for an indefinite sequence, 
which would enable us to perform an assessment on a partial completion of the movement. Performing successive classifications 
during the execution of the exercise can disclose a switch in the class likelihood over time and, thus, localize the errors. The classifi-
cation takes place over a selection of frames within the movement. Three different sizes of windows (length of the partial analyses) 
are used for the classification: 100, 60 and 20 frames. These different samplings are made to study the effect of the window size on 
the consistency and accuracy of the assessment. After classifying the frames of a determined window size, the window shifts half the 
number of frames in the total sequence and the classification is repeated until the end of the sequence is reached. This so called 
overlapping window is used to obtain a smoother classification path over time. There are multiple classification values during the full 
exercise. At each newly created classification moment in the exercise the values of the six classifiers are normalized in a fashion that 
the highest value becomes 1 and the other values are expressed as a fraction of this value. Detection is considered accurate if the 
majority of the movement’s phase where the error occurred assigns the value of 1 to the expected error type. In the case of the 
execution type VII, there are three phases: step forward, step sideways, and step backward. 

 

Figure 7.9 Classifications of execution of type VII where the beginning (left column), middle part (i.e., step to the side, middle column) and last part 
(right column) of the exercise is performed as type V. Three different window sizes are represented: 100, 60 and 20 samples. The orange dotted line 

represents the prediction of HMM V and the blue line indicates the prediction of HMM I (correct movement). 

There is a certain trade-off for choosing the window size. A smaller window can provide a frequent feedback, but a slightly noisier 
prediction. Nevertheless, there is a very high detection rate (21/24) when errors of types IV to VI are present in the sequence of the 
movements, for any sampling size. Detecting execution types II and III are less successful (9/16). It can be explained by the fact that 
these two types share high similarities with execution I (see Table 7.4, left). Figure 7.9 presents three examples of a correct sequence, 
except in the initial, middle or ending parts, which are performed as execution V (step with bended knee), respectively. In this figure, 
the amount of feedback moments is represented on the x-axis and a normalized classification value on the y-axis. The sampling rate 
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is 50 Hz (20 ms per sample). Window sizes of 100, 60 and 20 represent approximately every second, twice a second and five times a 
second feedback, respectively. This example shows that the accuracy of the prediction (identification of correct vs. incorrect execu-
tions) is not significantly altered by the window sizes, which confirms the pertinence of an HMM approach for real-time applications. 

7.3.5 Conclusion 

This study presents a HMM approach for real-time assessment of a physiotherapeutic exercise, which will be included in a project of 
tele-rehabilitation platform for patients after hip replacement surgery. To be able to detect variance within movement, caused by 
errors or compensatory movements that may occur during the completion of the therapeutic exercise, HMMs are trained on these 
errors and compensatory actions. Although the setting of the experiment was controlled, the classification included intrapersonal 
and interpersonal variances as a model that classified a determined subject was merely trained with the data of the other partici-
pants. It suggests that the proposed assessment algorithm has a fair capability of generalization. 

A high classification accuracy of the movements (97%) is obtained by building a general model that can be applied to any subject. A 
real-time analysis enables us to detect four out of five faulty movements, when these errors briefly occur in the beginning, middle or 
end of a correct execution of the exercise. The same level of accuracy is maintained whatever the detection rate (windows size down 
to 200 ms). These findings demonstrate that the HMM is an appropriate method to provide real-time feedback regarding the cor-
rectness of the rehabilitation movement performed by a patient. This approach is successfully applied on a real-time assessment of 
components of the movement, which are discriminated in several classes that differ on extremely subtle aspects. A previous work 
[72] has shown comparable accuracy utilizing a DTW approach. Nevertheless, this study addressed a problem of lower complexity, 
since it was limited to a movement classification between good and bad assessment that could be applied after the complete execu-
tion of the movement, only. In addition, the used feature representation did not account for intrapersonal differences, since the 
classification models were dependant of the location of the user with respect to the camera. On the contrary, the high classification 
accuracy and successful generalization obtained in the present study strengthens the further development of a HMM approach to 
assess the rehabilitation movements. The possibility to perform a real-time evaluation is a significant advantage of the HMM method, 
as it can provide the user with instantaneous feedback on the quality of the performed exercise. Another advantage of utilizing HMMs 
is that it enables the systems to be dynamically created and adjusted [80]. Since HMM is a probabilistic approach, the accuracy of the 
classification will increase with the individual use of the platform and the systematic update of the models. 

Further work needs to include an optimization of the class separability. Robust and successful biologically inspired optimization meth-
ods such as Particle Swarm (PSO) and Gravitational Search Algorithms (GSA) have shown to create stable systems [85]. These methods 
can improve the performance by shaping a weighted vector of state impact in an evolutionary and robust way. This adds (i) quick 
insight whether multiple compensations (types of executions) can be considered simultaneously and (ii) mark possible candidate 
windows where errors occur (for the purpose of manual labelling of future data in the platform). In such an approach, the initial 
exploratory search considers the accuracy and the subsequent sequential search maximizes the classification difference between 
correct and incorrect HMMs. Baruah and Plamen [86] propose a dynamic evolving clustering method, in which the weight per data 
point evolves (decreases), losing significance as time progresses. This notion could be integrated for optimizing the real-time appli-
cation, where the sliding window can be updated in a similar fashion, creating a more suitable dynamic classification.  

In addition, integrating Genetic Algorithms (GA) while estimating the model parameters can increase diagnostic results of the HMMs 
[87]. Xue et al. [88] show that the biologically inspired optimizations PSO-HMMs outperforms both GA-HMMs and conventional 
HMMs. While Baum-Welch (EM algorithm) tends to get stuck in local optimum, the biologically inspired optimization methods – such 
as PSO and GSA – can aid in a more robust parameter estimation.  

Furthermore, the descriptive power of the movements can be extended by (i) including additional features (e.g., ankle/torso dis-
placement and normalized speed/acceleration paths of these different joints, percentages of the maximum amplitude of the move-
ment), and (ii) creating a preliminary detection method for the recognition of noise. This noise could be caused by computational 
overload. Therefore, vector quantization could be applied as it can reduce the computational costs [89]. In addition, exercises can be 
expressed into their state sequences to learn distributions of state duration as variable parameter, which provides a further insight 
on the ontological structure of an exercise. State sequences are modelled in terms of duration distributions and can be used as a 
transition model, like in the Hidden Semi-Markov Models (HSMMs) [90]. This approach allows for a higher flexibility of the transition 
probability than in the HMMs, which at the end should increases the classification accuracy [91]. Finally, applying new cognitive 
algorithms such as Linear Discriminant Analysis (LDA) and Deep Convolutional Neural Networks (DCNN) may help to find the optimal 
descriptor combination to distinguish between the different classes in a non-handcrafted manner [92], which diminishes the human 
error in selecting appropriate features. 
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 Experiment III – HMM Coordination Assessment 
In this experiment, expanding the analytical spectrum of the HMM assessment method is the focus. As discussed in section 3.3, 
additional qualities within therapeutic exercises can be evaluated. In addition to the ROM and detection of a compensation the 
coordination and semantic structure (symmetry) can refine the feedback and monitoring possibilities. The way that these evaluations 
are created in this experiment follow from discussions with the therapists. They provided the insights on how these evaluations are 
executed in terms of their own understanding on the thought process.  

Can we detect coordination issues? 

7.4.1 Introduction 

An automatic assessment of the quality of the performed exercises is implemented according to a HMM approach. Here, the ontology 
of various joints in the exercise hip abduction are evaluated from an experiment on healthy participants. This approach differs to the 
previous experiment as distributions per joint are learned (a HMM per joint, joint pair:  Table 7.6,               Table 7.7). This 
enables the recognition of the persistence of bad coordination. Bad coordination can be expressed as a shift of 1 joint’s motion path 
to another in comparison to a perfect execution. In contrast to DTW the coordination value is manifested in terms of allowable 
transition shifts (this doesn’t have to mean the sequences are similar). To be able to quickly experiment with different feature com-
binations and amount of HMMs that are trained for the quality assessment, an application is created where HMM models can be 
rapidly trained (Figure 7.10). This application is created with Python with the modules Pygame for the UI and HmmLearn for the 
model training. Data can be selected by pushing the ‘Hmm I’ button. After selecting the data, the features within the data that need 
to be trained on can be entered in the grey feature box. An analyses (BIC) can be performed per HMM and will be visually displayed 
as a graph. Then the amount of states need to be selected (manually retrieve from the BIC plot) and the models can be trained and 
saved (extended explanation in Appendix A).  

 

Figure 7.10 Application to train HMMs and quickly analyse BIC scores to determine states required during training 

7.4.2 Classification 

Gesture representation - The representation of the Kinect’s skeletal data is based on the degrees of freedom per joints. The created 
feature vector contains 12 variables (Figure 7.11). 2 of these features are the absolute value of the linear speeds of the hip centre 
joint and shoulder centre joint (dark green); 4 are relative speed of the hip and shoulder that resembles axial rotation (light green). 
Hence, the direction of the movement of the trunk is not captured in this representation. The speeds are calculated using a buffer of 
15 frames (around 0.25 sec) as a denoising method. The speed is the average (linear impact) of the values contained in the buffer. 
This buffer gets updated every frame by discarding the oldest data point and adding the newly one. In this sense, the data stream 
becomes available after the buffer being filled. The used features in analysing classification results of multiple HMMs on the move-
ment hip abduction are presented in  Table 7.6. 
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Figure 7.11 Features projected onto the used skeleton representation 

 Table 7.6 Feature vector used for training HMMs on hip abduction              Table 7.7 HMMs feature set and amount of states 

F0 F1   HMM I HMM II 

Hip centre (m/s) Shoulder centre (m/s)  Features 0,1 2,3 

F2 F3  Amount of states 3 4 

Right Hip frontal (θ /s) Right Hip frontal (angle)  Name Trunk movement Right hip frontal 
 
HMM is a probabilistic approach that aims to model a given signal into hidden states. These states represent an arbitrary decompo-
sition of the whole movement into successive phases. For instance, the states for hip abduction of the right upper leg are (HMM II, 
              Table 7.7): beginning pose (state 0), moving up (state 1), hold leg up (state 2), and leg down (state 3). Here two 
Hmm’s are independently trained on the movement of the trunk (HMM I,               Table 7.7) and on the movement of the hip in 
the frontal plane (HMM II,               Table 7.7). In               Table 7.7 the feature set and the number of states used for training 
each HMM are shown. The states are used in the next stage to create values to assess synchronicity and symmetry. For a determined 
individual, HMMs were trained by using the correct data (according to the therapists labelling) of the other participants. Each model 
can predict the state of a specific joint or joint group. This is useful as a fault can occur in one of these groups only, whiles the rest 
can be correctly executed. In addition, every part of a movement can be correctly executed, but badly synchronised. Such structure 
enables us to identify if a movement in one joint initialized and stopped earlier or later as state transitions are easy to obtain. The 
characteristic pattern of a movement expressed in states leads to the knowledge of which state is associated with the movement 
initialization and termination. 

7.4.3 Protocol 

Nine subjects took part in the study. The experiment consisted of executing a rehabilitation exercise of hip abduction. This exercise 
was repeated eight times per participant leading to a total record of 72 exercises. Simultaneously, five therapists rated the movement 
on four different aspects. These aspects were range of motion (ROM), coordination, compensation and force (ratings of either excel-
lent, good or bad). Coordination is related with the synchronicity of different body parts during the execution of an exercise. Com-
pensations were defined as undesired movements, which were not expected to be performed. Subjects received a feedback regard-
ing the correctness of their performance after the fifth repetition. Then, each of the three-remaining repetition was followed by a 
systematic feedback from the therapists. Figure 7.12 shows the experimental environment from the subject and therapist perspec-
tive.  
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Figure 7.12 Experimental environment where left the therapists took place to examine the subjects within a similar distance as the Kinect and right 
the restricted area in which the subject could manoeuvre  

7.4.4 Results 

The result of the performance of three subjects performing a hip abduction movement are presented here. The labelling performed 
by the therapists shows a global consensus, but also some inconsistences. The first subject outperformed the other 2 subjects. For 
subject 2 executions 2 is multiple times noted as not excellent and for subject 3 exercises 2,3 and 5 are not unanimously excellently 
rated. Table 7.8 shows the labels for a sample of three different participants (All labelled data of all the 9 subjects can be found in 
Appendix C). For each colorized horizontal strip, the first row is the ROM rating, the second row is the coordination rating, the third 
row is the compensation level, and the fourth row is the force rating. 

Table 7.8 Labels for a sample of three subjects (one different colour for each subject). The digits correspond to the id number of the trial.  

 

The compensation (symmetry) is estimated through the symmetry of the movement, because it provides us with an insight on the 
motor control over the execution, which must be characterized by an evenly distribution of the agonist and antagonist muscular load 
in case of symmetry. It is first calculated by extracting the signal of the shoulder centre joint on both terminations: beginning and 
end of the rest state (0). As shown in Figure 7.13, this processing provides a middle area (shown in green, HMM I) where the minimum 
value corresponds to the centre of the total movement of the shoulder centre. Then, the symmetry is expressed in differences in 
length (or number of frames) between the left and right side in relation to this minimum value. A ratio is obtained by dividing the 
time took to reach the maximum amplitude where speed ≈ 0 (inversion of the direction of the movement represented by the green 
valley in Figure 7.13) and the time took to return to the initial pose (end of the movement). Columns 5 to 7 (symmetry) of Table 7.9 
shows these ratios. Values lower than 1 means that returning to the initial pose took longer than reaching the maximum amplitude 
of the movement and inversely for ratios <1. 

The coordination (synchronicity) is calculated by using the target movement (HMM II) and the relative shift in time of the movement 
of the trunk (HMM I). The shift in time is calculated by taking the midpoint of the sequenced state 2 (where maximum amplitude is 
reached) of HMM II and the relative difference in lengths of the shoulders clipping points on the left and the right side of this point. 
Figure 7.13 shows an example of an incorrect vs. correct coordination of the movements, respectively >> suggested by the thera-
pists…. Figure 7.13 A (Example of bad coordination between shoulders and hips) corresponds to the trial 7 of subject 2, which was 
classified by three therapists as not perfectly coordinated (see Table 7.8, subject 2). It can be noted on this trial a minor shift of the 
speed paths of the shoulder centre to the left with respect to the angular speed of the hip abduction (ratio = 0.72, which is lower 
than the average value of 0.8 for this individual). In contrast, Figure 7.13 B shows a trial that is almost perfectly synchronized (ratio = 
0.94) as both valleys (movement of shoulder centre and movement of abduction) are close to align. 

 

Therapist 1 Therapist 2 Therapist 3 Therapist 4 Therapist 5
excellent good bad excellent good bad excellent good bad excellent good bad excellent good bad

ROM 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Coordination 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Compensation 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Force 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
ROM 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Coordination 1 2 3 4 5 6 8 7 1 5 8 2 3 4 6 7 1 2 3 4 5 7 8 6 3 4 6 8 1 2 5 7 1 2 3 4 5 6 7 8
Compensation 1 3 4 5 7 8 2 6 1 2 3 4 5 6 7 8 4 2 3 4 5 6 8 1 7 3 4 5 7 8 1 2 6 2 3 4 6 8 1 5 7

Force 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
ROM 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 1 2 3 4 5 6 7 8

Coordination 1 2 3 4 5 6 7 8 1 3 4 5 7 8 2 6 1 2 3 4 5 6 7 8 2 4 6 8 1 3 5 7 1 2 4 5 6 7 8 3
Compensation 1 3 4 5 6 7 8 2 1 3 4 5 6 7 8 2 2 6 7 8 1 3 4 5 2 4 6 8 1 3 5 7 2 3 4 7 8 1 5 6

Force 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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Figure 7.13 Speed path of the shoulder centre (discontinuous lines) and angular speed of the right hip (continuous lines), for two different trials of 
an exercise of hip abduction: trial 7 of subject 2 (left) and trial 2 of subject 1 (right). The linear speed of the shoulder centre is 1500 times magnified 
in this representation. The x-axis represents the number of frames, where every frame has a period of 1/60 sec. The y-axis represents the velocity in 

m/s for the shoulder movement and θ /s for the hip movement. 

Table 7.9 Synchronicity between shoulder movement and symmetry of shoulder movement. Values close to 1 resemble perfect synchronicity or 
symmetry. For synchronicity, values <1 means the shoulders moved before the hip abduction and values >1 mean that the shoulder centre moved 
after the hip abduction. For symmetry, scores <1 means the shoulder centre reached the maximum amplitude faster than it returned to the begin-

ning pose and the opposite for scores >1. For values >1 an inverse value (1/value) is given in parenthesis  
to be able to create an average synchronicity/symmetry value. 

 Subject 1 
synchronicity  

Subject 2 
synchronicity  

Subject 3 
synchronicity  

Subject 1 
symmetry  

Subject 2 
symmetry  

Subject 3 
symmetry  

Trial 1 0.93 0.79 0.95 1.09 (0.92) 0.79 0.95 
Trial 2 1.06 (0.94) 1.16 (0.86) 0.74 1.29 (0.78) 1.0 0.94 
Trial 3 0.86 0.91 1.21 (0.82) 0.82 0.93 1.4 (0.71) 
Trial 4 0.73 0.61 0.64 0.85 0.60 0.87 
Trial 5 1.54 (0.65) 0.74 0.73 1.54 (0.65) 0.78 0.82 
Trial 6 0.93 0.93 0.71 1.01 (0.99) 0.83 0.76 
Trial 7 0.74 0.72 2.14 (0.46) 0.78 0.68 3.4 (0.29) 
Trial 8 1.01 (0.99) 0.84 0.87 1.16 (0.86) 0.76 1.0 

average 0.85 0.8 0.74 0.83 0.79 0.79 
 

The created representation seems to capture to some extend the levels of synchronicity and compensation as perceived by the 
therapists. An example of a correct exercise can be seen in Figure 7.14 (left) where the symmetrical value (for the HMM I transition 
path) is 0.94. However, there seems to be extra reasoning involved in the ranking process of the therapists as low values in symmetry 
or synchronicity not always result into lower scores by the therapists. In case of execution 7 by subject 3, the subject was interrupted 
during the execution verbally by a therapist who had an extra comment. Due to this interruption, the last part of the movement was 
inhibited (low scores on both symmetry and synchronicity, see Figure 7.14 right) but not ranked as lesser. This shows that the thera-
pist can cope with the interpretation of distraction within the subject and if it is justifiable to still mark the exercise as correct. As can 
be seen in Figure 7.14 (Right), the HMM predicts an earlier transition back to state 0 (rest state) than we can visually judge. The 
second speed hump has due to the interruption been classified as being part of the rest state.  

 

Figure 7.14 Left: exercise 2 performed by participant 2, where the HMM I and HMM II pattern is associated with a correct chronology of the move-
ment. Right: Predicted state transitions for participant 3 trial 7 for both HMM I and HMM II where the HMM I pattern is missing a ‘bump’ (state 

transition). Speed on y axis and frame number on x axis (60 frames per second).  

The low calculated score for exercise 4 (synchronicity: 0.61, symmetry: 0.60) performed by participant 2 does not match any of the 
therapists labelling. In Figure 7.15 the state segments can be seen of this exercise. The centre of HMM II s (3) and HMM I s (1) first 
and last transition do align resulting in a bad coordination score. This can be seen as an incorrect conclusion as the therapists did not 
label this exercise as containing lesser coordination and the zero crossing (HMM II) does seem to align with the HMM I middle s (1) 
segment and thus the way coordination should be calculated needs to be updated. Additionally, the lengths of HMM I s (2) are similar 
in length. This indicate that the structure of s (1) of HMM I does not influence the therapists rating. And that similarity within the 
states of higher speeds is most dominant in the assessment, which is imaginable as therapist are likewise more likely to detect devi-
ations in conspicuous movement. Also, we can see the same effect in Figure 7.16 where execution 5 by participant 1 (synchronicity: 
0.65, symmetry: 0.65) did not show up in the therapist’s labelling. On the contrary a lower score of the therapists on exercise 2 
performed by participant 2 shows in the state representation a slight dissimilarity in length of s (2) HMM I (Figure 7.17, left). In Figure 
7.17 (right) an expected state transition, indicated with a red dot, to s (0) is not predicted by HMM I, resulting in a low symmetry 
score (0.64) but not a low therapist score.  
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Figure 7.15 Exercise 4 performed by participant 2, where on the left the original signal is presented with colorized the different states and on the 
right the schematic state transition prediction of both HMM I and HMM II. Here the synchronicity and symmetry are both calculated to be around 
0.6. Here this can be expressed as the exercise not being fluently. If we look at the state transition, mostly the last state is elongated showing the 

trunk moved longer than expected. 

 

Figure 7.16 Exercise 5 performed by participant 1, where on the left the original signal is presented and on the right the schematic state transition 
prediction of both HMM I. Likewise as in the previous figure the exercise can be expressed as not being fluent as the initial s (1) is elongated. Again, 
the zero crossing of the Hip speed does seem to align with the valley of the shoulder speed indicating that repeatedly the low synchronicity meas-

ure (0.65) is incorrect as it does not align with the therapists labelling. 

  

Figure 7.17 Left: exercise 2 performed by participant 2, where s (2) segments of HMM I shows to be of unequal length (accounting for lesser coordi-
nation quality as labelled by some of the therapists). Right: exercise 4 performed by participant 3 where an expected state transition (red dot) was 
not predicted by HMM I. This can be caused by the calculation of the actual speed value (this could be more accurately, e.g. diverse types of impact 

scales or smoothing functions).  
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One example where a therapist ranked an exercise as containing bad coordination is shown in Figure 7.18. As the results pointed out 
the synchronicity is 0.93 (1 is perfect). However, the aspect of asymmetry in speed (left and right) could have made the therapist 
decide to rank the coordination as not being perfect. An additional step that can be performed to estimate the synchronicity is 
applying curve fitting to the middle sections of the speed paths with the help of the state section selection. Then, calculating the shift 
between the valleys indicate the difference in timing between the signals.  

 

Figure 7.18 Speed path of shoulder centre for participant 2 trial 6 where there is dissimilarity visible in the range of speed. This compensation can 
be reviewed as a slight instability. Reviewing the video evidence, the subject was fluctuating slightly in the sagittal plane during the first phase of 

the movement (as this is an absolute value the area under the curve, speed dissimilarity, can differ with occurrence of instability).  

7.4.5 Conclusion 

Capturing a coordination value seems plausible with the usage of state transition paths of multiple trained HMMs. In this represen-
tation, the states with higher prototype speeds are dominant in the assessment of this coordination. The symmetry (compensation/) 
value should be transformed into a structure correctness measure so that it can provide more insight in were the exercise dissimilarity 
occurs. This calls for an approach in which the distributions of the states over time are learned so that states that are missing/added 
or elongated/shortened are directly visible as performance measurement. These measures will provide insight in the stability and 
flexibility factor of a performed exercise. Additional work should acknowledge the inclusion of the total displacement of the trunk 
during the movement and a symmetric value for the distribution of the displacement. Where total displacements can aid in detecting 
the allowed movement where it is not considered compensation and symmetry in displacement can tell something about the smooth-
ness of the movement. This means that a coordinate system should be created in which displacement and motion can be expressed 
in relative and not absolute terms. Furthermore, the HMM predictions sporadically contain noise as can be seen in Figure 7.19 (rapid 
state changes). With the mentioned learned state duration distributions, these misclassifications could be identified prior and cor-
rected for while computing a synchronicity value. Or instead the exercise could be discarded of and don’t get evaluated. 

 

Figure 7.19 Left: example of noisy state prediction (HMM II) in exercise 8 executed by participant 3  
on the right the corrected version. 
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 Experiment IV – Patient/Healthy subject comparison  
This concluding section regards an experiment where the developed method as described in the previous section is applied on gath-
ered data from real patients. Here an analysis of the classification results and ontological differences detected will be discussed. The 
goal is to see how these patients need to be conditioned to be able to perform the suggested exercises as good as possible and 
whether the previous explored method needs to be drastically or minorly altered. This experiment took place in a public hospital 
(Hospital Especializado de Atencion Integral del Adulto Mayors) in Quito. Figure 7.20 shows the therapeutic practice where the pa-
tients were recorded. 

Can the method be projected onto real patients? 

 

Figure 7.20 experimental setup, where the person recording is not facing the patient to be less emphatically present in the process. 

7.5.1 Introduction 

The HMM approach developed in the previous section is applied here on the data gathered from 2 elderly patients that are within 
the early recovery phase after hip replacement surgery. The conditioning of the patients is monitored as well as simultaneously the 
effect that it causes on the data. Conditioning here is the patient representation (clothing etc.), therapist positioning, therapist guid-
ance during the exercise, and feedback provided. Furthermore, the therapist labelling is compared with calculated forward probabil-
ities and movement state sequences to synthesise more restrictions on what is presumed as correct/incorrect. Some suggestions are 
provided on the ‘dress code’ during interaction with the 3D motion capture device as some data was corrupted due to partial body 
occlusion. 

7.5.2 Protocol 

Two patients (74, and 77 years of age) participated in this experiment. These patients were attending their regular session of physio 
therapy for their rehabilitation. Both patients had undergone hip replacement surgery at their right hip. This surgery has taken place 
1,5 and 3 weeks prior to this experiment (early stage recovery). They were informed on the gathering of their exercise data and its 
later use for scientific research purposes. With consent, video of the whole session where created as well as depth images to later 
be able to extract the skeleton and apply the input transformation into the desired feature representation. The patients were asked 
to perform 5 different exercises, each exercise was repeated 8 times (total recordings: 80). The executed exercises were: Hip abduc-
tion, Hip extension, Hip flexion (standing), Hip flexion sitting, and a three-step exercise (step forward followed by step to the side and 
later step backwards). The recording is only stopped during exercise change so that the therapist can guide the start of every sequen-
tial execution within the session. The person recording is facing another direction, to minimize the sensation of being watched (Figure 
7.20). The patients are the clients of the therapist that guided the entire process of patient conditioning. A second therapist was 
present at the same time. Both preformed the assessment similar to that of the previous experiment.  

The trained HMM’s of the previous experiment (HMM I and HMM II,               Table 7.7) are used here to classify the move-
ments of one patient and compare the results to a healthy participant (participant 1 of previous experiment). In addition, their dif-
ferences are briefly visualized. The therapist labelling and recordings are then used to determine if the detection of compensation is 
correctly obtained by the HMM. The videos here aid in the actual error that occurred.  
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7.5.3 Results 

Conditioning – As these patients are relatively old, the therapists performed the exercises a couple of times with a clear slow descrip-
tion of the action itself. The first patient had problems with memorizing the order of the three-step exercise, showing that the cog-
nitive abilities play an import role in the selection of suitable exercises in the rehabilitation plan. The patients both wore baggy 
clothing that did not afflict with the therapist’s assessment. This did however, in some executions, led the tracking of the skeleton to 
be corrupted and created data that was unsuitable for analyses. The second patient needed to perform the exercises with a walking 
chair as there were still stability issues. This chair did not impact the skeleton extraction on a same level as the clothing did. Figure 
7.21 shows the appearance of the patients. During the exercises, the time that the patients where in the most extreme pose (full 
abduction range) the therapist did communicate in some executions to drop to the initial pose. Here the patient needed to be nudged 
to finish the exercise. Minor feedback was provided after every execution, mostly the feedback consisted out of the possibility to 
reduce compensatory behaviours (stand up straight and let the force be applied form the hip) in case of the hip abduction. 

 

Figure 7.21 The recovering patients as executing Hip abduction during the recording session 

Classification comparison – An analysis is performed on the executions of patient 1 regarding hip abduction. This is compared with 
the executions from participant 1 which will here be referred to as Heathy subject. As can be seen in Table 7.10, according to both 
therapist’s execution 4 and 5 are of lesser quality (contains compensation to some extend). For the labelling of all the exercises see 
Appendix C. For exercise 4 this Cleary shows (Figure 7.22) in the classification of HMM I (trunk) and in the labelling this exercise 
received the lowest overall score as well.  

In Figure 7.22 the classifications of both patient 1 and the heathy subject can be seen. The average probability of correct labelled 
exercises here is 1261 for the patient vs. 1474 for the healthy subject which indicates an average better execution by the healthy 
subject. what is noticeable is that the classification of the patient execution gradually increases over time (not considering the exe-
cution 4 that is considered to contain compensation). This means that the patient did increase its performance over time. On the 
contrary the same effect does not seem to appear for the healthy subject. This subject did perform the exercise better over time 
without any feedback until exercise 6. However, the small brake within the recording session (therapist discussion about possible 
feedback provision) between execution 5 and 6 for this subject can explain the classification drop to some extend (loss of flow). The 
errors occurring in trial 4 and 5 will be discussed in the section Error analyses. The threshold can be defined in terms of relative 
performance compared to previous executions. For example: the prediction should at least be higher than 70 percent of the averaged 
previous 3 executions. 

 

Trial 



 

56 

Figure 7.22 HMM I (trunk) classification of 8 consecutive executions of patient 1 (blue) and a healthy subject (orange). 

Table 7.10 Therapist labelling of hip abduction for patient 1 

 

The overall appearance of certain speeds in the trunk movement is shown in Figure 7.23 for patient 1 and the healthy subject. A 
histogram is created for bins that contain exercise values of trunk speed. The total amount of data points in these histogram repre-
sentations are 2201 for the patient and 2382 for the healthy subject (both for the total correct executions). This representation shows 
that speeds in the executions of the healthy subject stay lower on average that for the patient. For the healthy patient is seems that 
it is rather unlikely that speeds exceed values over 0.15 (m/s) where for patients the distribution for values over 0.15 (m/s) are 
comparable in appearance. This measure could aid in detecting whether the patient is in an early or later state of recovery as it shows 
a periodic variance that can be considered as a consistency measurement.  

 

Figure 7.23 Histogram representation of trunk speed in hip abduction, left for patient 1 and right for the healthy subject 

Error analyses – Further detail on the compensation in execution 4 and 5 is provided in this section. Analysing the video of exercise 
4 shows a clear compensation. This compensation was an uncontrolled deviation of the hip (centre) moving to the left at the end of 
the movement. This is shown in Figure 7.24 where the yellow line shows the speed of the hip centre in this compensatory movement 
(left) compared to a correct execution (right) by the patient. This compensation can be revered to adduction and occurred in the left 
hip. This suggest that the stability of the patient during the execution was not yet of the quality required to perform the exercise 
correctly as the mussels in the non-target hip could not support the body wiles returning to the initial posture.  

 

Figure 7.24 trunk movement of patient 1, left execution 4 where in the end of the movement a compensation occurred and on the right execution 3 
that was identified as correct. 

Execution 5 was not classified inherently different to correct executions. In Figure 7.25 (left) the trunk movement of this execution is 
show in comparison to a correct execution. An additional ‘bump’ can be seen in the patient’s signal. the video shows that whiles 
approaching the maximal range within the execution the patient lost balance resulting in a minor ‘freefall’. However, the patient was 
able to correct this in time and successfully terminated the exercise. This imbalance can be clearly seen when predicting the state 
transitions path (Figure 7.25, right). A correct execution as demonstrated in the previous experiment has 2 ‘bumps’ where here the 
mid-section has an additional state transition into state 2. This shows that the state transition predictions are an indicator of com-

Therapist 1 Therapist 2
excellent good bad excellent good bad

ROM 1 2 3 4 5 6 7 8 7 8 1 2 3 4 5 6
Coordination1 2 3 4 5 6  8 7 1 2 3 4 5 6 7 8

Compensation1 2 3 4 5 6 7 8 4 5 1 2 3 4 5 6 7 8 5 4
Force1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Range of velocity (m/s) Range of velocity (m/s) 



 

57 

pensation, perhaps even more so than probabilities as it provides additional restrictions on transition order. Figure 7.26 shows addi-
tionally that the trained HMM II (              Table 7.7) can segment the patient’s target into the state sequence in the same order 
as for the heathy subject (transition of 0, 1, 2, 3, 0 example in Figure 7.15). 

 

Figure 7.25 Left execution 5 by patient 1 compared with a correct execution of the healthy subject (Trunk movement), right the predicted state 
transitions (HMM I) of execution 5 by patient 1 that reveals the additional state transition (dashed) caused by compensatory behaviour.  

  

Figure 7.26 Left a comparison of hip speed in the frontal plane for the patient and healthy subject where shapes are similar. Right the segmentation 
(of the patient execution) as predicted by the earlier developed HMM II.  

7.5.4 Conclusion 

In this experiment, we can conclude that patient’s initial conditions (clothing) are important in the accurate detection of the skeleton. 
In addition, some differences where noticed comparing a patient to a healthy subject. These differences where both visible in the 
average classification and averaged speed distributions. Where average classification is higher for the heathy subject and the speed 
distribution has a lower variance. The classification values are however, not substantially higher. This means that initial patient status 
(classification values) should be considered because the outcome of correct trials can be classified lower than that of a healthy sub-
ject. Classification with only the use of forward probabilities seems insufficient to capture varying types of compensation but state 
transition sequences seem to be able to uncover certain of these undetected compensations. A possibility to detect this sequence 
mismatch is visualized in Figure 7.27. The target HMM II (              Table 7.7) shows to provide a well working segmentation.  

Suggested is an additional requirement regarding the execution for exercises. The use of tight clothes will be preferred and advised 
whiles patients preform exercises. This can be in the form of sportswear to ensure the flexibility whiles performing an exercise. State 
transition sequences seem to clearly show additional important clues about the occurrence of compensation. Therefore, as earlier 
mentioned time restricted state transition probabilities should be introduced into further work were this can be transformed into a 
forward probability measure in the same fashion as performed in this work. Average classification values and variance can be used 
to estimate patient progress with the use of multiple consecutive executions.  

 

Figure 7.27 Versioned detection of being in an unlikely state (red line). Where the expected current state is visualized as a distribution over time and 
the example transition path of execution 5 by patient 1 is used as the example. Then, clearly the undesired state clearly shows (middle).  
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8 Assessment methodology  
With every experiment conducted the vision on how to construct the assessment is further shaped. Redefining features 

and structure of the HMM implementation led to a methodology that will be discussed in this chapter. The process of feature crea-
tion, HMM training and assessment blueprint will be explained. Usage of these models and its anticipated flexibility, partially shapes 
the structural constituents of the platform. Therefore, besides the assessment methodology, proposed integration is discussed on a 
level of data creation, storage and feedback generation.  

 Model Ontology 
For the feature representation as proposed, additional data is required. Not only the joint positions will create the motion represen-
tation, in addition the depth data and joint orientation data will be included in the raw data capturing. The joint orientation is a 4d 
vector (quaternion) containing the coefficients to calculate pitch, yaw and roll between two sets of coordinate systems (in this case 
the joint specific orientations). With these rotations, mostly the detection of harmful movement will be enabled. This depth data is 
needed to create the personal coordinate system so that motion can be expressed in terms of relative movement in frontal, sagittal 
and axial direction. The proposed total feature representation can be seen in Figure 8.1.  

 

Figure 8.1 Proposed feature representation. In green the required processing steps, grey indicates minor transformations and in blue de sets of 
features. The arrows indicate the direction of the data flow. 

8.1.1 Angles 

The transformation from joint positions to angles is one of the straight forward tasks that have been shown to be computed rapidly 
utilizing the cosine law (Equation 8.1). First the absolute lengths between joints are calculated (Pythagoras theorem) where one angle 
is extracted as feature. Here the first features are created to represent the relative pose of the subject. these are features 1-6 as can 
be seen in Figure 8.1. Additional vectors need to be created in a similar fashion as described in the next section. This vector enables 
the correct representation of hip rotation in the sagittal plane (Figure 8.2).  

𝐶𝑜𝑠 (𝐴) =  
−𝑎ଶ + 𝑏ଶ + 𝑐ଶ

2𝑏𝑐
 

Equation 8.1 Cosine Law 
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8.1.2 Floor Plane 

The floor plane plays an important role in creating a personal coordinate system (PCoS). The need in this scenario is to find vector 
perpendicular to the floor that crosses the skeletons reference point (joint 0, hip centre). With this approach, floor orientation is not 
considered (is the floor truly horizontal e.g.) but this could if necessary be an additional parameter. With the earlier mentioned VFH 
(section 4.6) a part within the depth image can be scanned in the neighbourhood of the feed joints. Here the dominant surface normal 
within the histogram representation will be used in its opposing form to project a scalar onto the floor. This creates the axis of rotation 
on which the PCoS can be constructed.  

8.1.3 Personal Coordinate System 

With the floor plane orientation, the PCoS can be constructed. The additional data required in this step are the left and right hip joint 
position data. The vector that crosses both these points can be translated onto the reference point. Now at this point two vectors 
meet at the reference point and enable the third direction to be extracted by finding the perpendicular of these directions. This can 
be done by using the cross-product rule (Equation 8.2). 

𝐴→ ×  𝐵→ = [𝑎ଶ𝑏ଷ − 𝑎ଷ𝑏ଶ,  𝑎ଷ𝑏ଵ − 𝑎ଵ𝑏ଷ,  𝑎ଵ𝑏ଶ − 𝑎ଶ𝑏ଵ] 

Equation 8.2 Cross-product rule 

Using the newly found orientations, the absolute coordinates per joint can be translated into personal coordinates where the origin 
is the floor crossing with the earlier mentioned scalar (see Figure 8.2). Note that the PCoS is rotation invariant so that movements 
can be expressed in terms of front/back, left/right and up and down. The speeds in the 3 directions found are differences in orienta-
tion between consecutive frames. Here the speed is calculated as an averaged sum of the previous 15 frames (±0,25 sec) where there 
is a linear correlation between recentity and impact on the calculated value. The rotational values (features 34-37) are still calculated 
using the absolute values. 

 

Figure 8.2 vectors creating the personal coordinate system with the centre floor point being the new origin. The dotted lines indicate the addition 
vectors that are required to calculate the hip movement in sagittal direction.  

8.1.4 Rotations 

The rotations that we need to capture are those that resemble external and internal rotation of the upper leg. With the joint orien-
tations, quaternion values can be transformed into different rotations (x, y, z of parent axis). These values are initially used in anima-
tions to recreate the rotation of limbs easily. A hierarchical bone structure and a coordinate system per joint specific, enables the 
rotations to be extracted from the quaternion [93].  
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8.1.5 HMMs 

The features are input in learning the parameters on the level so that semantics comply with therapist’s analysis of an exercise. Most 
coarse types of movements (with this semantic similarity) are incorporated into the HMM representation, where the restriction of 
the Skeletonization algorithm are also considered (no trunk bending possible). This means that the earlier developed multi HMM 
assessment is advanced into a 10-fold semantic manifestation that is represented in Figure 8.3. For each of these HMMs, 2 measures 
will advance into the assessment blueprint. The forward probabilities are used with a sliding window to indicate the likelihood of 
each phenomenon within the movement. This pinpoint the location of an error, if this occurs in one of the HMM elements. Secondly 
the state transition sequence is passed on to be analysed on symmetrical values and coordination between the different HMM ele-
ments. When the forward pass provides a low likelihood, the corresponding state mean values (those containing directional speed) 
are compared in an absolute fashion to determine the direction of error. To note is that, prior to assessment, the correct pose needs 
to be adapted by the user, which likewise can be determined with the developed features and learned threshold values (HMMs initial 
states distribution likelihood).   

 

Figure 8.3 The 10 HMMs that are trained on specific features to represent movement of specific meaning. 
In brackets the used features per HMM. 

8.1.6 State analyses 

Besides the forward probability mapping, the duration of states can be modelled into probability density functions to provide a 
template on which state time durations can be expressed as a sequence of likelihoods. Hence, it could occur that multiple state 
sequences are correct and should therefore be stored so that the structure of a to be classified execution can be assigned adequately. 
In addition, the correlation between the state lengths will be extracted (using curve fitting, Figure 8.4) to exclude misjudgement of 
states that are less dependent on states prior or posterior. One of these states could be the reached maximum range, where some 
subjects hold the pose for a longer period. In this way, this extreme pose condition can be automatically detected. Whiles in this state 
and exceeding the state duration within a probabilistic interval, feedback can be generated to let the user to ‘let go’ as this is not a 
true error but merely a style of execution. The last and first states are clipped to an equal length for all executions before the duration 
distributions will be calculated.  

  

Figure 8.4 left a representation of state duration distributions where the PDF here is negatively (left) skewed. On the right, a representation of the 
possible fitted curve that correlates state lengths.  
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States that do depend in length on each other can be corrected depending on the context. For example: if a subject would perform 
an exercise in a relatively fast paste, but one of the state durations is that of a more likely occurrence (state duration is mean value), 
the overall judgement will state that the exercise was executed faster than regular but there was a part where the paste of execution 
was slower. Initial and more important terminal state combinations of the 10 HMMs can be extracted to automatically clip an exercise 
into the right size (marked as x in Figure 8.4), optimizing storage and classification of the exercise.  

The state transitions will also provide a value for the coordination between the target HMM’s transition path and an arbitrary other 
HMM’s transition path. Instead of creating one value for coordination, each state (in a learned sequence) obtains its own coordination 
value. The States durations plays an important role as the expectancy whiles time progresses of being in a state (one that is of another 
HMMs prediction) changes in the distribution of the correct executions data in a well-coordinated fashion. In short, a likelihood will 
be calculated; given a current state duration (Figure 8.5), what is the probability that the predicted state of another HMM is at the 
same time in a given state. A problem that could occur is that when there is a state transition mismatch (i.e. a compensation) the 
coordination values alter rendering it useless. There are multiple options to work around this, like reclassifying the sequence with a 
restricted HMM (outputs only one type of sequence, not a fully connected Bayesian network).  

 

Figure 8.5 Left, two state transition paths and the simple coordination measure as created in experiment III.  
Right, the proposed coordination measure with for each state transition within the prediction of the target HMM an associated probability value.   

8.1.7 Assessment blueprint 

Here the total set of assessment measurements with their semantic description is presented (Table 8.1). 7 different assessment 
values are incorporated in the evaluation of the correctness per HMM prediction. These measures are created in such a way that it 
carries therapeutic relevance. The pipeline of assessment is choses to first asses the most clearly detectible faults. At first a question 
will be asked whether the movement has compensation or if the movement was executed to rigidly. Then the speed per state is 
assessed to detect slowness or to speedy executions. With the error correlation of the state durations the overall fluency is measured, 
and the general speed indication can be determined. Then ROM and pose holding is calculated and last the synchronicity. In case of 
state sequence mismatch in step 2, the additional transitions will not be considered and if there are any missing transitions, these 
transitions will be estimated trough state duration/correlation expectancy. Altered transitions (e.g. expectancy of a transition 
matches the altered transition) will be incorporated into this pipeline step.   

Table 8.1 Assesment blueprint with individual evaluations that (I) are applicable to the target HMM and (II) the 9 additional (other) HMMs. 

Pipeline 
Step 

Assessment 
Values 

Other 
HMMs 

Target 
HMM 

1 Forward Probabilities* 
Unlikely Translation/ 

Rotation (compensation) 
≡ 

2 
State sequence mismatch 
(Probabilistic localization) 

To rigid (missing states) or  
compensation (additional transitions) > 
counting transitions and a state speed 

prototype speed comparison  

≡ 

3 Direction of faulty  
movement 

Pinpoint the direction: left/right, 
front/back, up/down of the fault >>  

≡ 

4 State duration probability Correctness of speed per state ≡ 

5 State correlation error Fluency of movement ≡ 

6 Maximum deviation State - 
Range and duration of 

the target pose 

7 State transitions 
Synchronicity of Translation/ 

Rotation movement ≡ 
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 Model Integration 
The sets of algorithms that create the assessment blueprint needs to be constructed on available data. Here to implement these sets 
of algorithms, the dependency leads to several suggested modules to ensure that the therapist can act autonomously from any data 
scientist. The structure of the platform will be developed as suggested in Figure 8.6. Here different transformations of the data are 
saved to review the data on different levels. Visually projecting raw data (motion capture module) onto an avatar can be used to 
analyse an execution that is recorded by the therapist him/herself. The Kinect’s data of the user will be transmitted via the internet 
(See Appendix E) into the database. This analysis can be saved as al labelled version coupled with the suggested feature representa-
tion. These sets can then be used to train the models (Model training module). When such a model is trained, the model can become 
an active part of the platform. Data of performed exercises will, in real time flow through the assessment. This creates classified data 
according to the blueprint. This data needs to be interpreted and translated to feedback to be useful in the patient interaction. This 
interpretation is done by the progress & plan module where the estimated point of progress compared to the quality of the execution 
is the establisher of the eventual feedback provided. This feedback could additional be saved to analyse the effect per type of feed-
back. Simultaneously the therapist can keep track of the progress in this module. In the overview, different data streams can be seen 
where in green the live interaction data flow of the patient is shown and in red processes that can be executed autonomously from 
the live patient interaction. The raw version of classified data with ambituses classification values in any of the 6 assessment measures 
will we highlighted in the mocap module as ‘to be labelled’. In the next chapter, the different prospective modules are presented in 
more detail. 

 

Figure 8.6 Proposed integration of the assessment model into the platform with the required prospective models to ensure control of the process 
by the therapist. In blue the necessary models, in grey the data types that needs to be stored and in pink the users that need to interact with these 

different modules.  
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9 Prospective Modules 
The prospective modules are based on the presented method of assessment (previous chapter). These modules can be 

operated separately from each other. An architecture is implied that enables these modules to adopt multiple assessment methods. 
In this context, the assessment methodology as presented will be revered to as method ePHoRt.  

 Mocap App 
As in the processes of the automation of therapeutic feedback generation, the first important step is to record and being able to label 
the data. Therefore, the mocap app is suggested (Figure 9.1). In this application, the therapist can record exercises, label the exercises 
in the same fashion as performed in the experiments (ROM, Compensation, Coordination) and replay any data (video and projections 
on avatar). When logged in, the therapist can select a recording session or create a new recording session. Such a session can be 
specified with a name and will receive a timestamp of the creation date. This repository will have its sub repository of exercise types 
(again created by the therapist). Here the target hip can be selected to later ensure that mirrored recordings are corrected for. This 
mirroring occurs when recordings are performed on a subject that execute exercises with the left hip instead of the right (or for that 
matter any other type of exercise). The connected device can be chosen and will enable the correct formatting of the recording data. 
This leaves flexibility to which devise will be used in the process and creates a tag per datafile of the used device (of later use when 
feature representations need to be created). Every recording can be quickly replayed and discarded/saved, as preferred. The labelling 
can be executed by selected a window (grey and can be dragged on left and right side to appropriate size) and click on a joint where 
an error occurred. The avatar as showed in Figure 9.2 can be inspected from multiple perspectives by dragging around this body. 
Here the therapist can later review an exercise to identify if any error occurred (human check-up). When clicking on a joint a form 
for the error appears where ROM Compensation and Coordination need to be assigned with – (noting), bad, good or excellent. The 
type of form that appears depends on the type of assessment method that is choses in the labelling preference. Videos as well as 
joint representations can be played back.  

 

Figure 9.1 Example of the mocap module where the recording interface is visualized (device selection, recording session selection, list with exercises 
in current exercise recordings, video, skeleton and replay modes).  
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Figure 9.2 The labelling interface shows the label window (light grey between grey bars, can be dragged too), avatar with location of error, error 
forms of the location, the selected assessment method and as in the recording interface navigation within different recording sessions. (video/ ava-

tar modus) 

 Model Trainer 
The model training module (Figure 9.3) will operate the training of HMMs that will be mostly hidden from the therapist. The collected 
and labelled data by the mocap app can be loaded into this application to created accordingly the correct models to asses an exercise 
of the tagged exercise class. Firstly, the therapist will have the freedom to adjust their available models by updating the data input 
that is used in training and can create new exercise models. The labelled data here will be used to create a most accurate represen-
tation of a correct execution (by not training on this data, parts of data). In a later state, the labels can also be used in comparing 
classifications accordingly to further align the calculation of the assessment as described in chapter 8. Suggested is to use labelled 
data or in case of unlabelled data the assurance that the data is of a correct execution. The assessment method can be selected ones 
again to create the correct set of features (and blueprint matrix), addition the target value can be selected. When hitting the save 
button the model will be trained, and the therapists will be informed on termination of this process. State selection here is automated 
(with the use of BIC).  

 

Figure 9.3 model training module where data can be selected (in this example first exercise hip extension is selected, left top corner), target joints 
can be selected, and the type of assessment can be assigned to create the right feature representation of the selected data. 
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 Progress module 
In this module, the therapist can track the progress of the patient (Figure 9.5). First the patient that needs to be reviewed should be 
selected (left top corner). In addition, a time frame can be selected to zoom in or out on the progress (in the example 30 days are 
selected). Per different exercises (that the therapist selected for the rehabilitation program) this progress can be reviewed on various 
aspects. These aspects will be briefly discussed here. First the amount of activity can be monitored (e.g. how often did this patient 
perform the exercise). Per day, notifications show up if any harmful situations occur so that the therapist could contact the patient 
at the appropriate time and could review this exercise by getting redirected to the exercise visualization part of the mocap app. 
Sliding through the days provides more insights on how the performance was on a particular day. The raw extensive classification 
blueprint is not shown here. Instead the feedback generator (another part of this application), that balances this assessment input 
with the current focus and progress of the rehabilitation reflects the feedback that is ultimately also provided to the patient. In this 
case (Figure 9.5) the feedback translates to short, trunk abduction or good. Per classification the goal target in terms of ROM or 
classification (or other) result is split up in an average difference to the ultimate expected target value (e.g. as good classification 
results as a healthy subject) and the deviation of the executions compared to the deviation of a healthy subject’s executions (con-
sistency check). In this application, not only the classification is stored and reviewable. In addition, patient initials (Figure 3.5) are 
stored as those are important to estimate the recovery time and expected progress. The initials will also carry focus points (in time, 
Figure 9.4) that will add weight as a maze to the assessment matrix.  

 

Figure 9.4 Part of the initial planning of the rehabilitation with the sift of focus over time, from strength to flexibility (dynamically adjustable).  

At the start of the rehabilitation program a plan needs to be created with the set of exercises that the patient will need to execute. 
The evolution of frequency of execution can be defined in the plan as well. Or in case of an adjustment in the rehabilitation plan 
exercises can be deactivated or activated. This progress module can combine the estimation of the progress and current execution 
classification into a feedback stream. Progress here can be measured as the difference in classification results or ROM values where 
these are compared to a pre-set target in terms of mean value and deviation of a set of executions.  

 

Figure 9.5 progress module where activity can be tracked per exercise type and global/local progress can be reviewed.  



 

 

Conclusion 
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10 Discussion 
Assessing quality of therapeutic significance has shown to be highly dynamic. Due to this the processes of analysing mis-

classifications have been essential in this work. Transcending from a controlled and acted exercise execution to patient execution, 
brought the methodology to a state of being implementable into the platform. In conducting the experiments, the focus has shifted 
from creating classifications from a top-down data driven perspective to a knowledge based bottom-up approach (qualitative). The 
first two experiments, where DTW and HMMs are utilized, show that it is possible with high accuracy to distinguish (I) good from bad 
executions and (II) different types of compensations if data is gathered when classes are in balance. The applicability of this approach 
however could be unsound as the gathered data is expressed in a way where the subjects were asked to substitute into a role. This 
acting restricts the classification to clear class division and does not consider the abundance in possible faults and combinations of 
compensations. But with the acted executions, the exaggerated faults where straightforward to analyse. With every new experiment, 
unforeseen articulations in several types of errors, extended and refined the feature set. In essence, acting assisted in a smoother 
analysis and defining clear improvements. The use of HMMs over DTW is stimulated by the fact that the performance of the algorithm 
(DTW) is very sensitive to the database size [80] (in contrast to HMMs). As the incentive of project EPHoRt is to increase the database 
on the fly, this conclusion substantiates the use of HMMs. Also, the use of HMMs provide insight in the ontological structure (seman-
tically decisive). Considering that HMMs are generative models, it is possible to find out how categories differ from each other (based 
on the distribution differences). 

In the later experiments, the subtler differences in the executions showed that therapists are not always consistent with their classi-
fications (interpersonal). The human, even being professional, had its own personality (biases) within classifying an exercise. This 
should be considered as in the end the therapist in this use case, will still be in control of the patient’s progress (Individual therapist 
augmentation). To note is that in some cases, where the therapists were divided at two tables, there was more consistency per table 
than in totality. This was caused by occurrence of small discussions between the therapists per table. For a more consistent assess-
ment methodology development, the consistency within the therapist’s judgments would be desirable. The gathered video images 
can be used to reach a large group of therapists that can label individually (mechanical Turk). With a larger share of labelling, judg-
ment distributions can aid in finding the most general assessment within an exercise.  

Creating speed representations of the angular change is done by buffers that has a linear impact. This is not yet optimal as speed 
should be derived locally. Different buffering techniques could be explored to approximate the true speed representation. As sug-
gested in 5.3, the use of curve fitting techniques could minimize the need for data storage and in terms can make it possible to be 
derived locally. Bezier curves can describe a time series into predefined constituting motion paths (pathobs). Here a sequence per 
motion is build out of consecutive segments (Figure 10.1) that have specific start and end specifications that are defined by the 
functioning of muscle tissue in motion (Figure 5.2). This representation is powerful as it vastly shows the structure (how many parts, 
what kind of parts) and creates the possibility to be adjusted segment specific. The adjustment can be used in animations and better 
understanding of the impact of ‘The solution's behaviour’ with the initial conditions, by letting altered versions to be judged by a 
therapist. Switching linear dynamical systems (SLDS) propose a similar approach as it tries to model data as a linear projection of a 
low-dimensional latent state. This SLDS algorithm have shown to outperforms DTW in terms of correlation with a clinical evaluation 
[68].  
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The feature representation here is based on the skeletonized image that is supplementary to the motion capture devise used in the 
study. This representation should work as a high-level language intermate to therapist visual understanding and varieties of Skele-
tonization or other body featurization algorithms. The personal coordinate system as suggested in 8.1 can regularize the different 
featurizations into angular change of every joint and displacement of the subject within the sensorial space. Without the ability to 
distinguish between different planar movements (as for trunk movement in the experiments), compensation behaviour could stay 
undetected or classification errors could be corrected for in an unsound way. This intermediate language is of great importance in 
the analyses of any type of error and should therefore be further developed and standardized.  

 

Figure 10.1 Example of a signal that is split up in fitted segments that have predefined start and end conditions (0 gradient). 

As mentioned in 8.1 additional features can aid in the detection of harmful movements. This fact has been underexposed but will be 
essential whiles the platform is in use. With these features, early recognition should prevent the occurrence of these harmful execu-
tions such as pivoting. This prediction can be based on a similar HMM approach (or LSTMs) in which angle, angular speed and angular 
acceleration forecasts harmful movement by differentiating on likelihood of sets of values that will result in unacceptable movement. 
Over a time-interval this can be interpreted as, if these values occur, what is the likelihood that the pose value (angle) exceeds the 
thresholded value in the near future. Without data to do so, an alternative could be the projection of acceleration into the near 
future to see if the threshold could be crossed with certain confidence, when the acceleration does not decrease sufficient.  

New ways of exploring the realm of variations (good, compensatory, bad coordination) could be further developed in the virtual. 
Where VA’s could produce for every degree of freedom (in this case an HMM), with a fixed duration, patterns of possibilities (by 
scanning the latent plane and sampling points of it). Then this multidimensional space could be explored by projections on avatars 
and sequentially demarcate clusters of clear error detection (therapist search). To start this, more about the flexibility per degree of 
freedom should be known and recordings can already aid in localizing some of the main clusters. Smart heuristics should aid in 
therapists exploring this flexible space.  

Whit the creation of the assessment blueprint starts a new era. That of designing the appropriate levels of feedback and testing the 
trackability of progress during the recovery process of a patient. The blueprint provides an extensive load of measurements that still 
needs to be interpreted by the therapist and translated (automatically) into valuable feedback. Suggestions can be made in a similar 
way as in experiment II where sets are classified into the main types of errors. The proposed progress and plan module and the 
interactional model should therefore be further investigated to enable the cultivation of such expected impact. The challenges lie in 
determining in a dynamic fashion (considered the cognitive state of the user) how often, how much and on which aspect the feedback 
sound be provided. In addition, the construction of a database that contains recordings of therapeutic exercises (Mocap App) can be 
shared across multiple users whom are experimenting with the assessment. This collaborative framework will evoke communication 
between different therapists and speed up development in assessment techniques.  
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11  Conclusion  
In this work creating an assessment method to automize the detection of quality in therapeutic exercises have been the 

objective. Various algorithms that can be used in time-series classification problems are explored and compared. With the wide range 
of developing platforms, commercially and in the scientific community, developing a proper interaction where users are being en-
gaged seems to be the focus. In some, this interaction even extends to the possibility for therapists to create their own exercises. In 
most cases the assessment seems to be of a later focus and in multiple examples is kept primitive (binary classification e.g.). The yet 
vastly uncharted area of dynamic quality determination, derived from therapeutic tacit knowledge, is to a great degree explored in 
this thesis and has led to a novel HMM assessment method that could in practice be applied for any therapeutic exercise.  

Representing human motion in a skeletonized fashion has shown to improve classification results and leads to and restricted de-
scriptor that can express motion in therapist terminology (flexion, extension e.g.). For this to be possible the skeletonized images 
captured with a 3D motion capture devise is further refined so that anthropometrics do not interfere with the motion expression. 
Also as the final experiment demonstrated errors occur in the Skeletonization if subjects are not properly dressed and thus wearing 
tight clothing is an additional requirement whiles interacting. The results are a representation of motion in angular positioning of 
limbs and relative direction of movement of the subject.  

Therapists input has created insight in which aspects are imported whiles assessing an exercise and the influence of additional factors 
in the thought process. The basic distinctions that are extracted from their reasoning while assessing an exercise are inspecting the 
range of motion, presence of compensatory elements (motion that should not be there), coordination of the movement (are body 
parts that move in the exercise synchronized) and finally the force expressed in the exercise (result of ROM, duration of max ROM 
state and anthropometrics). The first three metrics are incorporated into the research where for the later one a separate develop-
ment of a mechanical/physical model would be suggested.  

The HMM approach achieved real-time classification over various sizes of windows. This shows that error localization in an exercise 
can be used with this technique. As the HMMs are trained on data of other subjects to classify its execution and show overall excellent 
results, concluded is that with HMMs generalization is possible. Recording the bulk of different exercises in multiple sessions per 
experiment provided perspective on the impact when implementing the automated assessment. During these sessions, the need for 
intuitive applications to record and quickly create variations of HMMs became visible. This brought insight in the need for develop-
ment of such tools when the platform will be finalized, and therapists need to work autonomously on exercise recording, model 
training and manual labelling (Prospective modules, chapter 9).  

The later experiments show that training multiple HMMs on body segments creates more flexibility and potentially captures coordi-
nation as state transition paths can be compared as asynchronicity can be expressed as measure between them. The need for state 
duration and expectational transition paths needs to be integrated to further shape this coordination (in addition it will detect dif-
ferent types of compensation). As argued in the final experiment, not all compensations are a result of exceeding the speed distribu-
tions within states but additionally can have altered state transitions. Furthermore, the trained HMMs on healthy subjects creates 
similar classifications to the therapists labelling in classifying patient data. This concludes that it is possible that HMMs afford to 
generalize on a broad spectrum of subjects.  

Finally, the proposed method is an extensive blueprint of meaningful measures (chapter 8, assessment methodology). These 
measures are created using a pipeline where in each step subtler errors can be detected. Starting with data collection of correct 
executions that need to be examined as such by a specialist is followed by a HMM learning process. The method can be used to 
provide targeted feedback as more evident errors should be tackled primarily. If the quality tracking of exercises does not contribute 
to an improvement in recovery, the developed technique can be utilized for analyses in fields where technique is an essential game 
changer such as motor skills applicable in sports, dancing and musical performance. 
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Appendix A – Recording 
and Training application 
In this appendix, the developed applications that have been used in the experiments are shorty discussed. The figure description 

will be the guidance in this explanation.  
 

 
Figure A.1 Visualization of the recording application and the 3D environment with the detected skeleton (only the first skeleton in the scene will be 

recorded in the application). The name of the exercise can be entered and in the recording repository the unique recording name is the entered 
name plus an accumulated number (one higher than the highest number found).  

 
Figure A.2 When the play button is pressed, the screen changes colour to visually communicate to the person executing the recording the status. If 

there are any other skeletons in the image, during the recoding they will not be visualized nor recorded. When the button is pressed a sound is 
played to also indicate the status to the subject that is performing the exercise. 

 
Figure A.3 Whiles testing various exercises, a self-recording functionality is added. With your wrist, you can hit the self-record button when after 

this a could down appears. After this count down the recording starts. When finishing the recording the last second of data is removed as this only 
corresponds to raising the arm to the button again. 
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An application was created to enable the therapists to easily create new assessment models that could be applied on any kind of 
rehabilitation exercises. Csv files can be loaded by clicking an HMM button. Before doing so the features that are going to be used in 
training need to be assigned by typing them in the features section (Figure A.4). To analyse the optimal amount of states that a 
dataset requires, Bayesian Information Criteria (BIC) can be performed. This creates a score using cross validation for states 2-10 
(Figure A.5, as a hidden Markov model exists at least out of 2 states). The amount of states to be used during the training can be 
declared in the states section. When all the parameters are set, the training button appears, and the training can take place. When 
the training is done, the models can be saved (Figure A.6).  

 

Figure A.4 Data can be loaded by clicking on a HMM button (it will turn orange when data is loaded), then the corresponding columns of the data 
that are going to be used in training can be selected in the features box. Clicking on the plus creates a possibility to train multiple HMMs in one 
session. The Model names are derived from the first part of the name of the loaded data files, e.g. HMMI-Abduction, HMMII-Abduction etc. for 

exercises starting with abduction.  

 

Figure A.5 When the button perform BIC is clicked the score will show up in a graph where lower scores correspond to an optimal amount of states. 
The scores are calculated using a 10-crossfold validation where the ultimate value shown in the graph is an average of these 10 validations. 

 

Figure A.6 When selecting the appropriate amount of states (per HMM) the train button can be clicked. When the training is completed, a new 
bottom will appear. This button lets the used save the models. The models will directly be saved into the directory of the used data. The model is a 

.pkl file that can be easily loaded within a python environment to perform classification.
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Appendix B – Pseudo Code 
 
Def Sample_from_models(models): 

S_numbers = 10000 

Sample_data = zeros(S_numbers,Features,States,size(models)) 

For mod_num, model in enumerate(models): 

Predicted = [statesequence_O1, ..., statesequence_On] 

Percentage_Values = Histogram(Predicted,Amount_of_States)/size(Predicted) 

For n in States: 

 New_Samples = Model[n].sample(Percentage_Values[n]*S_numbers) 

Sample_data[:,:,n,mod_num].append(New_Samples) 

 Return Sample_data 

Pseudo code 1. Finding the percentage of each states general contribution to create a sampled data distribution of a given HMM. 

 

# Optimal Feature comparing two models 

Def Optimal_Feature(models): 

sample_Hist = zeros(Features,30,models) 

For F in Features: 

sample_Hist(F,:,:) = Histogram(Sample_data(:,F,:,[models]),30) 

# keep only the bins with more than 1% 

sample_Histogram[sample_Histogram<S_numbers/100]= 1 

ratio_Matrix = Devide(sample_Hist(:,:,models[0]),sample_Hist(:,:,models[1])) 

Invert_index = where(ratio_Matrix>1) 

ratio_matrix[Invert_index] = 1/ratio_Matrix[Invert_index] 

ratio_matrix.sum(axis=1) 

Return Optimal_Feature = Argmin(ratio_Matrix) 

Pseudo code 2. Finding the optimal feature, in which the class differentiation between 2 HMMs is the highest. 
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Appendix C – Therapist labelling  
The therapist labelling of the 9 subjects and the 2 patients can be found here. Each subject executed 5 movements, in order: 

Hip abduction, Hip extension, step forward; sideways; backwards (SSB), Hip flexion sitting and Hip flexion. Each coloured column 
corresponds to these exercises respectively (Table C.1-Table C.7). Every execution is labelled on 4 different traits being: ROM, Coor-
dination, Compensation and Force. These are respectively represented as individual rows per coloured block. For the SSB movement 
the ROM is not evaluated. The number of each execution keeps track of the labelling (excellent, good or bad) per trait per exercise. 
Every therapist’s labelling is shown in separate columns (with the corresponding therapist name).  

Table C.1 Therapist assesment of the 5 different exercises (8 executions per exercise) on subject 1. 

 

Table C.2 Therapist assesment of the 5 different exercises (8 executions per exercise) on subject 2. 

 

 

  

Danilo Arian Andrea Yadira Katherine
excellent good bad excellent good bad excellent good bad excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 4 6 7 8 3 5 1 2 3 4 5 6 7 8 1 2 4 5 6 7 8 3 1 2 3 4 5 6 7 8

1 2 4 5 6 7 8 3 1 2 4 5 6 7 8 3 1 2 4 5 6 7 3 8 1 2 4 5 6 7 8 3 1 2 4 5 6 7 3 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7 1 2 3 4 5 6 7 8 5 6 7 8 1 2 3 4 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 6 7 8 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

2 3 4 5 6 8 1 7 1 2 3 4 5 6 7 8 1 4 5 6 7 8 2 3 1 2 4 5 6 7 8 3 2 3 4 5 7 8 1 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 4 5 6 7 8 1 3 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 4 5 6 7 8 3
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 7 8 6 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Arian Andrea Yadira Katherine
excellent good bad excellent good bad excellent good bad excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 8 7 1 5 8 2 3 4 6 7 1 2 3 4 5 7 8 6 3 4 6 8 1 2 5 7 1 2 3 4 5 6 7 8

1 3 4 5 7 8 2 6 1 2 3 4 5 6 7 8 4 2 3 4 5 6 8 1 7 3 4 5 7 8 1 2 6 2 3 4 6 8 1 5 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 5 1 2 4 6 7 8 1 2 3 4 6 7 5 8 2 3 7 1 4 5 6 8 1 2 3 5 7 8 4 6

1 2 3 4 5 6 7 8 1 2 3 5 6 7 8 4 1 2 3 5 7 8 4 6 2 3 6 7 1 4 5 8 2 3 5 6 7 8 1 4
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 4 5 7 8 2 3 6 1 2 3 5 6 7 8 4 6 7 8 1 2 3 4 5 1 2 3 4 6 7 8 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 5 6 7 8 1 2 4 1 2 3 4 5 6 7 8 3 4 5 6 7 8 1 2 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 2 1 2 3 4 5 6 7 8 3 4 5 6 7 8 1 2 1 2 3 6 7 8 4 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 5 6 7 8 4 3 4 5 6 7 8 1 2 1 3 4 6 7 8 2 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 3 4 5 6 7 8 1 2 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 6 7 2 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 6 7 8 2 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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Table C.3 Therapist assesment of the 5 different exercises (8 executions per exercise) on subject 3. 

 

Table C.4 Therapist assesment of the 5 different exercises (8 executions per exercise) on subjects 4 (left) and 5 (right). 

    

Table C.5 Therapist assesment of the 5 different exercises (8 executions per exercise) subjects 6 (left) and 7 (right). 

    

 

  

Danilo Arian Andrea Yadira Katherine
excellent good bad excellent good bad excellent good bad excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 7 8 2 6 1 2 3 4 5 6 7 8 2 4 6 8 1 3 5 7 1 2 4 5 6 7 8 3

1 3 4 5 6 7 8 2 1 3 4 5 6 7 8 2 2 6 7 8 1 3 4 5 2 4 6 8 1 3 5 7 2 3 4 7 8 1 5 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 4 5 6 7 8 3 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 6 7 8 5 1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7 1 2 3 4 5 6 7 8

1 3 4 5 6 7 8 2 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 4 5 6 7 8 2 3 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7 1 2 4 5 6 7 8 3 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 6 7 8 1 5 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 2 3 5 6 8 1 4 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7 2 3 5 6 7 8 1 4 2 3 4 5 6 8 1 7 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 4 5 6 8 1 3 7 1 2 3 4 5 6 7 8 2 4 5 6 7 8 1 3 2 3 5 6 8 1 4 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 3 4 5 6 7 8 1 2 2 4 5 6 8 1 3 7 2 4 5 6 8 1 3 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Andrea Katherine
excellent good bad excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 6 7 8 2 4 5 6 7 8 1 2 3

1 2 3 5 6 7 8 4 1 3 4 5 6 7 8 2 3 4 6 7 8 1 2 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Arian
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 4 5 7 8 1 2 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 6 7 8 2 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 3 4 5 6 7 8 2 2 3 4 5 6 7 8 1
1 3 4 5 6 7 8 2 1 3 4 5 6 7 8 2

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Arian
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 2 4 5 6 7 8 1 3
1 2 3 4 5 6 7 8 1 2 3 4 7 8 5 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 5 6 7 8 4 5 7 8 1 2 3 4 6
1 2 3 5 6 7 8 4 1 2 3 5 6 7 8 4

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 5 6 7 8 4
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Arian
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 7 8 2 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 4 5 6 7 8 1 2
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 2 3 4 5 6 1 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 8 7

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 5 6 7 8 1 2 4
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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Table C.6 Therapist assesment of the 5 different exercises (8 executions per exercise) on subjects 8 (left) and 9 (right). 

    

Table C.7 Therapist assesment of the 5 different exercises (8 executions per exercise) on patients 1 (left) and 2 (right). 

    

 

Danilo Arian
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
2 3 4 5 6 7 1 8 2 3 4 5 6 7 1 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 2 3 4 5 6 7 1 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 3 4 5 7 8 2 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 1
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Arian
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 5 6 8 1 7
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 7 8 6
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 2 3 4 6 7 8 1 5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Danilo Galo
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 7 8 1 2 3 4 5 6
1 2 3 4 5 6  8 7 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 4 5 1 2 3 4 5 6 7 8 5 4
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 3 4 6 7 1 2 5 8
1 2 3 4 5 6 7 8 3 5 6 7 1 2 5 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

2 4 5 6 1 3 8
1 2 3 5 6 7 8 4 1 2 3 4 5 6 7 8
1 2 3 5 6 7 8 4 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
5 6 7 8 1 2 3 4 6 1 2 3 4 5 7 8

3 4 5 6 7 8 1 2 1 2 3 4 5 6 7 8
3 5 6 7 8 1 2 4 3 4 5 6 1 2 8 7

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 3 4 5 6 7 2 2 3 4 5 6 7 8 1

1 2 3 4 5 6 7 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 1 2 3 4 5 6 7 8 1
1 2 3 4 5 6 7 1 2 3 4 5 6 7 8

Danilo Galo
excellent good bad excellent good bad

1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5
1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5
1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5
1 2 3 4 5 6 7 8 6 7 8 1 2 3 4 5

6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5
6 7 8 1 2 3 4 5
6 7 8 1 2 3 4 5
6 7 8 1 2 3 4 5

1

8 1 2 3 4 5 6 7

6 7 8 1 2 3 4 5
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Appendix D – Recording subjects 
Here an impression of a recording session is visualized. The subjects as seen by the camera and the corresponding skeleton 

representation are shown.  

 

  

Figure D.1 A healthy subject performing four different exercises, from the left top: Hip Abduction, SSB, Hip Extension and Hip Flexion.  
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Figure D.2 2 heathy male Subjects performing Hip Abduction. 

 

  

Figure D.3 4 healthy female Subjects performing Hip Abduction. 
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Appendix E – Wekinator 
& Browser development  
A simple test was executed to see if of-the-shelf solutions could aid in the processes of automatic assessment. The Wekinator 

tool (http://www.wekinator.org/) applies DTW where first training data can be send to the application via OSC and later a classifica-
tion can be fired from within the application on a live data stream. In Figure E.1 a screenshot of the Wekinator application and the 
recording application can be seen. Additional work has been done on connecting the Kinect to the server application of the project. 
The result is a data stream that utilizes the web sockets protocol to communicate to the server and a local Node.js application is 
installed to obtain the skeleton data. Then with JavaScript the data can be visualized (Figure E.2) in the browser so that eventually 
the end user does not need to install additional software when using the platform. 

Figure E.1 Left the Wekinator application and on the right the recording application (Kinect + processing) that sends the data  
to Wekinator to train a DTW model or to classify the data.  

 

Figure E.2 Kinect’s data visualized in the browser using Node.js  


