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Abstract

Occlusive disease of the femoral artery is a frequent cause of disabling muscle pain during walk-
ing and may progress to non-healing skin ulcers of the foot and leg. The underlying disease process,
atherosclerosis, is related to the shearing stress of blood on the vessel wall. One way to assess blood’s
motion near the vessel wall is by computational fluid dynamics (CFD), in which the governing equa-
tions of blood flow are solved by numerical techniques. The application of CFD in clinical decision
making has thus far been limited mainly to coronary artery stenosis. This thesis presents transla-
tional work to assess the potential use of CFD in the diagnosis and treatment of femoral artery steno-
sis. Two applications are investigated: (1) quantification of the pressure drop over tandem stenoses
of varying shapes, and (2) the prediction of stent thrombolization in the Viabahn covered stentgraft
in patient-specific geometries.

The SimVascular finite element solver was used with CTA-based flow geometries and duplex
ultrasound derived boundary conditions. Validation of the simulations in a femoral bifurcation
with and without an upstream 75% stenosis demonstrated velocity fields that matched well with
experimental flow visualization for the majority of the cycle, with deviations in jet breakdown and
flow reversal that need further investigation. Steady flow simulations in serial stenoses of idealized
geometries showed a pronounced contribution of stenosis eccentricity, in contrast to an earlier ex-
periment performed at lower Reynolds numbers. The relative rotation of two serial eccentric lesions
was additionally shown to augment the pressure drop if it induced strong helical flows. For stent
thrombolization, unsteady flow simulations in one retrospective patient case showed a region of low
wall shear stress at the inflow region of the stent, while CTA and duplex had shown no abnormali-
ties. Occlusion of the stentgraft was observed half a year later, highlighting the potential ability of
CFD to predict stentgraft complications. The results warrant the application of CFD in prospec-
tive cohort studies of patients with peripheral artery disease to generate clinical evidence needed for
improved decision making.
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0
Introduction

Occlusive disease of the arteries supplying the lower limbs is a major health issue for the elderly in
developed countries. In the Netherlands, roughly 1 out of 5 of individuals aged 65 and older have
a significant obstruction in one of the arteries that supply the legs. 1 Within this group, 1 out of 10
individuals experience muscle pain when walking a few hundred meters or less, of which a subset de-
velops critical limb ischemia. Moreover, these individuals have a 4x higher risk on cardiac arrest and
stroke compared to the general elderly population. 2 The basis for this increased risk is the common
disease process atherosclerosis, which typically develops in a select set of arteries that includes the
arteries supplying the heart, the brain and the legs.

Atherosclerosis refers to the formation of plaques at the inner vessel wall, which grow slowly
over the years and can gradually impede bloodflow to the organs mentioned. The localization of
atherosclerosis is intrinsically linked with the local behavior of blood’s motion at these sites. Visu-
alizing how a fluid like blood flows on a local scale is challenging, both with our own eyes and with
more advanced imaging equipment. Accomplishing this task in a clinical setting is nonetheless a
key step in improving our ability to predict the progression of the disease and to advance the suc-
cess of its treatment. In the last decade, the rise of endovascular treatment options has greatly bene-
fited patient comfort, as these procedures are far less invasive for the patient than traditional surgery.
However, the endovascular devices that are deployed have a rather high failure rate and more often
require additional interventions compared to surgery. Also here, the manner in which stents interact
with local blood flow seems to play a key role. For understanding these interactions and anticipating
them, it is imperative to develop novel methods of local blood flow visualization suitable for clinical
use.
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Owing to collaborations between clinicians and engineers with a fluid mechanical background,
exciting developments in this field are currently ongoing. These include the use of ultrasound and
magnetic resonance imaging, and computational tools to simulate the motion of blood on a local
level. The field of computational fluid dynamics (CFD) deals with the latter, which employs simula-
tion techniques that are in long-standing use for the design of aircraft and vehicles. Efforts to trans-
late the use of this technique to the field of surgery have been ongoing, but a major challenge is that
its application requires both an appreciable understanding of the technical complexities involved,
as well as affinity with the clinical situation at hand. This thesis is an effort to bridge expertise from
both worlds to develop a tool that has potential for clinical applicability, to subsequently apply it to
three questions relevant to occlusive disease of the femoral artery.

Organization of this thesis is as follows. The first chapter introduces the clinical aspects of periph-
eral artery disease, its relation with local blood flow patterns, the physics of blood’s motion and an
introduction to the field of computational fluid dynamics. In the second chapter, a pipeline for clin-
ical CFD simulations is outlined, which has been largely inspired by counseling the expertise from
biomedical CFD labs at Ghent and Stanford university. The third chapter compares the predictions
of the CFD pipeline with experimental flow visualization techniques in a laboratory setting, as well
as detailing the highly pulsatile flow through idealized geometries of a normal and stenosed femoral
bifurcation.

The subsequent two chapters address the investigation of two clinical questions with CFD simu-
lations. Chapter 4 addresses how two arterial stenoses in close proximity interact in idealized geome-
tries under steady flow, representative of patients with critical limb ischemia. Chapter 5 reports on a
pilot study that aims to elucidate the mode of failure of a covered stentgraft in the superficial femoral
artery. Simulations of two patient-specific geometries are presented that demonstrate CFD’s ability
to predict complications and the possibility of simulating the altered hemodynamics after a virtual
intervention. The final two chapters explore other potential applications of CFD in vascular surgery
and conclude on the lessons learned.
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1
Background

Cardiovascular disease is the world’s leading cause of death, accounting for 31% of global mortality in
2015 (WHO annual report 2017). The prime pathophysiologic mechanism is blockage of blood flow
by atherosclerotic plaques. Risk factors for plaque formation either function on a systemic or local
level. Systemic risk factors are well-known and include lifestyle and aging. Local risk factors relate
to the interactions between blood and the arterial wall, and it is here that the near-wall movement
of blood plays a central role. This work centralizes on quantification of blood flow through compu-
tational means in a specific site of atherosclerotic disease, the femoral artery. The primary goal is to
assess the potential of computational simulations in the diagnosis and treatment of femoral artery
disease. This chapter will therefore review contemporary diagnostic and treatment techniques for
femoral artery disease, arterial fluid mechanics relevant to atherosclerosis and a brief introduction to
computational fluid dynamic techniques for blood flow.

1.1 Femoral artery occlusive disease

Occlusive disease that partially or fully obstructs one of the arteries that supply the leg is defined
as peripheral artery disease, or PAD. The sites where occlusion most often leads to clinical symp-
toms are the iliac and femoral arteries. Individuals experiencing symptoms in the Netherlands are
commonly scored with the Fontaine classification (the Rutherford classification 3 is more common
in other countries). Symptoms usually start with claudicatio intermittens, which refers to muscle
pain during exercise (Fontaine II). The muscles involved depend on the artery effected, with the
calf muscle most often giving complaints due to occlusive disease of the superficial femoral artery
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that supplies the lower leg. The evolution of the disease typically involves the narrowing of existing
lesions or the onset of new plaques on the one hand, and the recruitment of new collateral arterial
pathways on the other hand. The symptoms may worsen to a stage of critical limb ischemia, which
is incrementally categorized as muscle pain during rest (Fontaine III) or the presence of non-healing
wounds due to insufficient blood supply (Fontaine IV).

The prime diagnostic for PAD is the ankle-brachial index (ABI), which is measured by taking the
ratio of systolic blood pressure at the ankle compared to the arm. An ABI lower than 0.9 is the clin-
ical definition of PAD,4 although 50-75% of patients with an ABI lower than 0.9 are asymptomatic
and fall under the Fontaine I category. 5,6 Patients with PAD have a significantly increased morbidity
and mortality from concurrent coronary and cerebrovascular disease (annual event rate of 5-7%4),
and are therefore referred for cardiovascular risk management through lifestyle changes and drug
treatment.

For patients with intermittent claudication supervised walking exercise is the most cost-effective
treatment. It helps patients in significantly extending their pain-free walking distance by a factor of
2-4x, and for the majority of patients no additional invasive treatment is needed.6 Exercise benefits
several pathophysiologic mechanisms in PAD, including muscle metabolism, endothelial vasodila-
tor function and gait biomechanics.7 For patients whose symptoms remain disabling after exercise
treatment, or those with more severe symptoms in the Fontaine III and IV groups, revascularization
through surgical or endovascular therapy is indicated.6

The first step in treatment decision is locating the lesion(s) and quantifying its severity. Diag-
nostic modalities include duplex ultrasound and contrast enhanced CT or MRI-scanning, as well
as invasive angiography for complex cases. Duplex ultrasound is the only modality able to directly
assess hemodynamic severity of a stenosis by quantifying its effect on peak velocity and is therefore
the first choice in centers with experienced vascular ultrasonographers. 5 If reliable ultrasound investi-
gation of the trajectory of interest is not possible, or if precise measurements of arterial anatomy are
needed for endovascular stenting, a CT scan with intravascular contrast is usually made. The choice
between a surgical repair involving open cutdown of the artery or endovascular repair depends on
many factors and frequently evolves over time, as innovation in endovascular devices is rapid. Cur-
rently for the femoral artery, plaques located in the common femoral artery or at its bifurcation are
generally treated through a surgical endarterectomy, and plaques in the superficial artery generally
through endovascular ballooning and stenting. 8 If for the latter endovascular techniques are contra-
indicated or fail due to stent occlusion, a more invasive surgical bypass with autologous or synthetic
material may be necessary to restore blood supply to the lower extremity. The most notable recent
endovascular achievements in the superficial femoral artery are the patency rates of the closed-cell
bare metal Supera stent,9 the drug-eluting Zilver PTX stent, 10 both for stenotic lesions, as well as
the covered Viabahn stent for long and fully occluded lesions. 11 Still, even for these best-in-class
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treatments, after one year about one out of five treated lesions show restenosis in or near the stented
region, possibly due to blood’s flow dynamics in the stented region. 12

1.2 Pathophysiology

Atherosclerosis is a complicated and chronic disease of the arterial wall, spanning the fields of bi-
ology, fluid mechanics and a variety of medical specialisms. Current concepts of the initiation of
plaque development postulate an initial qualitative change of the endothelial cells lining the inner
wall surface, after which they express adhesion molecules that capture leukocytes on their surfaces.
These may develop into macrophages, which can start a complicated process of lipid uptake from
blood, vessel wall inflammation and interaction with smooth muscle cells. 13 Plaque formation is not
uniformly found throughout the arterial system, but in four major sites (Fig. 1.1a: the coronary ar-
terial bed, the carotid arteries, visceral branches of the aorta, and the distal abdominal aorta and its
peripheral arteries.) 14

The preferential localization of atherosclerosis is linked to the role of hemodynamics. 17 In fig-
ure 1.1b, the flow through a carotid bifurcation model during systole is shown by hydrogen bubble
flow visualization. It is at the outer side of the bifurcation where plaques commonly develop (white
arrows), which is thought to be due to relative flow stasis and a lack of flow directionality in this
region. These flow features are also observed in other preferential locations near branches, bifurca-
tions and curvature (Fig. 1.1a). Two parallel pathways have been considered to relate the regions of
flow stasis to the pathophysiology of atherosclerosis: the prolonged residence time of particles like
lipids and white blood cells near the wall 18 and the shearing stress of blood on endothelial cells 19,20.
This wall shear stress (WSS) is defined as

τw = µ(γ̇)
∂V

∂r
(1.1)

with µ blood’s viscosity,V blood’s velocity parallel to the wall and r the inward radial direction
from the wall. Blood’s viscosity is generally strain-rate γ̇ dependent, making it a non-Newtonian
fluid. Graphically, WSS equals the slope or derivative of the velocity curve at the wall in figure 1.2.
In-vitro studies have strenghtened support for the contribution of hemodynamics to atherogene-
sis by showing that endothelial cells change their alignment and morphology in response to wall
shear stress. Endothelial cells exposed to a uniform wall shear stress show a stretched alignment in
the direction of flow, whereas in the absence of a dominant shear direction they take on a round
shape and show a more rapid cell turnover. Moreover, in the presence of uniform wall shear stress of
physiologic levels, the cells express genes known to be atheroprotective. Physiologic in-vivo levels of
arterial WSS are not well-defined with the lack of sensitive measurement methods, but are suggested
to be in the range of 1-7 Pa. 16 The relationship between wall shear stress and in-vivo plaque forma-
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(a) Preferential sites of atherosclerosis (b) Flow in a carotid bifurcation

Figure 1.1: Arterial fluidmechanics and atherosclerosis. Reproduced fromKu&Giddens 15 and Chiu & Chien 16
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Figure 1.2: Wall shear stress is the shearing force of themoving blood on the endothelial cells of the bloodwall. 16

tion and progression warrants further research, however.21 Large-scale population studies are needed
to generate in-vivo evidence, but these studies remain unfeasible until an easy and reliable method of
measuring wall shear stress in patients has been established.

Of the peripheral arteries, the superficial femoral artery is particularly susceptible to atheroscle-
rosis, especially at its origin downstream of the femoral bifurcation and at its trajectory through the
adductor channel. Flow in the peripheral arteries is normally triphasic with a substantial part of
the cycle showing backflow, 22 which in general causes continuous and strong oscillation in the di-
rection of wall shear stress, an important feature that differentiates it from other common sites like
the coronary and carotid arteries. For the femoral bifurcation, similar regions of fluid stasis as in the
carotid bifurcation (Fig. 1.1b) are a likely initiation site of atherosclerosis, but flow patterns here have
not yet been experimentally visualized in high resolution. The second common site, its trajectory
through the adductor channel, does not appear to be related to more frequent localized plaque for-
mation, but more so to the inability for the vessel wall to compensatorily enlarge in diameter in this
region. 23,24 Besides, the superficial femoral artery is characterized by a high degree of tortuosity and
curvature, especially in men, which may also contribute to adverse flow profiles. 25

1.3 Arterial fluid dynamics

The cardiovascular system is comprised of many intertwining physical phenomena on a breadth of
spatial scales. The cardiac pump creates a highly pulsatile flow coordinated by electrophysiologic
and myocardial stress-strain relationships. The pulsatile energy is spread throughout the arterial
system, which adaptively distributes blood to target organs and, through its capacitative properties,
transforms the pulsatile energy in a more constant perfusion pressure of end organs. Blood, the
transported medium, is a mix of water, red blood cells, platelets, proteins and many other substances
that may interact with the vessel wall. The clinical area of interest dictates the relevance of each of
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these topics. For the development of atherosclerotic disease, the relation between atherosclerosis
and local blood flow justifies a focus on local mechanical interaction between blood and the vessel
wall. An overview of the fluid mechanics relevant to velocity patterns in blood flow will therefore be
given, with some examples for curved and bifurcating arteries.

When studying the motion of a fluid on large scales, the principles of conservation of mass and
momentum form the general analysis framework. Along with the constitutive equation for a New-
tonian fluid, for which shear stress equals a constant viscosity times the shear rate, Claude Louis
Navier and George Edward Stokes independently derived the momentum equation for fluids. Com-
bined with the conservation of mass these form the Navier-Stokes equations for an incompressible,
Newtonian fluid

ρ
∂v

∂t
+ ρv · ∇v = µ△v +∇p+ g

∇ · v = 0

(1.2)

with ρ the fluid density, v the fluid velocity, t time, µ the fluid’s dynamic viscosity, p the pres-
sure and g the external body force. The upper equation represents conservation of momentum,
the lower conservation of mass. The first is best understood as Newton’s second law of motion
(F = m∂v

∂t ) applied to a fluid volume, with pressure and body force per volume included in the
force term, and the left-hand side representing both time and spatial changes in fluid momentum.
The spatial change in fluid momentum is often referred to as convective acceleration and occurs for
instance when blood flows through a stenosis, where the lumen area decreases and blood velocity has
to increase to satisfy the momentum and mass conservation.

Two results of dimensional analyses are particularly relevant for the pulsatile nature of blood flow.
The first is the well-known Reynolds number, which relates the size of inertial effects to the fluid’s
viscous effects

Re =
inertial effects
viscous effects

=
ρv

µ/L
=
vD

ν
(1.3)

withL a characteristic length scale, for which in blood flow the diameterD is the conventional
measure and ν = µ

ρ the kinematic viscosity. In the arterial system, Re ranges from 1 for arterioles up
to 4000 in the largest vessel, the aorta. 26 The Reynolds number differentiates between laminar and
turbulent flow, which exhibit strongly different characteristics. For pipe flow, viscous effects stabi-
lize flow patterns up to Re ≈ 2040, 27 creating a stable velocity field in which fluid typically flows
in parallel layers or laminae (Fig. 1.3), hence its classification as laminar flow. With higher Re, the
dominance of inertial forces leads to transitional and eventually sustained turbulent flow, a complex
chaotic state of fluid flow with stochastic variations of velocity and pressure, formation of eddies,
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Figure 1.3: A visualization of turbulent and laminar flow. In fully developed laminar pipe flow, fluid flows in parallel

layers with small differences in velocity and fluidmixing between these layers is not present.

increased mixing of momentum and particles, and elevated wall shear stress. With abrupt changes in
geometry, such as the area increase downstream of a stenosis, localized turbulence can be present in
arteries at much lower Reynolds numbers, e.g. at Re = 1000 in the post-stenotic jet breakdown of a
75%-area stenosis. 28

It is important to discriminate between the fluid mechanical definition of turbulence outlined
here and the medical use of the term. In medicine, where the sound waves produced by turbulence
(murmurs) have traditionally been used in cardiac auscultation to diagnose valvular disease 29, turbu-
lence has since been commonly used to describe any disturbed flow with circulating features. These
flows may still be non-chaotic and therefore laminar, in which case they are much easier to analyze
and simulate with computational fluid dynamics.

The Womersley number α is the second non-dimensional parameter relevant to bloodflow. For
laminar pulsatile flow, it relates the relative strength of unsteady forces, arising due to the pressure
oscillations, to the viscous forces

α =

√
transient inertial effects

viscous effects
=

√
ρωv

µv/L2
=
D

2

√
ω

ν
(1.4)

with ω the heart rate in angular frequency andL the characteristic length, which is defined as the
radius for pipeflow, in contrast to the diameter in the Reynolds number. The viscous effects now
include the term v

L to express their time characteristics and ensure dimensionality of α. For α << 1,
the viscous forces dominates, the velocity profile is parabolic in fully developed flows and the flow
rate oscillates in phase with the pressure. For α >> 10, unsteady forces dominate causing the flow
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Figure 1.4: Fully developedWomersley profiles in triphasic femoral artery flow. Flow reversal is prominent at the

near-wall region, due to the fluid’s fierce inertia at the center region during systole.

to have a plug-like profile and the flow rate lags the pressure oscillation by 90◦. For arterial flow,
diameter is the main determinant of α, with values of 14 in the ascending aorta (D=25mm) and 6
in medium-sized arteries like the femoral artery (D=9mm). Fig. 1.4 presents Womersley flow for a
typical triphasic flow profile in the common femoral artery, highlighting the pronounced near-wall
flow reversal typical of flow with an intermediate Womersley number.

This section concludes with examples of how inertial and viscous effects affect arterial flow in
three idealized geometries that are prone to atherosclerosis: a sudden increase in vessel lumen, a
curved artery and a bifurcation.

1.3.1 Blood flow dynamics in geometries prone to atherosclerosis

Lumen expansion When bloodflow experiences an expansion in lumen area, such as in the
carotid sinus, downstream of a stenosis or in an aneurysm, flow reversal near the wall typically oc-
curs. This may be explained by Bernouilli’s principle, which states that pressure in a decelerating
fluid increases. As the fluid (Fig. 1.5) enters an area-expansion region, its velocity decreases with an as-
sociated increase in pressure. This sets up an adverse pressure gradient, which causes near-wall fluid
with an already low velocity to reverse in direction. In steady flow, this effect leads to a stable region
of recirculating flow, a vortex, which can be associated with secondary vortices downstream in an
assymmetric area-expansion, e.g. an eccentric stenosis (Fig. 1.5). In pulsatile flow, the vortex cycli-
cally expands and reduces in size, and may be periodically shed with the flow during the acceleration
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Figure 1.5: When flow encounters an area-expansion, separation of the boundary layer typically occurs, giving rise to

one ormultiple vortices with recirculating flow. 31

Figure 1.6: Axial velocity profiles in entrance flow of a curved artery. Inertial effects first shift peak flow to the inner

wall, after which viscous effects create anM-like peak flow pattern located at the outer wall. Reproduced from lecture

notes by F.N. van de Vosse andM.E.H. van Dongen.

phase, generating a series of downstream vortices. 30

Curved artery Curvature is another omnipresent characteristic of arteries and a source of sec-
ondary flows and possibly flow separation. Secondary flow is used to describe velocities in the axial
plane that are perpendicular to the primary flow direction. In curved arteries, both viscous and in-
ertial effects generate secondary flows in opposing directions. The inertial effect is best explained
by considering a plug-like flow profile entering a curved artery. A centripetal force must be present
to bend blood’s momentum through the curve, which is delivered by a transaxial pressure gradient
with high pressure at the outer wall and low pressure at the inner wall. This gradient generates a sec-
ondary flow where fluid moves radially inward in the axial plane, causing peak velocity to shift to the
inner curvature.
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(a) Steady flow (b)Oscillatory flow

Figure 1.7: Streamlines of secondary flows in a curved artery.

The viscous forces in a curved artery generate secondary flows in reversed direction through its
effects in the boundary layer. The viscous forces retard flow in the boundary layer while the pres-
sure gradient that functions as centripetal force is essentially unaltered. The slower moving fluid at
the walls is therefore pushed inward at the upper and lower walls, which is balanced by fluid mov-
ing from the inner to the outer wall through the center plane of curvature. Two counter-rotating
vortices in the axial plane are therefore formed, of which one is shown in Fig. 1.7a. These secondary
flows shift peak flow to the outer wall, which one may intuitively consider as the fluid with highest
velocity taking the outside bend. The net effect of the primary and secondary flow by this viscous
effect is a helical particle motion.

The viscous effect is dominant in steady developed flow (Fig. 1.7a), such as curves in vessels with
relatively continuous flow like the renal, visceral and carotid arteries. The inertial effect is dominant
for entry curvature flow with a plug-like inlet profile, where the boundary layer hasn’t developed yet,
as in the first half of the aortic arch during the systolic upstroke. In oscillatory flows, both effects are
usually relevant 32 and may combine to form the secondary flow shown in Fig. 1.7b, with viscous ef-
fects generating near-wall vortices in the wall region, and inertial effects generating counter-rotating
vortices in the inviscid center region.

Bifurcation In bifurcating arteries, the nature of flow becomes more complicated with de-
pendencies on the flow rate, the bifurcation angle and the diameters of the mother and daughter
vessels 33. Flow is split in a region called the flow divider, where pressure gradients split and diverge
momentum into the two daughter branches. The bifurcation can be seen as the junction of two
curved vessels, where secondary flow in the form of one or multiple counter-rotating vortices are cre-
ated by viscous and inertial forces, forcing the fluid to move in complex helical paths in the proximal
daughter branches. In a T-junction, which shares similar features with the femoral bifurcation, flow
separation and recirculation commonly occur at two locations at the outer sides of the bifurcation,
e.g. S1 and S2 in Fig. 1.8b. Region S1 is caused by the sharp angle that the flow has to take, region S2
on the other hand is caused by the pressure gradient that is set up to push part of the flow into ves-
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(a) Secondary flow due to branching vessel curvature (b) Flow separation in a T-junction

Figure 1.8: An arterial bifurcation creates secondary flows akin to a curved vessel and distinct regions of flow separa-

tion. 33

sel 1. This creates a high pressure at the wall near region S2, resulting in an adverse pressure gradient
that causes flow reversal at the wall.

1.4 Computational fluid dynamics

CFD is a specialist field of mathematics and a branch of fluid mechanics, the study of motion of
liquids and gases. It is extensively used in shape optimization and safety tests for aircraft and vehicle
design and its adoption in biomechanics is increasing. 34 CFD is a valuable tool in addition to fluid
mechanical experiments or measurements by providing additional data and allowing for a rapid
simulation of the effect of changes in the geometry or boundary conditions. This section will briefly
discuss the current position of CFD in medicine and provide a very basic introduction to the two
most common techniques, the finite volume and finite element methods.

In the context of blood flow, CFD can provide data on the pressure field which can typically only
be measured through an invasive catheter. As an example of CFD’s ability to investigate clinically
relevant model modifications, CFD can be used to assess the effects of an increase in blood flow, or
the effects of a changes in anatomy due to a surgical or endovascular intervention. However, the
physics of fluid flow is complex, even more so in the biophysical context of blood flow, where vessel
wall movement and blood’s non-Newtonian behavior may significantly impact the physical behavior
of fluid flow. When devising a CFD approach for a particular area of clinical interest, many simpli-
fications and, at present, user-dependent choices have to be made. Careful and rigorous validation
of the CFD results is therefore necessary to generate confidence in the accuracy and reliability of the
CFD model. Currently, CFD for cardiovascular medicine is mainly used in bioengineering research
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and medical device design, with very limited use in clinical decision making. For the latter, the only
known use is the service of the HeartFlow company (Redwood City, CA, USA), whose CFD model
accurately predicts the pressure drop over a coronary stenosis from a CT-scan, data that was previ-
ously only available from invasive catheter measurements. 35

1.4.1 The fundamental approach

The main idea of CFD for blood flow is to solve the Navier-Stokes equations (Eq. 1.2) in a well-
defined domain. For blood flow in an artery, these involve the geometry characterization, typically
part of the full length of one or more arteries, and defining blood’s behavior at the boundary of
the domain, e.g. the vessel wall and the inflow and outflow parts. For a CFD model with appro-
priate simplifications and discretization techniques, these choices are the main determinants of
the final solution, and further attention to them will be given in chapter 2. The two most funda-
mental discretization techniques used in 3D blood flow modeling are the finite volume and finite
element methods. The finite volume technique has a slightly longer history and is used in most cur-
rent commercial CFD packages. It has the advantage of having a more intuitive description. The
finite element method is a more general approach and has originated from simulating the mechan-
ics of solids, such as vessel wall movement. Its application for fluid mechanics is more common in
academia at present.

Both these methods do not discretize the differential or strong form of the Navier-Stokes equa-
tions, but its integral form. The common finite volume formulation results from integrating equa-
tion 1.2 over a control volume and applying Gauss’ theorem for the convective and stress terms

ρ
∂

∂t

∫
V
vdV + ρ

∮
A
v(v · n)dA =

∮
A
(µ∇ · v − p) · ndA+

∫
V
gdV∮

A
v · ndA = 0

(1.5)

with V the volume of the domain,A the surface enclosing the domain and n the surface normal
vector. After splitting the full domain in a large set of finite volumes, these equations are set up for
every subvolume to discretize the Navier-Stokes equations for the full domain. An example for the
discretization of the conservation of mass for a cubic volume is shown in Fig. 1.9. Discretization
of the momentum conservation follows an analogous route, now also requiring the computation
of the viscous and pressure stress terms at the faces, requiring more elaborate interpolation tech-
niques. In general, many types of control volume shapes may be used, but by far the most common
for blood flow are tetrahedral elements, as these are most easily implemented in algorithms to mesh
complex arterial geometries.
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Figure 1.9: A visualization of the finite volume discretization for themass conservation. The full geometrymay be sub-

divided into tiny volumes, in this example cubes. For an incompressible fluid like blood, the sum of the fluxes through

the six sides of the square have to equal zero up to an accepted tolerance for a converged solution.

The finite element method solves a weak form of the Navier-Stokes equations, obtained after
multiplying equation (1.2) by a weighting functionw(x) and integrating over a volume.

∫
V

(
ρ
∂v

∂t
+ ρv · ∇v − µ△v −∇p− g

)
w(x)dV = 0∫

V
(∇ · v)w(x)dV = 0

(1.6)

Following the method’s terminology, these volumes are called elements, but they serve the same
function as volumes in the finite volume method. For the nodes of an element, velocity and pressure
are approximated by linear combinations of basis functions, commonly taken as polynomial func-
tions locally defined within one element. For one node, a global shape function is constructed by
assembling the basis functions of the elements that the node is part of. The solution is built by mul-
tiplying the global shape functions with the coefficients that are computed by the FEM solver. For
CFD codes of complex geometries of blood flow, piecewise first-order or linear basis functions are al-
most exclusively used at present. Figure 1.10 illustrates a basic example in one dimension of piecewise
linear shape functions.

In the computation of the coefficients, the choice of the weighting functionw is fundamental
for the resulting discretization scheme. In fact, for a particular family of weighting methods, the
subdomain collocation, with a uniform weight function within the subdomain and zero outside, the
finite element construction is equal to the basic finite volume method. 36,37 The weighting function
typically used when referred to the finite element method for fluids is the Petrov-Galerkin weighting.
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Figure 1.10: In the finite elementmethod, the solution approximation is built bymultiplying the global shape function

of the nodes (ψ1 − ψ9) by its computed coefficients (u1 − u9) and summing the contributions of all nodes.

In this weighting scheme, which takes the convective nature of the flow physics into account, the
weight function is dependent on the cell Péclet number, which depends on the ratio of convective
and diffusive forces. For the finite volume method, somewhat analogous upwinding schemes are
used to produce discretization schemes that reproduce physical flow behavior.

Both techniques involve a substantial body of technicalities regarding mesh topology, pressure-
velocity coupling and time stepping, which are fully detailed by Versteeg & Malalaserkera 38 for the
finite volume method and by Zienkiewicz et al. 37 for the finite element method. On top of that,
the matrix-system of equations set up by both methods is of such substantial size that, for pulsatile
blood flow problems, specialized parallellized computing resources and techniques, in combination
with efficient numerical solver schemes, form a prerequisite for achieving simulation times within
the order of hours or days. These will not be touched upon in this work.
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Essentially, all models are wrong, but some are useful.
George E.P. Box

2
Design of a clinical CFD pipeline

This methodological chapter deals with the steps needed to construct and run a CFD simulation
of a patient-specific anatomy and boundary conditions. For different arterial sites and the clinical
problem at hand, the appropriate modeling choices may naturally differ, as well as the available
anatomical and functional imaging modalities. The overall method presented here is geared towards
the femoral artery, but the techniques used translate easily to other arterial domains. Clinical applica-
tions in mind during the development of the method were the non-invasive prediction of wall shear
stress and pressure drops in the femoral bifurcation and its major branches.

The methodology is presented in four distinct phases: (1) segmentation of patient anatomy, (2)
determination of patient-specific boundary conditions, (3) volume meshing strategies, (4) constitu-
tive models and (5) CFD solver considerations.

2.1 Segmentation of a patient’s anatomy

For CFD on 3D patient-specific geometries, computed tomographic angiography (CTA) and mag-
netic resonance angiography (MRA) are commonly used as image acquisition tool. 34 For MRA,
some sequences (contrast enhanced) are more suitable than others (time of flight and phase contrast)
for subsequent image segmentation, as most segmentation tools assume the intensity to be directly
related to blood content (and not velocity). 39 A relatively novel imaging method that could be of
interest in endovascular settings is the rotational angiogram. This technique extends on a traditional
angiogram by having the source and flat-panel sink make a semicircle rotation (180-200 degrees)
while intra-arterial contrast is continuously injected upstream. A subsequent volume reconstruc-
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tion can be made using similar techniques as in CT-scanning, which has been used as input for CFD
simulations.40

One of the current clinical research focuses was to perform CFD simulations of a stented femoral
artery, as treated in chapter 5. However, for PAD patients with endovascular procedures of the
femoral artery, post-operative CTA’s or MRA’s are generally unavailable, as these are not part of rou-
tine clinical follow-up. To acquire a patient’s post-operative geometry, rotational angiography may
be an alternative with only a minor contrast, ionization and clinical workflow burden compared
to CTA. For this particular cohort, performing a rotational angiogram in a hybrid operating room
immediately after stent placement was a hypothesized alternative to CTA. Together with the radi-
ology team, several rotational angiograms were tried peri-operatively with the current Philips Xper
FD20 system with 3D-RA software. However, practical issues with the scanner’s motion bodyguards
in an active operating room setting limited the success rate to 1 out of 3 procedures, in which the
catheter was not optimally positioned to deliver contrast medium to the profunda femoral artery.
With further practice this may be improved, but experience from other centers shows that mainly
new Philips software or equipment (the VesselNavigator software or an Azurion workstation) is
likely to boost the feasibility of rotational angiography.

Segmentation Reconstruction of arterial anatomy from 3D imaging data is a fast developing field,
featuring many different underlying mathematical approaches.41 Important aspects for clinical CFD
simulations are that user input in the segmentation process is minimal and that the segmented ge-
ometry is of sufficient smoothness, which can be challenging for noisy imaging data. Table 2.1 sum-
marizes three approaches from different software suites that I experimented with. I have chosen to
work mainly with the approach incorporated in VMTKlab, primarily due to the minimal amount
of user input throughout the various steps.

Table 2.1: Segmentation software

Name Method Considerations

Mimics Region-growing Fast and robust. Sensitive to noise and
contrast inhomogeneities.

SimVascular Centerline and cross-section
contours (2D); wave
propagation (3D)

High level of user control. Wide toolset and
open-source. 2D-segmentation
time-consuming.

VMTKlab Implicit active contours Elegant approach with minimal user input.
Some software instabilities.
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(a) Surface initialization bywave propagation (b) Surface regularization by advection to the vessel

wall and smoothing constraints

Figure 2.1: Segmenting a femoral bifurcation in VMTKlab. The red dots are user-defined endpoints. Small side-

branches are intentionally lost during the regularization due to internal smoothing forces.

The VMTK software is anchored on the level-set technique of implicit active surfaces. 39 First,
an initial level set function ϕ0 with zero-level isosurface S(t) is formed based on wave propagation
from user-defined seed points, with a wave speed determined by local image intensity. Second, de-
formation of the isosurface S(t) due to evolution of the level set function by image and shape-based
forces is modeled by the PDE

∂ϕ

∂t
= −w1

1

1 + |∇I|
|∇ϕ|+ 2w2∇ ·

(
∇ϕ
|∇ϕ|

)
|∇ϕ| − w3∇|∇I| · ∇ϕ (2.1)

with∇I the image intensity gradient andwi user-set weighting terms from 0 to 1. The terms as-
sociated with the weights model, respectively, shape inflation inversely proportional with the image
gradient (w1), smoothing of the model shape based on its mean curvature (w2), and advection of
the shape towards the ridges of the image gradient magnitude (w3), the vessel wall. For very clean
image data, evolving the surface by just the advection force may prove sufficient. For most image
data, however, applying the smoothing force is necessary. The smoothing based on mean curvature
is likely to shrink the surface to some extent, which should be adjusted for by compensating with the
inflation term. 39 Conversely, the surface shrinking effect, especially pronounced for tiny vessels, can
be used to cut small side-branches during segmentation, as has been done in figure 2.1.
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2.2 Patient-specific boundary conditions

Boundary conditions dictate the velocity, flow rate, pressure or a relation between flow and pressure
at the inlet and outlet(s) of the model. Various combinations of these are possible in formulating
a well-posed problem in combination with the Navier-Stokes equations on the flow domain. Ac-
curate boundary conditions are essential for realistic CFD predictions, but deriving representative
boundary conditions for an individual patient is challenging.

Inlet At the inlet, a velocity distribution (Dirichlet boundary) or pressure waveform (Neumann
boundary) can be prescribed. Typically, only clinical information on flow rate can be reasonably
acquired, as pressure cannot be measured sufficiently accurate by non-invasive means and velocity
distributions in an axial plane is at present only available through PC-MRI, not available in most
clinics. The mapping of a known flowrate to a velocity distribution requires additional assump-
tions. Commonly, flow is assumed to be fully developed at the inlet, so that the velocity field can be
derived from Womersley’s analytical solution, also for slightly non-circular cross-sections by trivial
linear rescaling.42 Assuming a fully developed flow instead of a patient’s measured velocity profile
was shown to effect wall shear stress and oscillatory shear index by 5-10% in a carotid bifurcation,
where the Womersley number is 4 on average.43

Outlets For the outlets, numerous types of boundary conditions are possible. Traditional bound-
ary conditions imposing time-dependent velocity or pressure at the outlets are impractical, as these
are hard to acquire clinically and tough to apply in a manner consistent with pressure propagation
due to wall motion.44 Constant-pressure boundaries (traction-free boundaries) are quite often seen
in literature, even in the case of multiple outlets as for the femoral bifurcation,45 but these assume
that the distal vascular beds have equal impedance,46 which is rarely the case. Boundary conditions
more suited to reflect the distal vasculature enforce a well-matched impedance, i.e. pressure-flow
relationship, at the boundary. These range from a simple resistive relation ( P

Q= constant), or the
Windkessel RCR-model, to more complex impedance functions. Only the latter two can realisti-
cally model wave propagation, as the resistive condition forces flow and pressure to be in phase.44

For the carotid bifurcation, a resistance boundary condition compared to a well-tuned RCR-model
produces wall shear stress and oscillatory shear values that deviate by about 10-30%.47

The femoral bifurcation For patients with PAD, duplex ultrasound data is commonly avail-
able, whereas PC-MRI is not. After a femoral-popliteal duplex examination, time-varying peak
velocity in the distal common femoral, proximal profunda, and proximal, mid and distal superfi-
cial femoral artery is typically stored. After transforming these into flow rates, discussed in the next
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Figure 2.2: The conditions applied to the boundaries of the femoral bifurcation. A time-varying flowrate is enforced on

the inlet and a pressure-flow relationship is enforced on the outlet, through RCR-models of the distal vasculature.

section, two observations underline the need of individual patient-tuned impedance boundary con-
ditions. First, after measuring flowrates in a set of young individuals (7 people aged 20-30 years, not
reported in this thesis), it became apparent that substantial natural variation in both the mean flow
distribution towards the AFS and AFP, as well as variation in the level of flow pulsatility existed.
Second, PAD patients who need femoral artery treatment typically show co-existing disease in the
popliteal or one or more tibial arteries, in response to which collaterals stemming from the AFP may
develop.48 These can significantly impact the flow rate distribution towards the AFP and AFS.

To be able to model these variations, RCR-models are chosen as outlet boundaries. Resistive
boundaries cannot model differences in pulsatility between the AFP and AFC, and do not yield re-
alistic pressure profiles, a prerequisite for additional simulation of vessel wall motion. For the inlet,
the flowrate derived from duplex measurements is imposed as time-varying velocity distribution
based on the Womersley profile. Fig. 2.2 displays the modeling approach of the boundary condi-
tions. The RCR-values have to be tuned such that, when the inflow is set by the known AFC profile,
the flow rate profiles in the AFS and AFP resemble the profiles measured by duplex. The follow-
ing approach is taken: (1) compute the combined total resistance based on mean flow and pressure
values (Rt = P̄

F̄
), (2) determine the proximal AFP and AFS resistanceR1 as measured by West-

erhof and colleagues49, then theR2 values can also be calculated, (3) calculate a total compliance
value that produces a physiologic pulse pressure, (4) tune the individual contribution of the AFP
and AFS compliance to match the measured AFP and AFS flow profiles. For the last step, a parallel
RCR-model in SimuLink was built. The proximalR1 values may additionally be tuned in case of
proximal stenoses in the AFP or AFS or when a substantial phase shift is present between the AFP
and AFS flowrates that cannot be modeled by differential compliance alone.
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2.2.1 Deriving flow rate from duplex ultrasound

Two approaches were tested in volunteers to compute a time-varying flow rate from duplex mea-
surements. The first approach employs a wide ultrasound beam for uniform insonofication of a full
axial arterial cross-section. 50 The average of all measured velocities then equals the axially-averaged
velocity, which is calculated by the Doppler device and multiplied by the ultrasound determined
cross-sectional area. The second approach instead directs a narrow ultrasound beam into the vessel
and collects a small volume sample from the central lumen, in order to record the peak velocity in
the centerline. 51 By assuming a fully developed flow profile, a corresponding flow rate is computed
through Womersley’s theory 52,53

Q(t) =
∞∑
k=0

Q̂k · exp(ikωt)

Q̂k = πR2ûk
J0(i3/2αk)− 2

i3/2αk
J1(i3/2αk)

i3/2αk − 1

(2.2)

withQ and Q̂ the flow rate and its Fourier coefficients, û the Fourier-coefficients of the center-
line velocity,R the vessel radius, Jx the Bessel-function of the first kind of order x, and αk the
frequency-dependent Womersley parameter, equal to Eq. 1.4 multiplied by

√
ω.

The first method is more optimal in that it makes no assumptions on the flow profile. The sec-
ond method is more practical because it can be applied on routine duplex measurements of the
femoral artery, also retrospectively. As the ultrasound manufacturer could not give access to the
raw data, a Matlab GUI (Fig. 2.3) was built to extract velocity tracings from duplex image data. In
an in-vitro setup, the first method provides a level-of-accuracy of about 5-10% for flow rates of 500
mL/min, but in the anatomically more challenging femoral arteries, both inter- and intra-observer
variabilities of 15-20% are reported 54, with an exceptional 40% variability for the PFA. The variability
originated mostly from the mean velocity component and less so from the diameter estimation. In
our sample measurements (7 with method 2, 1 with method 1), similar high levels of variability were
seen for both methods, and on average only 80% of total volume flow in the AFC was recorded in
the AFS and AFP measurements.

2.3 Volume meshing

After segmenting a patient’s geometry, the vessel lumen must be discretized into many tiny volumes
to create a volumetric mesh. The edge size of one volume typically ranges from 0.3-1.0mm, gener-
ating meshes of a few 100.000 to over 10 million cells for a femoral bifurcation (mesh size grows
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Figure 2.3: AMatlab GUI was designed to retrieve time-varying velocity data from clinical duplexmeasurements, for

which raw data could not be extracted. The GUI features color filtering and pixel tresholding as image pre-processing

and traces the curve by taking the pixels farthest from the zero-velocity line. Smoothing of the result is implemented

by reconstruction in the frequency domain with a user-controlled number of fundamental frequencies.
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Figure 2.4: Common building blocks for a CFDmesh. A pyramid can bemade by joining two tetrahedrals, a prism by

three tetrahedrals and so on.

with the inverse cube of edge size). Meshing is an important step in simulations, as it can greatly im-
pact the accuracy of the solution. After meshing, the CFD solver discretizes the conservation laws
through the procedure described in section 1.4.1, which produces discretization errors that relate to
the mesh edge size. Commonly the error increases linearly or with the square of the mesh size (1st or
2nd-order scheme). It is therefore imperative to assess if a mesh has reached convergence, meaning
that the discretization error has shrunk to acceptable limits. This is done by inspecting the effect
of subsequent mesh refinements on the quantity of interest in the final solution; if the quantity
no longer changes appreciably with further refinement, the mesh is converged. As this is very time
consuming to compute for pulsatile flow, usually the case of steady flow is taken as substitute.

Table 2.2: Meshing software

Name Meshing method Considerations

Ansys ICEM Unstructured Supports a hybrid mesh with hexahedral core. 55 Many
steps involved.

SimVascular Unstructured Fast and easy, no hybrid meshing.
pyFormex Structured Specialized module for structural meshing of arterial

bifurcations40

For cardiovascular models, two main meshing approaches exist: structured meshing with hexa-
hedrals, or unstructured meshing with tetrahedrals. A structured mesh has tremendous advantages
in computation time and accuracy, but is rather difficult to generate for complex geometries like an
artery. Conversely, decent and fast meshing algorithms exist for tetrahedral meshing, at the cost of
longer computation times for similar levels of accuracy. For this work I have opted for the latter.

As wall shear stress is a derivative measure of near-wall velocity, its accuracy benefits from a high
spatial resolution in the normal direction of the wall. For that purpose, the boundary region is
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Figure 2.5: Example of a coarse tetrahedral mesh, created with SimVascular, of the segmentation of the femoral bi-

furcation shown in Fig. 2.1. The area near the wall has beenmeshedwith three prismatic layers to improvewall shear

stress accuracy.

meshed with a stacked layer of three prisms, see Fig. 2.5.

2.4 Constitutive models

To complete the physical description of the system, material properties for blood, and possibly the
vessel wall, have to be specified. These include a constitutive model, which describe the stress-strain
relationship, and material constants. In the Navier-Stokes equations given in Eq. 1.2, it was implic-
itly assumed that blood has a constant viscosity. Blood is in fact a non-Newtonian fluid with shear-
thinning behavior relevant to flow in large arteries, owing to the influence of red blood cells. This
can be modeled by specifying viscosity as a non-linear function of shear rate through increasingly
complex relations like a power law, Casson, and Carreau-Yasuda models. 56 The effects of different
viscosity models have been documented in several studies on patient-specific flow in the carotid
bifurcation and were shown to change wall shear stress magnitude by 5-10% without changing its
qualitative distribution over the vessel wall. 57,58,59 As the non-Newtonian effect is of smaller mag-
nitude than the accuracy of geometric segmentation, outflow conditions and wall motion, blood is
approximated as Newtonian in this work.

The material constants that need estimation for a Newtonian model are blood density and vis-
cosity. As dimensional analysis of the Navier-Stokes equations shows, it is the ratio of the two that
determines a fluid’s behavior (kinematic viscosity ν = µ

ρ , see Eq. 1.3). As clinical measurements of
hematocrit are routinely available, this is the most practical input to estimate these constants on a
patient level. Blood density is rather constant and depends on hematocrit to a small degree, ranging
from 1045-1060 kg.m−3 for hematocrit ranging from 0.35-0.55.60 Viscosity of blood varies consid-
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erably more with hematocrit content, ranging from 3-6 mPa.s for the same hematocrit range.61 For
current purposes, it can be approximated by Batchelor’s formula 56

µblood = µplasma(1 + 2.5ϵ+ 6.2ϵ2) (2.3)

with ϵ the volumetric cell fraction of blood, considered equal to hematocrit, and the viscosity of
plasma equal to 1.2 mPa.s. 56 Blood viscosity will be estimated by this formula, whereas blood density
will be assumed constant at 1059 kg.m−3.

2.5 CFD solvers

After meshing the domain and defining the conditions at the boundary of the domain and the ma-
terial properties, the solver discretizes and solves the Navier-Stokes equations on the mesh. For the
present goal of computing flow in the femoral artery, the applicability of two different solvers has
been assessed, both on the range of physical phenomena they can model and on practical grounds.
CFD solvers are typically either commercial software, an open-source initiative developed by multi-
ple research groups or in-house schemes used by an academic group. A brief review of relevant solver
terminology is first given here, after which the commercial solver Ansys Fluent and the open-source
SimVascular solver are compared. A number of other solvers that have been aplied to blood flow has
been reviewed by Randles et al. 62

For the computation of blood flow in a 3D-domain, the resulting system of equations generally
cannot be solved by a direct method due to unreasonably high memory and computational time re-
quirements.63 Solvers therefore use an iterative approach, in which several iterations of a numerical
scheme produce an increasingly accurate approximation of the solution at one time-step. For each
timestep, solvers can be set to perform a set amount of iterations, keep performing iterations until
the accuracy reached a defined treshold, or a combination of both. Certain physical phenomena like
turbulence or backflow at an outlet may limit the solver’s ability to converge towards an accurate
solution for parts of the cardiac cycle. The behavior of the residual (i.e. the solution’s deviation from
the conservation of momentum and mass) must therefore be assessed on convergence over all steps
of the cardiac cycle during or after the computation.

Fluent is a widely used commercial solver based on the finite volume method. Its approach is
generic, making it applicable to many flow regimes. Owing to its universality, application-specific
boundary conditions like RCR-outlets are not a default option, but these can be added through
user-defined functions. Typical of a commercial solver, the software’s features are thoroughly doc-
umented, but the in-depth implementation of the solver’s algorithms is unknown and cannot be
changed, as this information is proprietary. SimVascular is an open-source software that has at its
basis the PHASTA finite element code for incompressible flows,64 a generic-purpose code that sup-
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Table 2.3: CFD solvers

Name Discretization Considerations

Ansys Fluent Finite volume Implementation of turbulence models, full FSI through
coupling with structural solvers.

SimVascular Finite element Full cardiovascular modeling pipeline, dedicated
cardiovascular boundary conditions, backflow
stabilization, cost-effective wall modeling, open-source.

Figure 2.6: Partial flow reversal at an outlet, as can occur if a stenosis is present upstream. During solver iterations,

the solution can evolve from the first to the third velocity profile, as all three profiles satisfy mass conservation. This

may predispose to divergence of the computational solution, which can be prevented by adding an artificial traction

proportional to velocities directed inwards into the domain. Reproduced fromMarsden & Esmaily-Moghadam 66

ports basis functions of linear and higher orders and which has been applied to laminar, turbulent
and multi-phase flows. SimVascular has adopted the code for linear basis functions and extended
and optimized its use for cardiovascular flows through the addition of backflow stabilization,65

multiscale coupling with physiologic boundary models,66 a coupled momentum method67 and
improved numerical algorithms.63

Backflow stabilization The consideration of backflow is particularly relevant, as the femoral
artery is characterized by flow reversal at the start of diastole, which involves phases of partial and
full flow reversal at the outlets. Another situation where partial flow reversal occurs is when up-
stream structures like stenoses create vortices that flow through the outlet. As outlined in Fig. 2.6,
partial flow reversal at a Neumann (pressure) boundary creates ambiguity in the velocity profile
solution. Information on the velocity profile outside of the boundary is by definition unavailable,
so the inward velocities are not constrained in their value as there is no unique velocity profile that
satisfies the conservation of mass. Especially velocities in the direction tangent to the boundary are
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unrestricted for backflow, as these do not impact the mass flow through the outlet. This situation
typically impedes convergence of a solver and some form of stabilization is needed. Most commer-
cial solvers including Fluent restrict velocity at the outlet to have non-zero value only in the direc-
tion normal to the boundary, which works sufficiently for cases in which no strong secondary flow
occurs near the outlet. However, if the outlet is in a region of vessel curvature, or not normal to the
primary flow direction, this method cannot represent the secondary flows and may lose stability.65 A
common solution then is to extend the outlet with a straight tube in which flow can return to a de-
veloped profile. A more cost-effective way that has been shown to work for a variety of challenging
conditions is adding artificial traction, which can be interpreted as pushing backflow at the outlet
slightly in the direction of the outward normal. This is the stabilization approach used by SimVascu-
lar.

Transitional flow Second, the onset of transitional flow, like a post-stenotic jet breakdown,
puts upper-bounds on the spatial and time resolution for which the flow’s turbulent behavior can
be appropriately captured. The spatial mesh must have a resolution that resolves the Kolmogorov-
scale, the scale at which the chaotic velocity fluctuations in turbulent flow are finally balanced and
dissipated by viscous forces. If this scale is resolved, the simulations are termed direct numerical
simulations (DNS) of turbulence. For a 3D-mesh, the number of nodes required roughly equals
Re9/4 for fully turbulent flow, 38 which, combined with the additional constraints on the timestep,
currently requires the use of the world’s best computing clusters for small Reynolds numbers of
2300-4000. Still, for not very critical stenoses (say<85% area-reduction) that produce transitional
flow in these Reynold orders, a direct numerical approach with a regionally refined mesh in SimVas-
cular compared favorably to an in-vitro counterpart.68 The turbulent flow irregularities were found
to decrease with increasing mesh resolution, making mesh convergence hard to assess.

Alternatively, the turbulent behavior can be approximated by a turbulence model. SimVascular
currently does not include turbulence models, whereas several common models can be applied in
Fluent. Normal spatial and timescales can then be used, and the increased turbulent energy loss is
modeled by adding a flow-dependent turbulent viscosity. Turbulent characteristics are very flow
and thus problem-dependent, however, making it hard to choose a turbulent model and its parame-
ters when faced with a patient’s unique anatomy and boundary conditions. For Reynolds numbers
up to 500, classical Wilcox turbulence models seem to perform adequately for predicting pressure
drops and velocity profiles.69 For the case of post-stenotic jet breakdown downstream of a 75%-area
stenosis, several commonly applied turbulence models fell short in predicting the site and nature of
jet breakdown when compared to a DNS benchmark, however.70 More complex large-eddy simu-
lations71,72 were better able to capture this flow regimen. All in all, reliably capturing the wall-shear
stress patterns of strong post-stenotic turbulence in patient-specific cases seems out of reach for CFD
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at present, but realistic pressure drops may be attainable.

Wall motion For the simulations in this thesis, the wall is simply modeled as rigid. Yet for fu-
ture extensions of the simulation method, it is relevant to address the solver’s capabilities for addi-
tional simulation of wall motion. Several approaches are possible for implementing the effect of
wall motion on the dynamics of blood flow. These are collectively called fluid-structure interaction
models and range from the embedding of part of the structural mechanics into the Navier-Stokes
equations up to coupling of a full structural solver with the fluid solver, effectively running two sim-
ulations that exchange information with one another. These are called partitioned approaches, as
the full problem is distributed over two solvers. The associated computational cost and modeling ex-
pertise required are often substantial, but the advantage is that common, well-developed solvers can
be used, allowing a wide variety of complex models if needed. Ansys provides coupling algorithms
for connecting its Fluent solver to its structural Mechanical solver, which for instance has been used
to model fluid-structure interaction that differentiates between the mechanical properties of the ar-
terial and venous side of a shunt.73 Wall motion did not change the qualitative distribution of wall
shear stress, however, so a structural solver is probably not clinically relevant in this case. The use of
an additional structural solver may only be necessary in problems where plaque or wall rupture are
relevant.

If the structural mechanics themselves are not important, but only their effect on the mechanics
of blood are of interest, relatively simple and cheap schemes in terms of computational resources
are able to model the compliant behavior of the vessel wall and the propagation of pressure waves.
SimVascular has embedded such an approach, the coupled momentum method (Fig. 2.7).67 In this
method, fluid at the wall nodes is no longer restricted to zero velocity (the no-slip condition), but is
allowed to have momentum directed radially outward of the domain. The elastic mechanics of the
wall are modeled linearly by adding a traction that provides a counterpressure against the outward
movement of fluid flow. By including several further strategies like stabilization by transverse shear
modes, this interaction can be incorporated into the weak form of the Navier-Stokes equations and
solved by a fluid solver. Such a monolithic technique solves or combines the equations of fluid and
structural mechanics at once, usually limiting them to more simplified models of the interaction
but requiring less computational time. Modeling wall motion with SimVascular for example dou-
bles the computational time for walls with uniform properties, whereas more complex partitioned
approaches may require ten times the simulation time or more.

Practical considerations Other considerations of choosing an appropriate solver include
the simulation time and the ease of stepping through and reviewing all stages of a patient-specific
CFD simulation. An important determinant of simulation time for cardiovascular models is the

29



Figure 2.7: An exemplification of the coupledmomentummethod employed by SimVascular tomodel wall motion. The

wall is modeled as a thin elastic membrane and allowed tomove under fluid pressure. The fluid’s momentum at the

boundary is coupled with the wall’s momentum, which effectively models the artery’s compliant behavior, storing fluid

in systole as shown here. Reproduced from Figueroa et al. 67

numerical approach of the boundary models. In most cases, the resistance of the microvasculature,
modeled by the RCR boundaries, is orders of magnitude higher than the resistance of the arterial
anatomy in the 3D-computational domain. Consequently, in a situation with two outlets the mass
flow rate distribution and therefore the overall solution is dominated by the boundary conditions,
which translates to an ill-conditioned matrix and slow convergence of iterative techniques if not ac-
counted for. SimVascular compensates for the boundaries’ dominant effect by pre-conditioning the
matrix,74 likely giving it substantial speed benefits over Fluent with user-defined RCR’s. A second
and more general requirement for simulation speed is parallellization, the effective distribution of
the computational work over multiple cores. In this regard, Fluent appears to perform adequate
with 70% strong-scaling at 512 cores75, yet SimVascular’s code has demonstrated 90% strong-scaling
up to 30.000 cores.76 Although a fair comparison of solution times should be based on the same
flow problem, which to my knowledge has not been reported in the literature, it is likely that Sim-
Vascular is the faster solver for most blood flow problems. Another considerable advantage of Sim-
Vascular is the integration of segmentation, meshing and solver capabilities into one streamlined
software pipeline, which enhances the overview of a patient-specific project and decreases the learn-
ing curve of the full simulation cycle.

Conclusion As addressed in following chapters, clinical problems of interest in this work are
the computation of pressure drops over subcritical stenoses and the prediction of wall shear stress
in patient geometries. Turbulence models and full structural simulation of wall motion are not rele-
vant to these cases, limiting the advantages of the Fluent solver. SimVascular, in contrast, has many
readily available customizations that make it a very fast and stable solver for blood flow and it em-
beds cost-effective strategies for modeling backflow and wall motion. Further advantages include its
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modeling pipeline that follows the steps of segmentation, meshing and modeling outlined within
this chapter. SimVascular is therefore employed as solver (and mesher) for the simulations in this
work. It has been compiled on the POF cluster in Twente that hosts two nodes of each 64 process-
ing cores, formed by 4 AMD Opteron 16-core central processing units.
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If you thought that science was certain - well, that is just
an error on your part.

R.P. Feynman

3
Flow through the femoral artery

bifurcation

3.1 Introduction

Atherosclerotic disease commonly affects the arterial vessels supplying the lower limbs. 14 The preva-
lence of peripheral artery disease (PAD) is highly age-dependent and rises over 10% among patients
in their 60’s and 70’s.2 With half of PAD patients having lesions in the femoro-popliteal trajec-
tory,77 the femoral artery is the most common site of occlusive disease. Lesions often present down-
stream of the femoral bifurcation or at the femoral artery’s passage through the adductor channel. 24

A likely contributor to the abundance of atherosclerotic plaques in the distal arteries is the oscilla-
tory nature of flow. Below the level of the renal arteries, substantial reverse flow develops at the end
of systole. This leads to regions of low and oscillatory shear stress on the vessel wall, associated with
plaque formation. 19 The combination of a high vessel compliance with a high peripheral resistance
for the distal vasculature combined with a low compliance and resistance for the renal arteries is an
elegant way to model the flow reversal in the region distal to the infrarenal aorta. 22

To what extent a differential contribution of peripheral arteries to overall peripheral compli-
ance affects flow features in branching sites has to our knowledge not been previously assessed.
When considering the simple case of two outflow RCR-boundaries, a common assumption if time-
dependent outflow division is unavailable is to set the compliance ratio inversely equal to the periph-
eral resistance ratio, effectively mimicking an equal RC-time that will cause outflow rates to be in
phase and of similar pulsatility. For the femoral bifurcation, 4D-MRI has shown that outflow in
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the profunda femoral artery (PFA) and superficial femoral artery (SFA) is typically out of phase in
healthy participants, with an onset of peakflow in the PFA earlier in time compared to the SFA.78

Phase differences between outflow profiles alter the instantaneous flow division during key parts
of the cardiac cycle and can impact the onset and growth of recirculation zones seen at bifurcations,
especially at T-like junctions where the pressure gradient that forces momentum into the (almost)
right-angled daughter branch creates recirculating flow during flow deceleration (see Fig. 1.8b). It
may therefore be an influential modeling choice for outflow boundary conditions.

A clinically relevant topic is the interaction of mild stenotic lesions with flow at bifurcation sites.
When lesions at the femoral bifurcation are present, often all three common, superficial and deep
femoral arteries end up developing significant plaque. In a previous study, the effect of a down-
stream SFA stenosis on flow in the bifurcation was simulated.45 It possibly augmented flow sepa-
ration at the bifurcation in case of biphasic or triphasic flow, but comparison with a control model
without stenosis was not performed. A stenosis located in the common femoral artery, upstream
of the bifurcation, is hypothesized to more severely impact flow separation at the bifurcation due
to jet formation.79 If true, a common femoral artery (CFA) stenosis, also if asymptomatic, may en-
hance plaque development or progression in the bifurcation and proximal daughter vessels, perhaps
warranting earlier interventions than in current clinical practice.

Therefore, we studied how a stenotic lesion in the CFA impacts flow in the femoral bifurcation
with computational fluid dynamics and particle image velocimetry. A second goal was to validate
the SimVascular solver in complex conditions of transitional flow through a bifurcating artery. A
control model and a stenotic model with different outflow conditions in terms of RCR compliance
were investigated.

3.2 Methods

For two idealized geometries, experimental flow visualization and computational fluid dynamics
were used to assess flow features. With a pulsatile flow setup mimicking physiologic flow observed
in healthy participants, biplane particle image velocimetry was performed to experimentally measure
3D flow vectors in a line approximating the central lumen line of the CFA and SFA arteries. From
the experimental visualization, boundary conditions were collected and used to simulate the the
three-dimensional pulsatile flow with the finite element SimVascular solver. The measured vectors
on the central lumen line were compared between the experimental and numerical predictions to
validate the CFD method for the simulation of pulsatile flow in a bifurcating artery, with regimens
of post-stenotic transitional flow during systole.
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(a)Model 1 - control model (b)Model 2 - 75%-area stenosis (c)Biplane PIVmeasurement

Figure 3.1: The two femoral bifurcationmodels investigated in this study. Experimental flow visualization for the two

models is performed using particle image velocimetry in the orthogonal planes drawn in the rightmost figure. The

camera window size of approximately 3x3 cm is illustrated for the coronal plane.

3.2.1 Geometry

Reference values for diameters and take-off angles of the common (CFA), superficial (SFA) and
profundis (PFA) femoral arteries were based on a literature study by Technical Medicine student
Jeanette Tas. Only take-off angles in the plane of the bifurcation were considered, to facilitate flow
visualization with particle image velocimetry. The curvature of the upstream iliac artery was not
modeled due to restrictions on model size. The final geometry is shown in Fig. 3.1. Lengths of the
vessels were 44, 210 and 126 mm for the CFA, SFA and PFA respectively.

A stenotic lesion was placed 0.5D (vessel diameter) upstream of the bifurcation in the second
model. The stenosis was concentric in shape and had a length of 1D, with half of its length enticing
the full narrowed diameter and the other half modeled as lofted transition between healthy and
stenotic diameter with SolidWorks 2017 [Dassault Systèmes Solidworks Corp, Waltham, MA]. A
diameter reduction of 50% was set, leading to a clinically significant area-reduction of 75%.

3.2.2 Experimental flow visualization

Transparent flow phantoms were constructed in a two-step production process. The models were
printed with Acylonitrile Butadiene Styrene (ABS), over which a dearated silicone elastomer (Syl-
gard 184; Dow Corning GmBH, Wiesbaden, Germany) was cast. A flow loop with circulating ace-
tone was used to clear the ABS material from the mixture and create a flow lumen in the silicone.
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Figure 3.2: Experimental flow circuit. Q represents a flowsensor.

Next, the model was placed in a controlled flow setup, displayed in Fig 3.2. At the inlet, a hy-
draulic piston pump (SuperPump, ViVitro labs, Victoria, Canada) was used to enforce time-varying
forward flow. Distal vascular beds were modeled as RCR-components (the proximal R was in-
advertently modeled by the high resistance of the proximal flowmeters). During the backflow
phase, the pump closes the inlet valve and sends a trigger signal to the solenoid valve to allow re-
verse flow driven by the pressurized compliance chambers, in a sense analogous to the reverse flow
from the femoral artery into the renal arteries. 22 The distal flow sensors were used to set the distal
resistances to desired levels and the proximal flow sensors were used to tune the compliances. A
blood-mimicking fluid composed of water, glycerol and sodium iodide (47.4:36.9:15.7 weight-ratio)
was used to match blood viscosity and silicone refractive index. A cone rheometer was used to con-
firm and determine the linear viscosity of the solution under steady, increasing shear up to strain
rates of 100 s−1.

Similar to our previous experiments, 80 fluorescent particles were added to the fluid and particle
image velocimetry with a sheet of laserlight and a high-speed camera (1024 x 1024 resolution at an
imaging plane of approximately 5x5 cm) was used to capture flow vectors. Model 1 was captured
with 2000 fps, model 2 was recorded at 4000 fps with a short shutter time to capture the fast post-
stenotic flow with minimal particle smearing. To be able to reconstruct three-dimensional vectors
on a line approximately coinciding with the center lumen line of the SFA, a biplane measurement
was performed for each setting. Image data was processed with the PIVlab toolbox 81 in Matlab. A
two-pass FFT cross-correlation analysis (first pass interrogation window 64x64 pixels with 50% over-
lap, second pass 32x32) was performed, providing a 2D velocity vector field with approximately 0.7
mm interspacing between vectors. The vector field was ensemble-averaged over 10 cycles to produce
the final PIV-result.
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3.2.3 Boundary conditions

Time-dependent volumetric flow rates in healthy femoral geometries have not previously been re-
ported. To the best of our knowledge, only data for diseased populations is available in the literature.
Duplex measurements in 7 healthy volunteers aged 20-30 years (4 male) were performed to obtain
normal volumetric flowrates in the CFA, PFA and SFA arteries. Time-varying volumetric flow was
computed based on centerline velocity measurements, by assuming a fully developed developed and
using Womersley’s formula (Eq. 2.2).

A fully developed, triphasic profile was set at the inflow, based on the subject-averaged CFA in-
flow profile. The amplitude of the pump was set such that a flow volume of 14.6 mL was ejected
during forward flow. The downstream vasculature was modeled at the outlets with 0D RCR condi-
tions.44 Total resistance was set such that a backflow volume through the valve of 5 mL per stroke
was achieved, while the ratio of the two distal resistances was set to achieve a mean flow distribu-
tion of 40:60 for the SFA:PFA. The proximal flowmeters at the SFA and PFA turned out to have a
rather high resistance due to two nozzle sections with an internal diameter of approximately 3 mm.
To reach the desired backflow volume, the distal resistances had to be put at high levels to have suffi-
cient pressure build-up in the compliances that drive backflow during the pump’s retraction phase.
Mean pressures of 150-200 mmHg were tolerated as the experiment focused on flow patterns.

In the duplex signals, two characteristic situations were observed. During the backflow phase in
the CFA, either (1) both SFA and PFA showed concomittant backflow, or (2) backflow was dom-
inant from the SFA, with the PFA showing minimal reversed flow. These conditions were recon-
structed by distributing total compliance over the SFA and PFA outlets roughly in the same ratio as
total resistance (compliance setting 1), or with distal compliance of the SFA roughly twice as high as
the PFA (compliance setting 2). Model 1 was analyzed with both compliance settings, the stenotic
model 2 only with compliance setting 1.

Although helpful in monitoring the experimental boundary conditions, the resolution (1000
pulses/L for the distal and backflow sensor, 4000 pulses/L for the proximal sensors) of the flow
sensors was inadequate to extract accurate boundary conditions for the CFD model. The PIV vector
field in the coronal plane was instead used to derive inlet and outlet flows. Near the inlet and outlets,
the velocity profile over a cross-sectional line was integrated over the radius and angle according to

Q(t) =

∫ π/2

−π/2

∫ R

−R
u(r, t)|r|dr dθ (3.1)

withQ the flowrate,R the radius of the cross-section, u the velocity normal to the plane, r the
radius and θ the angle. Thus, the 2D velocity profile in the PIV-plane was assumed to represent the
3D cross-sectional profile. This does not imply full axisymmetry of flow, but limited axisymmetry
over a semi-circle. Due to the PFA’s angle in the imaged view, only lines of vectors angled to the pri-
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mary flow direction were available after analysis. Flux through a plane angled to the primary flow
direction was therefore evaluated, modifying Eq 3.1 to account for the elliptical area over which inte-
gration was performed.

3.2.4 Computational fluid dynamics

Mesh generation and numerical simulations were performed with the open-source SimVascular soft-
ware,42 which uses a stabilized finite element method64 to solve the incompressible Navier-Stokes
equations (body force term emitted)

∂v

∂t
+ v · ∇v = ν△v +

∇p
ρ

∇ · v = 0

(3.2)

with v the velocity field, ρ the pressure field and ν the kinematic viscosity of blood (assumed con-
stant). The transient boundary-value problem is set with a Womersley profile imposed at the inlet,
time-varying pressures at the RCR-outlets44 and a no-slip condition at the vessel wall (vwall = 0).
The solver uses a backflow stabilization method65 to handle the expected mass flow reversal at the
outlets. The blood vessel is modeled as a rigid wall, similar to the flow phantoms in the experimental
setup.

The meshing strategy for model 1 consisted of a regular TetGen mesh with three prism layers near
the vessel wall. Mesh convergence was judged by running static simulations at an inflow rate of 15
mL/s, equal to the mean of the absolute triphasic inflow (Fig. 3.3) and was considered converged
when the area-averaged WSS changed no more than 1% when doubling the mesh size. For model
2, the converged mesh settings from model 1 were applied to produce an initial mesh, but the mesh
was locally refined in a sphere region covering the stenosis and the downstream bifurcation. The
local mesh refinement was increased until mesh convergence was reached. The model exhibited
transitional flow for a steady inflow corresponding to a Reynolds number of 620, impeding mesh
convergence judgment. A time-averaged solution was instead used to assess mesh convergence.

3.2.5 Comparison of piv and cfd

Results of experimental and computational flow evaluation were qualitatively compared by their
in-plane velocity contours and quantitatively by a simple error comparison of velocity vector mag-
nitude along the line that bisects the orthogonal image planes (E = S − D, with S the simulated
result andD the measured result). 82 For the transitional post-stenotic flow in model 2, a Reynolds
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Figure 3.3: Boundary flow conditionsmeasured by the pump and flow sensor output for the first model with compli-

ance setting 1.

decomposition approach was taken by comparing time-averaged data over 8 cycles from the CFD
solver with the time-averaged data of 10 PIV flow cycles.

3.3 Results

3.3.1 Boundary conditions

The measured inflow and outflow conditions for the PIV setup with compliance settings 1 are
shown in figure 3.3. The pump’s flow output for its forward moving phase has been plotted, along
with the backflow sensor’s discernible peak signal during the retraction phase of the piston pump.
The time response of the used flowmeters was inadequate to accurately capture the backflow phase.
The backflow sensor behind the valve reported non-zero flowsignals almost throughout the cardiac
cycle, whereas the valve in front of it was only opened 0.2s of the cardiac cycle. In contrast, the prox-
imal flow sensors gave no discernible peak during backflow (the sensors did not sense directionality
of the flow). During the measurements, the backflow volume was therefore evaluated by watching
the drop in mean flow through the distal SFA and PFA flowsensors when the backflow valve was
allowed to cyclically open compared to a continuous closed state.

For the same model and flow settings, the boundary flow conditions as evaluated by the surface
integral of the PIV velocity vectors (Eq. 3.1) is shown in figure 3.4 The sum of the outflow signals is
additionally plotted, showing that the estimated inflow is higher than the estimated outflow. The
peak inflow value is lower (40 mL/s) compared to the pump’s output (almost 60 mL/s), whereas the
diastolic peak is slightly higher (13 vs 11 mL/s). For the boundary conditions of the computational
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Figure 3.4: Boundary flow conditionsmeasured by the surface integral of PIV vectors for the first model with com-

pliance setting 1 (left). Simulated boundary conditions with a 0D-SimuLink RCR-model and the SimVascular 3D-

flowsolver (right).

flow simulations, the sum of the outflow rates was used as it appeared to be less affected by noise
during peak systole. The outflow sum was scaled to match amplitude of the inflow signal and RCR
values were tuned to match the outflow curves in shape, as shown in the right side of Fig. 3.4.

Boundary conditions for the same model with compliance settings 2 (increased AFS compliance
and decreased AFP compliance) are shown in figure 3.5. A phase shift with earlier peaking of AFP
flow is present, as well as increased pulsatility of the AFS and decreased pulsatily of the AFP. Also
for this compliance setting, the inflow signal is higher than net outflow, and input for the simulation
was based on the net outflow signal scaled to the amplitude of the inflow.

For the stenotic model (model 2), the PIV-based boundary conditions are plotted in Fig. 3.6.
These boundary conditions do satisfy mass conservation except for a slight defect at systolic decel-
eration. Tuning the RCR-settings of the corresponding simulation model proved difficult here, as
the flow division in the 3D flowsolver deviated substantially from the 0D-RCR model in SimuLink
with more flow going into the AFS (middle plot in Fig. 3.6). Tuning had therefore to be performed
by running full transient flow simulations in the 3D-flowsolver with different RCR-settings to itera-
tively approach the measured BC.

These plots represent the BC measured in the coronal PIV-plane measurements. The AFP was
not present in the sagittal measurement planes, so inflow and outflow characteristics during mea-
surements in the sagittal plane could not be similarly assessed. For comparison with the sagittal
planes, the time-averaged mean of combined outflow at the AFS and AFP for all measurements is
listed in table 3.1. Outflow rates between the models and the imaging plane were variable with devia-
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Figure 3.5: Boundary flow conditionsmeasured by the surface integral of PIV vectors for the first model with com-

pliance setting 2 (left). Simulated boundary conditions with a 0D-SimuLink RCR-model and the SimVascular 3D-

flowsolver (right).

Figure 3.6: Flow BCmeasured by the surface integral of PIV vectors for the second stenotic model with compliance

setting 1 (left). Simulated BCwith a 0D-SimuLink RCR-model and the SimVascular 3D-flowsolver with equal RCR-

settings (middle). Simulated BCwith adapted RCR-values for the 3D-flowsolver (right).
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Table 3.1: Simulation parameters

Mean outflow (mL/s) Coronal Sagittal

Model 1 , compliance 1 9.4 8.6
Model 1 , compliance 2 9.3 8.6
Model 2, compliance 1 7.9 8.7

tions of 10-15%.

3.3.2 Qualitative comparison

Table 3.2 shows an overview of the flow characteristics for the 3 measurements. Model 2 is charac-
terized by higher inlet Reynolds number as its measured boundary conditions showed higher flow
rates. For several key parts of the cardiac cycle, the measured and computed velocity fields in the
coronal plane for model 1 (compliance setting 1) are shown in figure 3.7. Flow contours show a qual-
itatively good agreement for the majority of the cardiac cycle, including peak systolic and diastolic
flow. At the end of peak systole and in the transition to backflow, some differences arise between
the PIV and CFD results. In the PIV measurements, a subtle jet emerges at the late systolic peak, of
which part is alternatively shed into the AFS and AFP at the bifurcation (Fig. 3.7b). The CFD re-
sults, in contrast, show a smooth decline after peak systole. For backflow, the CFD results show a
relatively disordered transition when flow reverses, while the PIV field remains well-ordered when
reversing direction (Fig. 3.7c). The small jet at peak systole for PIV and the differences in transition
towards backflow displayed similar discrepancies between the CFD and PIV results for model 1 with
compliance settings 2 (not shown).

Table 3.2: Simulation parameters

Input M1, C1 M1, C2 M2, C1

BMF density (kg.m−3) 1212 1212 1212
BMF viscosity (mPa.s) 4.48 4.48 4.48
Mean flow rate (mL/s) 6.5 6.6 8.4
Cycle duration (s) 1 1 1
mean (max) inlet Reynolds 250(1413) 255(1413) 323(1861)
inlet Womersley number 5.8 5.8 5.8

BMF = bloodmimicking fluid, M1 =Model 1, M2 =Model 2, C = compliance setting

For the stenotic model, 2D-velocity contours are shown in figure 3.8. Throughout systole, unaver-
aged results show turbulent fluctuations in length and direction of the post-stenotic jet (not shown).
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(a) Systolic peak (b) Systolic jet

(c)Backflow (d)Diastolic peak

Figure 3.7: PIV (left) and CFD (right) velocity fields for the control model. The time instance of the plots within the

cardiac cycle is marked by dashed green lines in sequential order in Fig. 3.4
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(a) Jet formation (b) Jet breakdown

(c)Backflow (d)Diastolic peak

Figure 3.8: PIV (left) and CFD (right) velocity fields for the stenotic model. The time instance of the plots within the

cardiac cycle is marked by dashed green lines in sequential order in Fig. 3.6
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(a) Line-averaged error over time (b) Time-averaged error along line

Figure 3.9: The error (difference) between 2D velocity magnitude in the PIV and CFD results for model 1, compliance

1. The shaded error bar shows the standard deviation of the spatial or time variation in the error.

Both CFD and PIV show time-averaged flow profiles to filter the effect of the chaotic fluctuations
in the post-stenotic turbulent region. In the first two figures, the formation of the post-stenotic jet
and its development is seen. Jet velocity in the throat is higher for the CFD simulations (280 vs 230
cm/s) and CFD predicts several breakdowns of the jet against the inner bifurcating wall with strong
recirculation in the post-stenotic area, of which one instance is shown (Fig. 3.8b). PIV results show
a more modest jet that fluctuates in direction but does not grow fully to reach the inner bifurcation
wall. Also during peak diastole, a similar but gentle clash of the jet with associated transient strong
recirculation in the post-stenotic area is observed in CFD predictions. Besides the jet breakdown,
the velocity contours of PIV and CFD show a strong resemblance, also in the transition towards
backflow.

3.3.3 Quantitative comparison

Velocity magnitudes over time along the dotted white lines (Figs. 3.7a and 3.8a) were collected for a
quantitative comparison between the PIV and CFD results. Only the two velocity components in
the coronal plane were used for analysis. The velocity magnitude error for model 1 with compliance
settings 1 on the line averaged over time and plotted against position, and vice versa, are shown in
Fig. 3.9. The main error that stands out in the time domain is the small jet formation at the end of
systole in the CFA, during which the PIV model shows higher centerline velocities by about 25 cm/s.
During backflow, the CFD simulation predicts higher centerline velocities, also seen in figure 3.7c.
The time-averaged error shows that the error is more or less evenly distributed along the line but
shows more variation in the CFA than in the SFA. Error results for model 1 with compliance settings
2 showed similar deviations (not shown).

For model 2, the magnitude of the error is larger owing to the overall higher velocities, but the er-
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(a) Line-averaged error over time (b) Time-averaged error along line

Figure 3.10: The error (difference) between 2D velocity magnitude in the PIV and CFD results for model 2, compliance

1. The shaded error bar shows the standard deviation of the error in the spatial or time domain.

(a) Stenosis throat (d = 1.5 cm) (b) End of jet (d = 3.0 cm) (c) Proximal SFA (d = 4.3 cm)

Figure 3.11: At three individual points in the white line shown in figure 3.11, specified by distance d, velocity over time

is shown.

ror is also more localized in time and space. Fig. 3.10a shows that CFD results predict velocities that
are on average 40 cm/s higher than its PIV counterpart during peak systole, with less exaggerated
differences during peak flow in diastole. The error is in absolute terms highest in the stenotic throat
and in the jet region, illustrated by the large error bars there in Fig. 3.10b. For the three locations
with highest error, pointwise velocity over time for PIV and CFD is plotted in Fig. 3.11. The plots
show that CFD consistently estimates higher velocities in the throat of the stenosis (left), with less
structured errors in the post-stenotic jet region (middle) and substantially higher velocities for CFD
in the proximal SFA (right). The latter corresponds to the jet breakdown (Fig. 3.8b), which only
occurs in the CFD predicted flow field.
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3.4 Discussion

Despite heterogeneity in the flow conditions of the experimental measurements, the comparison
of the PIV and CFD predicted velocity fields generate a few key insights in the simulation approach
taken that need further study and refinement. Overall, the general flow characteristics in the control
and stenotic models visualized with PIV were well represented by CFD simulations, generating a
degree of confidence in the modeling approach to simulate complex pulsatile flow patterns in nar-
rowed and bifurcating arteries. Still, a few characteristic differences were present between the PIV
and CFD results, most of which are explainable and may be solved through different approaches.

The first is the different transition towards backflow during flow reversal. In the experimental
model, this reversal occurred in a relatively smooth fashion and was only slightly stronger near the
walls than in the center of the vessel. In the CFD results, initiation of flow reversal occurred promi-
nently near the wall (3.7c), with subsequent flow reversal in the center of the lumen. This qualitative
difference can be readily attributed to the Dirichlet inlet boundary during backflow, which imposes
an analytic Womersley profile in which backflow is initiated at the wall. Due to the proximity of
the inlet in the model (length of the CFA was 44 mm, or 5 vessel diameters), the effect of the inlet
seems to extend to the level of the bifurcation also during backflow. Removal of the velocity spec-
ification at the inlet is unfeasible, except for in closed-loop boundary conditions where pressure is
additionally passed on by the upstream lumped parameter network (see section 6.1), but these re-
quire additional modeling choices. Instead, the Dirichlet boundary may be moved further upstream
by appending the model with flow extensions, in order for the boundary to have less impact on the
domain of interest. Alternatively, the choice for a plug-flow or parabolic inlet profile may be more
appropriate in cases of rapid transition to backflow. Validity of both these approaches can be tested
with the current validation data.

Second, the post-stenotic jet in the stenotic model behaved more turbulent in the CFD results
compared to its PIV counterpart. Two mechanisms may contribute to this difference, possibly in
combination. First, the point-wise velocity comparison in the throat of the stenosis demonstrates
that the CFD model exhibits consistently higher velocities in the domain, with differences as high as
25% during systole. Absolute values of PIV-results were based on the reference diameter of the AFP
vessel, which can cause overestimation of velocity if the AFP was not imaged in its centerplane. The
higher Reynolds number corresponds to a stronger dominance of convective forces and associated
turbulence, which can lead to further jet growth and its collapse at the bifurcation wall. The observa-
tion that an analogous form of jet breakdown is also seen at lower flowrates during peak diastole (Fig
3.7d) contradicts this reasoning, though. Alternatively, the turbulent kinetics may not have been
resolved on sufficiently small scales in the CFD calculations, whose computational mesh was only
assessed for convergence on a lower value of steady flow (15 mL/s compared to peak systolic flow of
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60 mL/s). With a current size of 1.2 million cells with about 0.3-0.4 mm edge size in the jet region,
this seems a likely cause. If the viscous energy loss that occurs predominantly on these smallest scales
is not modeled, the jet can retain unrealistic high rates of kinetic energy and behave in the manner
observed. An estimation of the Kolmogorov microscale size for this particular problem can provide
more insight in whether mesh sizing was insufficient. Assessing whether further mesh refinement
reduces turbulent intensity can empirically demonstrate the problem. If true, the implications of the
incorrect jet modeling on clinically relevant measures like total pressure loss and time-averaged wall
shear stress should be assessed.

If these problems are resorted, most importantly the effect of the inflow boundary, a useful ex-
tension of this validation study is to investigate the duplex-derived flow quantification. For clinical
application of the modeling approach of chapter 2, uncertainty of clinical duplex ultrasound can
be estimated by using the validation data to assess the deviation of centerline-based volumetric flow
rate from the true volumetric flow. Especially for the AFP, that in most cases can only be measured
proximal to the bifurcation, this can quantify the impact of doing so on CFD’s upper bound accu-
racy when using duplex data from sites of undeveloped flow. This discussion will conclude with a
number of practical errors with the measurement set-up that limit validation accuracy due to vari-
ability in experimental conditions.

One of these is the manifestation of a jet-like structure in the PIV control model at the end of
systole. The jet appeared to incidentally jump from one daughter branch to the other. Its somewhat
irregular behavior was not expected in the control model, and may relate to sources of error in the
current measurements. Practical issues with the experimental setup in general limited the extent
to which an error analysis was useful, for example for providing an error quantification related to
input uncertainties of the CFD model. 82 As can be observed in the experimental inflow profiles of
the control model (Figs. 3.4 and 3.5), a sudden drop in flowrate occurred during peak systole with
subsequent high frequency oscillations in its amplitude, which was not observed for the stenotic
model. These seem to suggest a problem with the piston pump or at some other part in the inflow
area of the flow loop. One problem during the experiments was that the level of blood mimicking
fluid (BMF) in the reservoir was not high enough, as the piston pump occasionally sucked in some
air from the reservoir. This air slowly built up in the pump’s compression chamber from where it
was manually removed a few times. The presence of air in the compression chamber induces un-
wanted compliance in the system, which limits the pump’s output volume due to air’s compressibil-
ity and may additionally have created unforeseen oscillations in flow and pressure, leading to the
observed oscillations in flow rate. The unwanted compliance in the pump also generated variance
across measurement conditions for different models, such as the different flowrates between coronal
and sagittal recordings.

An additional error was the geometry of model 1, which was accidentally broken and glued dur-
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ing production, causing the central lumen lines of the model to be slightly out of plane. This has
likely caused the discrepancy between inlet and outlet mass flow rates and thus necessitates the pro-
duction of a new phantom for more accurate validation measurements.

Not fully understood is the shape of the flow waveforms, which contained two phases of back-
flow. The introduction of a short backflow phase after the diastolic peak is likely attributable to the
pump’s aortic valve, which allows flow leakage that is intentionally comparable to the heart’s aortic
valve. The presence of a quadriphasic profile is occasionally seen on duplex measurements, so its
presence is not necessarily unrealistic. The second unexpected backflow feature is the short increase
in backflow before the onset of diastolic forward flow. The dynamics of the backflow valve closure
at the end of backflow may play a role, perhaps generating a small backflow boost by pushing fluid
through the valve when closing.

3.5 Conclusion

If both complicating factors of transitional flow and an inlet close to the arterial location of interest
are absent in clinical research applications of the CFD method tested, this validation study suggests
that the simulations predict the characteristics of the flow field accurately if inputted with the right
geometry and boundary conditions. It therefore legitimizes the effort of performing studies on the
simulation’s predictive ability for disease progression and treatment complications. For the present
case of post-stenotic transitional flow with a Dirichlet inlet close to the domain of interest, the mod-
eling shortcomings need further addressing before the effect of differential outlet compliance on
wall shear stress can be answered. Also for a more informative input uncertainty validation of the
CFD model, these topics should be resorted and the experimental set-up better controlled.
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In design, one plus one equals three or sometimes more.
Josef Albers

4
Serial stenotic lesions

4.1 Introduction

Patients with critical limb ischemia are often diagnosed with multiple stenotic lesions in the femoro-
popliteal trajectory, possibly combined with lesions in the iliac or tibial arteries. Treatment of le-
sions that significantly impede blood flow to the periphery are indicated to improve conditions for
wound healing. Even in ischemic lesions that warrant amputation, pre-surgical revascularization
can be beneficial to optimize oxygen and nutrient supply to the newly created stump. However,
patients with critical limb ischemia typically have significant co-morbidity, which carries increased
procedural risks of revascularization. For isolated stenoses, well-established criteria are present to
assess hemodynamical significance of a stenosis (peak systolic velocity ratio (PSVR) > 2.5 on duplex
or an area-reduction of over 75% on anatomic imaging)4, allowing for clear cut-offs in clinical de-
cision making. In the typical CLI patient, multiple non-critical stenoses, based on their individual
assessment, may however combine to induce a significant hemodynamical impairment. Also for pa-
tients with intermittent claudication (IC), a subset of patients may present with multiple borderline
(50-70%) stenoses.

A criterium or formula for when multiple insignificant stenoses combined become hemodynam-
ically limiting, and thus warrant treatment, is currently lacking. Also for other areas, such as the
coronary and renal arteries, a decent understanding of the combined hemodynamic effect of two
closely spaced stenotic lesions would aid in making proper treatment decisions. Especially because in
these areas, the flow-limiting effect of the lesion can hardly be judged by patient symptoms, which
are hard to quantify for cardiac and renal flow impairment. For multiple stenoses, duplex PSVR69
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and anatomic evaluation are inadequate to quantify their combined effect. Accurate evaluation is
currently only possible by obtaining the pressure gradient over the lesions through invasive pressure
measurements. For peripheral arteries, however, no expert consensus currently exists on the defini-
tion of a hemodynamically significant stenosis on the basis of pressure drops. 83 Official guidelines4

define a threshold of 5- 10 mmHg for systolic pressure in resting flow or 10-15 mmHg in hyperemia.
More recent recommendations for iliac stenoses recommend a cut-off of 10 mmHg for systolic pres-
sure at rest flow and 20 mmHg during hyperemia.83

The pressure-flow characteristics of isolated concentric and eccentric stenoses of various shapes
have been documented well. 84 For steady flow, the pressure drop can be related to the flow rate by
equation 4.1, in which the constants k1 and k2 depend on stenosis geometry. The first linear term
reflects the energy loss due to viscous forces and is dominant for mild stenoses (say less than 50%) or
low Reynolds numbers. The second term reflects non-linear energy losses, caused by flow recircula-
tion and possibly turbulence behind the stenoses, and it is the main constituent of the pressure drop
in isolated significant (75% area-reduction) stenoses. Experimental measurements on the effect of ec-
centricity on the constants have been performed. For moderate flow rates (Reynolds numbers rang-
ing from 100-1000), 85 eccentricity does not play a major role and the pressure drop is determined
mainly by the area reduction and morphologic shape (e.g. circular opposed to non-circular). For
higher flow rates (Reynolds numbers >1000), stenosis eccentricity does become important, giving
roughly twice as high pressure drops for circular eccentric stenosis compared to its concentric coun-
terpart. 86

∆P = k1Q+ k2Q
2 (4.1)

Multiple studies have addressed the effect of two sequantial concentric stenoses in steady flow.
Whether their individual resistance can be mutually added depends on whether the first stenosis
on its own produces a significant pressure drop due to jet expansion (a convective energy loss), and
on whether the second stenosis is close enough to interfere with relaminarization of the jet. This
depends on the interstenotic distance, Reynolds number and stenosis severity. For increasingly
smaller distances between the stenoses (less than the relaminarization length, say at most 10D for
most stenoses and flow rates), the total pressure drop becomes less than the sum of the two indi-
vidual stenoses, due to the convective energy losses of the first stenosis being limited by the second.
Generally speaking, the effect of two isolated regions has been reported to linearly add up when the
interstenotic distance is more than four diameters for severe and significant concentric stenoses (>
90%), and more than one diameter for insignificant stenoses (50%), 84 although these distances also
heavily depend on flow rate.

Moreover, these observations were only made for concentric stenoses, not for more common
eccentric stenoses. The convective energy loss of eccentric stenoses is more profound and more com-
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Figure 4.1: Axial cross-section of the three stenotic shapesmodeled: one concentric and two eccentric stenoses. The

lumen diameter d equals D/
√
2 for the upper circular geometries, and D/2 for the lower half-circle shape. Adapted

fromDodds 85

plex, which may produce unforeseen interactions between multiple eccentric stenoses. This study
aims to investigate these effects for two non-significant stenoses through computational simulations,
with the goal to provide clinical directions if possible.

4.2 Methods

Starting from three basic stenotic shapes, the pressure drop over a wide set of serial stenotic configu-
rations under a steady inflow condition was investigated by CFD. All three stenoses types, shown in
Fig. 4.1 have a 50% area reduction, so the circular geometries have a diameter d of D/

√
2. The length

of the stenoses was arbitrarily chosen as 1D, which excludes the smooth transition region. To mini-
mize the influence of boundary conditions, a healthy inflow part of 3D and an outflow part of 10D
were added to the models.

Flow was simulated through the three stenoses in isolated setting and through a combination
of two stenoses with three different interstenotic lengths: 0D, 3D and 6D (Fig. 4.2). For the 0D set-
ting, no healthy vessel is in between the stenosis and the stenosis is essentially a single stenosis of
double length. For the 3D and 6D scenarios each, nine combinations of first and second stenosis
shape are possible. In addition, for the settings with two eccentric stenoses, the rotation angle can be
varied from 0-180◦. For these cases, rotation angles of 0, 90 and 180 degrees were chosen, yielding a
range of 17 unique combinations for the 3D and 6D distances each. Combined with the single and
double-length stenosis, a total of 40 stenosed geometries result. The geometries were designed in
SolidWorks, with lofting applied to smoothly bridge healthy and stenotic parts.

The open-source SimVascular software42 was used to mesh the inner geometry with tetrahedral
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Figure 4.2: For serial stenotic lesions, the type of first and second stenosis is varied, as well as three interstenotic

distances. Adapted fromBertolotti et al. 69

elements, combined with a thin three-element prismatic boundary layer. Blood was considered as a
Newtonian fluid and the vessel walls were modeled as rigid. A parabolic inflow profile correspond-
ing to a Reynolds number of 933 (based on mean velocity) was set. For this flow rate, the stenoses
under investigation are subclinical (pressure drop <5 mmHg) and turbulent effects play a minor role,
if any (Reynolds number behind the stenosis 1800). At the outlet, a resistance boundary was pre-
scribed that yielded a distal pressure of 80 mmHg, although other values would not effect the pres-
sure drop across the stenosis in the absence of wall motion. The simulation settings are presented
in table 4.1. Solutions were considered converged if the combined mass and momentum residual
was lower than 1× 10−4. The end point was the pressure difference between the inlet and outlet
boundary. Mesh convergence was therefore assessed by doubling the mesh size until the pressure
difference changed no more than 1%.

Table 4.1: Simulation settings

Parameter Value

Blood density (kg.m−3) 1059
Blood viscosity (Pa.s) 3.5× 10−3

Inflow rate (mL.s−1) 15
Reynolds number 933

4.3 Results

For a single stenosis with a length of 1D, the pressure drops were of insignificant value (<5 mmHg).
The pressure drop of the half-circle (E2) stenosis was markedly higher than the other two shapes
(table 4.2). The velocity contours in Fig. 4.3 reveal that peak velocity for all three stenoses are of sim-
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ilar order at about 1400 mm/s. The E1 stenosis generates one recirculation region at the site of area
expansion, after which flow stabilizes. The E2 stenosis, in contrast, generates a more pronounced
second area of stagnant flow further downstream, at the opposite site of the first recirculation zone.

Table 4.2: Pressure drops for a single stenosis

Stenosis shape Abbreviation Pressure drop (mmHg)

Concentric C 2.3
Eccentric circular E1 3.0
Eccentric half-circle E2 4.7

For the double stenoses, the combinations that involve two E2 stenoses show the highest pres-
sure drops. For all combinations, the pressure fall does not exceed the sum of the two individual
stenoses combined. Further observations include that doubling the length of a stenosis (the 0D com-
binations) increases the pressure drop only marginally compared to the pressure fall for the original
length in table 4.2. When inspecting the effect of interstenotic distance (3D vs 6D), it is clear that in-
creasing the spacing between the stenoses leads to a higher pressure drop, although this effect is not
very strong for most cases. One exception is the C and E2 combination, which has a higher pressure
drop for a 3D interstenotic distance (6.3 vs 5.8 mmHg). Finally, the effect of varying the rotation
angle between two eccentric stenoses is relevant for most geometries. A 90 degree angle is worst for
all cases, with a slightly more pronounced effect for 3D interstenotic distances compared to 6D. The
rotation effect is highest for the combination of two E2 stenoses with a 90 degree rotation, giving a
20% increase in pressure drop (from 6.4 to 7.6 mmHg) compared to a 0 degree rotation.

All these effects have a relatively small influence on the pressure drop compared to the shapes of
stenoses involved. To illustrate, the last column in the table presents the percentage of the pressure
drop compared to the sum of the pressure drops across the individual stenoses taken from table 4.2.

Ks =
∆Pss

∆Ps1 +∆Ps2
(4.2)

with ss for the serial stenoses combination and s1 and s2 for the individual stenoses. This ratio is rela-
tively constant across all combinations (excluding the 0D stenoses, which are in fact single stenoses),
with a mean and standard deviation of 0.8±0.06.

Figure 4.4 shows velocity contours for a selection of double eccentric models. The first two mod-
els show that a second E2 stenosis generates stronger secondary flow in the poststenotic region rela-
tive to the same configuration with an E1 second stenosis. The second (180 degrees) and third model
(90) highlight the effect of the relative angle between the stenoses. In the 90 degree model, very
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Table 4.3: Pressure drops for the various combinations of double stenoses

First
stenosis

Second
stenosis

Interstenotic
distance

Rotation
angle

Pressure drop
(mmHg)

Ks

C C 0D - 3.0 0.63
3D - 3.9 0.82
6D - 4.2 0.89

E1 3D - 4.2 0.80
6D - 4.5 0.84

E2 3D - 6.3 0.89
6D - 5.8 0.82

E1 E1 0D - 3.3 0.56
C 3D - 4.2 0.84

6D - 4.6 0.89
E1 3D 0 4.2 0.72

90 4.9 0.82
180 4.8 0.81

E1 6D 0 4.8 0.81
90 5.0 0.85
180 4.7 0.79

E2 3D 0 5.6 0.73
90 6.7 0.87
180 5.5 0.72

E2 6D 0 6.1 0.79
90 4.61 0.87
180 5.9 0.73

E2 E2 0D - 4.9 0.52
C 3D - 5.6 0.80

6D - 6.1 0.86
E1 3D 0 5.5 0.72

90 6.1 0.80
180 5.9 0.77

E1 6D 0 6.4 0.84
90 6.4 0.84
180 6.3 0.82

E2 3D 0 6.4 0.68
90 7.6 0.81
180 6.3 0.67

E2 6D 0 7.2 0.77
90 7.8 0.83
180 7.0 0.75
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Figure 4.3: Velocity contours of single stenotic lesions in two planes. From top to bottom: C, E1, E2 stenosis. The

axial plane on the right was taken at approximately 3D behind the stenosis, marked by the black line. Secondary flow

vectors in the axial planes are scaled tomagnitude, with amaximum of 92mm/s in the E2model.

strong secondary flow vortices reside in the second stenosis, generating strong helical flow in the
poststenotic region. The second (3D) and fourth (6D) model differ in the interstenotic distance.
The 6D model exhibits an additional recirculation zone in the interstenotic region.

4.4 Discussion

Deciding whether to treat two subclinical stenoses that are in close proximity to each other can be a
tough decision, as their interaction is not a trivial addition of their individual effect. Traditional mea-
sures like the Duplex PSVR do not reflect the potentially doubled pressure loss from two stenoses,
but can only assess the severity of the more severe stenosis.69 The results of the present study sug-
gests that for stenoses of equal anatomic and functional severity, eccentricity is the most important
predictor of whether two subclinical stenoses combined bear hemodynamical significance. Espe-
cially eccentricity interpreted as irregular stenosis shape (non-circular) negatively impacts the energy
loss through a stenosis, in line with previous measurements for a single stenosis. 86 In none of the
cases was the pressure drop across two stenoses worse than the sum of their individual effects. In
fact, the most important observation is that the pressure drop over two lesions in close proximity
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Figure 4.4: Velocity contours of four double stenotic lesions in two planes. All stenosis are E2 shape if not marked

different. The axial planes on the right were taken through the second stenosis and approximately 4D downstream of

the second stenosis, marked by the black lines. Secondary flow vectors in the axial plane are scaled tomagnitude, with

amaximum of 580mm/s in the second stenosis of the 90 degreemodel (third from the top).

was equal to 75-85% of the sum of the pressure drop over the individual stenoses in isolated setting.
Of all combinations simulated, about half of the double lesions gave a possibly significant pres-

sure drop of >5 mmHg for steady flow. In all of them, the E2 stenosis was involved, which is not sur-
prising as this stenosis on its own produced a near significant pressure drop of 4.7 mmHg. Whether
these pressure drops would be of clinical significance is hard to say, as it depends on the flow rate
increase upon vasodilation in demanding conditions. For systolic flow rates, in which the flow rate
is typically more than twice the current flow rate (15 mL/s), it is very likely that this pressure drop
amplifies towards significant values >10 mmHg, as the pressure drop increases with the square of
flow in this regime. For patients with critical limb ischemia, typical flow rates are probably lower
and thresholds for significance may not be reached. Another complexity for increasing flow rates for
the present case of multiple stenoses is that the domain of influence of the first stenosis is likely to
grow. A larger part of this domain is then captured by the second stenosis, which implicates that the
combined effect of the two stenoses becomes less severe. The scenario of increased flow is a natural
choice to simulate as next step.

For arterial sites that experience relatively steady flow, like the coronary and renal arteries, the cur-
rent results represent a reasonable approximation to the physics involved. The mathematical analysis
by Young 84 of the pressure losses involved in unsteady flow predicts that for modestly unsteady
flows, the mean pressure loss is closely resembled by the pressure loss of a steady flow. For modest
pulsatile flows where peak flow equated twice the mean flow value, in-vitro pressure measurements
of a double stenosis indeed have confirmed that pressure drops over two 70%-area stenoses are simi-
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lar for pulsatile and steady flow.69

For modeling stenoses in the arteries of the leg, a separation may be useful on the basis of clini-
cal Rutherford or Fontaine classification. Patients with critical limb ischemia (CLI) typically have
monophasic flow which is probably well approximated by steady flow simulations. Patients with in-
termittent claudication are more likely to exhibit stronger flow pulsatility, in which case the physiol-
ogy of pressure drops becomes more difficult and the simulation of pulsatile flow may be necessary.
Regions of flow separation between the stenoses may quickly grow during systole and detach during
flow deceleration, after which they are convected through one of the stenoses. Additionally, wall
motion may become a relevant contributor to pressure dynamics, especially since the cross-sectional
area transitions create highly localized differences in pressure. The current CFD solver contains a
coupled momentum method that integrates a linearized description of wall motion into the Navier-
Stokes equation67 and this method has been validated against in-vitro pressure measurements in a
stenotic phantom with deformable wall.68

Multiple stenotic lesions are far more common in patients with CLI, though. For the most rel-
evant clinical application of CFD the use of steady flow models may therefore be appropriate. Al-
though the current simulations demonstrated a simple 80% rule for two 50% stenoses, the total
pressure drop probably becomes increasingly unpredictable for lesions of differing grades, shape
and flow rates. Clinical application of CFD based pressure predictions in CLI patients needs valida-
tion with invasive pressure measurements. A prospective cohort study can be set up in which CLI
patients planned for revascularization are subjected to additional pressure measurements during
endovascular treatment. Such a study can simultaneously address whether pressure gradients have
the ability to predict improved clinical outcome of intervention. For patients with CLI, the presence
of distal tibial stenoses, which are hard to detect, may complicate the overall value of pressure gra-
dients. Nonetheless, CFD should in theory be able to quantify the contribution of stenoses in the
femoropopliteal arteries to a reduced ankle-brachial index without prior knowledge on the status of
the tibial arteries.
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Water is fluid, soft and yielding. But water will wear
away rock, which is rigid and cannot yield. As a rule,
whatever is fluid, soft, and yielding will overcome
whatever is rigid and hard.

Lao Tzu

5
Patient-specific simulations of proximal

edge stenosis of covered endografts

5.1 Introduction

For above-the-knee femoropopliteal disease, endovascular devices are seemingly reaching a point
where their long-term patency results are at level with traditional venous bypass surgery. Even for
total chronic occlusions (TASC D lesions if extending 20 cm in length 8), the heparin-bonded Vi-
abahn covered stentgraft (Gore and associates, Flagstaff, AR, USA), placed with the percutaneous
intentional extraluminal revascularization technique (PIER), 87 exhibits patency comparable to by-
pass surgery with 3-year primary-assisted patency rates of 71%. 88 Two-year results of the randomized
SuperB trial (Surgical bypass versus percutaneous bypass trial), recently accepted for publication,
demonstrate similar patency and better 30-day quality of life for the endovascular approach due to a
faster recovery rate.

Still, with two to three-year primary patency rates of of 59-63% 89,88 for the Viabahn covered
stentgraft, complications and re-interventions are common in this group. Especially stent throm-
bolization can have a major patient impact if intra-arterial urokinase treatment is complicated by a
hemorrhage-induced compartment syndrome, necessitating two surgical operations to relieve and
in a later stage close the pressurized compartment. Stent thrombolization is likely related to edge
stenosis of the Viabahn, which is frequently seen at the proximal edge or in the native vessel imme-
diately proximal to the stentgraft. Although possibly less common after (1) the manufacturer has
added a contoured proximal edge to prevent inwards folding of the stent, and (2) care is taken to
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limit oversizing of the stent compared to the healthy vessel lumen to 20%, the problem still persists
and appears to predispose towards stent thombolization and occlusion if not managed.90 High reso-
lution ex-vivo imaging of the Viabahn deployment in ex-vivo porcine model with subsequent CFD
still showed malappositioning of the contoured proximal edge of the stent, with a miniscule flow
lumen between the graft PTFE lining and arterial wall. Steady-flow CFD showed multidirectional re-
gions of recirculation in these spaces, associated with areas of low wall shear stress and hypothesized
to be a key initiation site of edge stenosis. 12

Occlusion of the SFA commonly extends proximally upwards at or close to the level of the femoral
bifurcation, as the proximal SFA is not accompanied by major sidebranches in most patient anatomies.
The proximal edge of the Viabahn is therefore placed in the proximal SFA at the level of the bifurca-
tion or slightly downstream of it. Therefore, flow disturbances induced by the flow division at the
bifurcation may relate to thrombolization of the Viabahn stentgraft downstream of the bifurcation.
If areas of recirculating flow persist over the cycle at the level of the contoured edge, thrombosis that
was initiated at the malappositioned edges may further develop into full thrombolization of the
stentgraft. If true, visualizing flow patterns after stent placement can help assess whether treatment
was successful on local hemodynamic grounds and quantify a patient’s individualized risk on com-
plications. Patient follow-up and concomittant anti-coagulation therapy can then be optimized on
a patient level. In complement, predicting how endovascular procedures will change local flow pat-
terns before treatment has potential to improve treatment planning. To explore the clinical usability
of CFD for both strategies in case of SFA treatment with the Viabahn, two cases for which CFD has
been applied retrospectively will be discussed.

5.2 Methods

The two patient-specific simulations presented here have been performed by the CFD pipeline out-
lined in chapter 2. In summary, segmentation is performed with vmtkLab and meshing and CFD
computations with the SimVascular software. The mesh was composed of tetrahedrals and a pris-
matic boundary layer, with a local refinement at the femoral bifurcation (twice as many tetrahedrals
per cubic mm). The mesh was considered converged if area-averaged WSS for steady flow at the
first 5 cm of the proximal AFS changed no more than 5% with a doubling of mesh size. A Womer-
sley profile was imposed at the AFC inlet, based on duplex-derived flow rate. The distal AFS and
AFP vasculature was modeled with RCR-outlets, tuned to match duplex flow rates. The accuracy
of tuning will be reported per individual case. Starting from the steady state solution for the mean
flow rate, five cardiac cycles were simulated to reach a periodic solution, from which the last was
used for analysis. Velocity streamlines and contours at the femoral bifurcation and in the proximal
SFA will be visualized for parts of the cardiac cycle. The time-averaged magnitude of wall shear stress
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(TAWSS) over one cycle is additionally shown, evaluated as

TAWSS =
1

T

∫ T

0
|τw|dt (5.1)

5.3 Case 1 - recurrent proximal edge stenosis

A 63-year old female with a persistent ulcus cruris on her right lower leg was treated in Septem-
ber 2014 for two total occlusions located in the right external iliac artery (EIA) and the superficial
femoral artery (SFA). Besides unilateral PAD, the patient had no other cardiovascular history and
had ceased smoking. After surgical groin cutdown and femoral access, both occlusions could be
successfully subintimally passed and treated with angioplasty and the heparin-bonded Viabahn
stentgraft. A 10 x 0.8 cm Viabahn was deployed in the EIA immediately downstream of the bifur-
cating internal iliac artery, and for the SFA,a 25 x 0.6 cm Viabahn was deployed at the level of the
adductor channel up to 3-4 cm downstream of the bifurcating profunda femoral artery. A throm-
boendarterectomy of the common femoral and remaining 3-4 cm SFA was performed and sutured
in conjunction with synthetic patch angioplasty. Completion angiography demonstrated successful
vessel revascularization and three patent tibial arteries.

Dual anti-platelet was prescribed for 3 months and regular follow-up using duplex ultrasound
showed good patency without signs of obstruction in the EIA and SFA trajectory at 1.5 and 6 months
post-treatment. At 8 months after treatment, the patient presented with a sudden increase in clau-
dication symptoms due to secondary occlusion of the SFA and the fibular artery, successfully re-
solved with intra-arterial urokinase treatment. A proximal edge stenosis of the SFA Viabahn was
seen on angiography and treated with balloon angioplasty (not shown). At the start of 2017, two
weeks after a switch from clopidogrel to acetylsalicyclic acid due to side-effects, a second occlusion
of the SFA Viabahn occurred. The occlusion was again treated with urokinase treatment, compli-
cated by a hemorrhage-induced compartment syndrome. Recurrence of the proximal edge stenosis
was observed and treated with a drug-eluting balloon (DEB, Fig. 5.1). Following fasciotomy and
split-skin graft procedures, therapeutic anticoagulation (acenocoumarol) was prescribed to prevent
future thrombotic events. The distal vasculature was evaluated with CTA (Fig. 5.1c) and duplex in
this period, both showing excellent patency of the SFA without restenosis and good distal run-off.
Nonetheless, routine duplex follow-up demonstrated occlusion of the SFA Viabahn half a year later,
which has been left untreated in the absence of significant symptoms.

Flow simulations To explore if local flow patterns could have helped in predicting the third
thrombotic event, pulsatile CFD simulations were performed based on the CTA and duplex scans
made within two months after the drug-eluting balloon angioplasty. The segmented vessel lumen is
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(a)DSA before DEB (b)DSA after DEB (c)Coronal CTA-slice 1month after DEB

Figure 5.1: Case 1 - Femoral bifurcation scans. Periprocedural DSA scans (Jan ’17) show the vessel lumen before and

after angioplasty with a drug-eluting balloon (DEB). The CT-scan confirms that no restenosis had occurred 1month

after DEB treatment. The white lines in the DSA scansmark the distal edges of the EAI and SFAViabahn stentgrafts.
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Figure 5.2: Case 1 - anatomy. The two blue lines demark the distal end of the EIA Viabahn and the proximal edge of the

SFAViabahn.

shown in Fig. 5.2. A slight narrowing of the EIA Viabahn can be seen, caused by minor calcification.
Otherwise, the segmented trajectory is unobstructed, with some subtle diameter variations at the
proximal SFA, where a synthetic patch constitutes part of the vessel wall and which has been treated
with a drug eluting balloon 1 month prior to the CT.

On duplex-derived flowrates (Fig. 5.3 left), a very brief phase of backflow was present in the CFA,
but was not visible in the SFA and PFA signals. It was assumed that this backflow arose from the
PFA when tuning the RCR values, as the PFA centerline velocity profile is captured in a region of
undeveloped flow close to the bifurcation, possibly in a region where flow does not reverse. Other-
wise, inflow equaled outflow within small limits and the tuned outflow signals matched well with
duplex. Overall simulation settings are presented in table 5.1.

Instantaneous velocity streamlines and contours for three key phases of the cardiac cycle are
shown in Fig. 5.4. During flow deceleration, flow separates from the wall in the proximal SFA prox-
imally at the outer side of the bifurcation, and a bit more distal at the inner side of the bifurcation.
Less consistent regions of flow separation are also present behind the CFA narrowing and more dis-
tal in the SFA, which are contained within the heparin-bonded Viabahn graft.

Cycle-averaged wall shear stress is visualized in Fig. 5.5, clearly reproducing the adverse focal sites
of flow separation in the proximal SFA, with strikingly low WSS values smaller than 0.05 Pa. The lo-
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Figure 5.3: Case 1 - measured and simulated boundary conditions. The CFA signal is used as input for the simulation

and therefore equal. Green dotted lines mark time instances for which streamlines are plotted in figure 5.4.

(a) Peak systole (b) Systolic deceleration (c)Diastole

Figure 5.4: Case 1 - streamlines and velocity contours for the three phases of the cardiac cycle marked in figure 5.3.

The color map for diastole encompasses a smaller scale compared to systole.
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Table 5.1: Case 1 - simulation parameters

AFC AFS AFP

Diameter (mm) 7 5 5
Mean (max) inlet Re 101 (250)
Inlet Womersley number 5.7
Rprox (kgmm−4 s−1) 1.45× 10−4 2.39× 10−5

C (mm2 s2 kg−1) 266 296
Rdist (kgmm−4 s−1) 4.83× 10−3 4.7× 10−3

Hematocrit 0.3
Kinematic viscosity (mm2 s−1) 2.77

calized region of minimal WSS is situated at the site where the previous near-edge stenosis developed
(Fig 5.1a). In contrast, CTA and Duplex showed a healthy bifurcation and SFA on contemporary
anatomic and hemodynamic grounds, with good tibial artery run-off. Half a year later, however, the
SFA was occluded. CFD results highlight a focal region of very low wall shear stress and disturbed
flow near the inflow of the Viabahn stent that persists throughout a large part of the cardiac cycle.
Importantly then, CFD results may be able to predict stent thrombolization in cases where tradi-
tional CTA and duplex assessment fail to do so. Performing CFD simulations in a wider cohort of
Viabahn patients is therefore warranted, to investigate if CFD-visualized regions of low wall shear
stress can differentiate between cases of good stent patency and stent thrombolization.

If the focal area of local wall shear stress does indeed correlate with adverse stent patency, the
next challenge is to design a treatment approach, preferably endovascular, that either (1) modifies
flow to reduce its separation at the inflow region of the stent or (2) covers the vessel wall at the areas
where it is exposed to minimal shear stress. The complicated physics of flow separation in patient-
specific anatomies renders intuitive assessment of how a treatment changes flow dynamics likely to
fail. Instead, endovascular or surgical treatment may be virtually simulated with computer-aided
design software after which the modified geometry can be simulated with CFD to see if regions of
low WSS have been alleviated.91 The second case demonstrates this strategy for a relatively simple
treatment: inflation of upstream stenotic lesions with percutaneous balloon angioplasty.

5.4 Case 2 - upstream common femoral artery stenosis

A 78 year-old male, with a history of coronary bypass grafting, diabetes and disabling intermittent
claudication not responding to exercise treatment, was diagnosed with a bilateral total occlusion of

64



Figure 5.5: Case 1 - meanwall shear stress over one cardiac cycle. Blue lines depict the Viabahn borders.

the SFA (ankle-brachial index right 0.76 and left 0.64). The left side was treated first in 2015, with a
combined thrombo-endarterectomy of the common femoral artery and recanalization of the SFA
with a heparin-bonded Viabahn stentgraft with PIER. Two Viabahn stentgrafts were deployed (dis-
tal 25 x 0.6 cm and proximal 15 x 0.7 cm), proximally landing at the origin of the SFA. Completion
angiography demonstrated three patent tibial arteries after which the arteriotomy was closed with a
synthetic patch.

Regular follow-up with duplex ultrasound demonstrated a 50% stenosis of the common femoral
artery, which was treated with percutaneous transluminal balloon angioplasty (PTA) to improve
inflow of the Viabahn. No recurrent stenosis was observed on Duplex at three-month follow-up,
but on 6-month follow-up a 50% restenosis of the left AFC resurfaced, albeit with a normal left
ankle-brachial index of 0.99 . At the same time, exercise treatment for the right leg had proved inad-
equate and common femoral thrombo-endarterectomy and SFA recanalization with a Viabahn were
planned for the right side. Although no clear-cut indication was present for treating the recurrent
stenosis of the left CFA, the right-sided thrombo-endarterectomy provided a means to simultane-
ously approach the left CFA through endovascular cross-over of the aortic bifurcation and perform
angioplasty with a drug-eluting balloon (DEB). Half a year later, regular follow-up showed an oc-
cluded Viabahn at the right side, an in-stent stenosis of the left Viabahn (at a location in the distal
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(a)DSA before DEB (b)DSA after DEB

Figure 5.6: Case 2 - PTA treatment of the CFA stenosis upstream of the Viabahn stentgraft in the SFA.

femoral artery, far downstream from the segmented domain) and a proximal stenosis in the pro-
funda femoral artery, all without significant symptoms. The in-stent stenosis was treated with PTA
6 months before this report was written, with good peri-procedural outflow, and the left SFA has
shown no signs of occlusion at the time of writing.

Flow simulations In the present case, the arterial access provided during endarterectomy of
the right common femoral artery facilitated the decision to perform PTA of the hemodynamically
insignificant stenosis upstream of the Viabahn. No additional arterial puncture was needed, re-
ducing risk of treatment, and therefore the expected benefit, better durability of the downstream
Viabahn stentgraft, outweighed the risk of treatment. If, however, arterial access had not been avail-
able, the decision to treat would have been less evident. To explore how CFD can be used in pre-
dicting treatment effect on local flow, the flow dynamics before and after DEB angioplasty were
simulated.

The anatomic effects of balloon angioplasty were virtually replicated with vmtkLab. Although
most likely not developed with that intention, its mathematical shape evolution procedure could be
leveraged to mimick the growth of a cylindrical shape (the PTA balloon) inside the stenosed vessel
(Fig. 5.7b). This was accomplished by strongly reducing the image gradient-based advection force
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(a)CTA-based geometry before PTA (b)Virtual PTAwith vmtkLab (c) Simulated geometry after PTA

Figure 5.7: Case 2 - oblique lateral view of the geometry before and after virtual PTA treatment. Flow extensions

were appended to the CFA inlet to reasonably impose aWomersley profile. The two lesions shown by blackmarkers

were expandedwith virtual balloon angioplasty, the red lines point to the approximate proximal edge of the implanted

Viabahn stentgraft. Themiddle figure illustrates the virtual ballooning angioplasty for the proximal eccentric stenosis.
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Table 5.2: Case 2 - simulation parameters

AFC AFS AFP

Diameter (mm) 9 6.5 6.5
Mean (max) inlet Re 135 (1015)
Inlet Womersley number 7.2
Rprox (kgmm−4 s−1) 3.82× 10−5 2.39× 10−5

C (mm2 s2 kg−1) 954 1360
Rdist (kgmm−4 s−1) 2.6× 10−3 1.89× 10−3

Hematocrit 0.36
Kinematic viscosity (mm2 s−1) 2.9

(the third weight in Eq. 2.1) and tuning the inflation and curvature weights to produce a realistic
result, e.g. one where the inflated lumen was smooth in shape and only slightly diminished in profile
compared to neighbouring healthy regions. Full anatomic data (CTA) was only available before the
DEB procedure, so the accuracy of the PTA simulation could not be compared against the actual
anatomic result of the DEB procedure.

Next, both the pre-DEB and post-DEB geometries were simulated with the same boundary con-
ditions derived from duplex data measured two weeks before the CTA-scan. Model and simulation
characteristics are presented in table 5.2. Duplex data showed biphasic flow signals in the CFA and
PFA, contrasted by triphasic flow in the SFA (Fig. 5.8). In the simulations the CFA biphasic profile
was imposed as inlet and the SFA triphasic profile was therefore reduced to a biphasic one. The PFA
duplex signal had a low signal-to-noise ratio and the oscillation seen in peak velocity was considered
as noise and therefore not modeled in the boundary conditions for the simulations. Since the mean
flowrate in the SFA and PFA combined was about 15% lower than CFA inflow, mean outflow in the
SFA and PFA was increased by 15% in the simulations. Flow rate division over the outlets was almost
equal in simulations of pre-treatment and post-treatment geometry, reflecting the dominance of the
boundary conditions over the 3D-geometry in driving the flow division.

Figure 5.9 shows the CFD results in terms of velocity and cycle-averaged wall shear stress. In the
pre-treatment case with two mild stenoses, flow enters the bifurcation during peak systole with high
velocities (roughly 300 cm/s), causing flow to split distally in the bifurcation and enter the SFA (on
the right side in this lateral view) with high velocities. In the post-treatment geometry, the flow di-
viding region is more gradual and more upstream relative to the bifurcation. In both cases, areas
of flow recirculation develop at the outer walls of the bifurcation, which continue to grow during
deceleration. The recirculating flow in the SFA is most prominent and relevant, as it is in close prox-
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Figure 5.8: Case 2 - boundary conditionsmeasured on duplex and used for the two simulations. The green dotted lines

mark the time instances for which streamlines are plotted in figure 5.9.

imity to the Viabahn’s proximal edge (red dotted line). During deceleration in the pre-treatment
geometry, flow in the SFA recirculation zone shows marked helical upwards patterns with relatively
high velocities. For the post-treatment case, flow in the SFA recirculation area is less structured with
lower near-wall velocities. During backflow, blood flow is seen to reverse at the outer walls of the
bifurcation and shows a well-structured profile during peak backflow, except for some recirculation
downstream from the CFA stenosis in the untreated model.

Contours of cycle-averaged wall shear stress show relatively high values (>0.4 Pa), with a few iso-
lated spots with minimum WSS stress on the order of 0.1-0.2 Pa. Surprisingly, these areas of some-
what low WSS are more prevalent in the post-treatment geometry. Moreover, at the onset of the
SFA a region of low WSS newly appears in the simulated post-treatment case that was not present
before treatment. In the non-treated model with a minor stenosis, the strong spiraling flow with
relatively high velocity elevates WSS in this region and the slight stenosis may therefore possibly pro-
tect the inflow region of the Viabahn stentgraft from areas of low WSS. If assuming WSS below 0.4
Pa is adverse, a cut-off value based on ex-vivo studies and often used in literature with the lack of
a clinical measure,92,16 the Viabahn endograft may be considered to be at risk. However, this WSS
cut-off is based on correlations between wall-shear stress and intimal thickness or other indicators
of atherosclerosis, not with risk on thrombolization, which may only become significant at lower
cut-off values than those used for atherosclerosis.
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(a) Peak systole

(b) Systolic deceleration

Figure 5.9: Case 2 - Velocity streamlines, contours andwall shear stress. Left: before PTA, right: after PTA. The three

phases shown of the cardiac cycle aremarked in figure 5.8.
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(c) Peak backflow

(d)Wall shear stress

Figure 5.9: Case 2 - Velocity streamlines, contours andwall shear stress. Left: before PTA, right: after PTA. The three

phases shown of the cardiac cycle aremarked in figure 5.8.
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5.5 Discussion

The hemodynamic significance of blood’s velocity profile in the development of proximal edge
stenosis and thrombolization of the Viabahn stentgraft is unknown, but is likely to play an impor-
tant role. Simulated velocity profiles in the two femoral bifurcation geometries indeed show promi-
nent regions of flow separation in the proximal SFA that, if sustained over the cardiac cycle, can lead
to localized regions of very low wall shear stress. In the first case, this region was localized in a geome-
try unobstructed by stenoses with patent tibial vessels, and no other abnormalities were reported on
radiologic or duplex examination. Flow simulations by CFD, in contrast, show areas of significantly
low wall shear stress (< 0.05 Pa). The Viabahn stentgraft in the second case was considered at risk
due to subcritical upstream stenosis in the common femoral artery, which was treated to reduce the
risk on stent thrombolization. Here CFD analysis shows tiny spots of medium-low WSS (0.3-0.4
Pa) before PTA treatment. A wall-shear stress classification by CFD thus predicts that the Viabahn
in the first case has most thrombotic risk, contradicting contemporary clinical assessment, which
would conclude that the Viabahn stentgraft in the second case was more at risk due to the upstream
stenosis. Six months later, however, occlusion of the stentgraft occurred in the first case, in line with
the risk stratification put forward by CFD. Whether the Viabahn in the second case would still be
patent if PTA had not been performed, as simulated wall shear stress profiles suggested no major
risk, is logically unknown. For an infrainguinal bypass, a previous study showed that stenoses with
a <50% diameter reduction in a location proximal to the bypass did not effect bypass graft patency
if left untreated.93 For the Viabahn stentgraft, the treatment of an asymptomatic proximal inflow
stenosis in the CFA may similarly be unnecessary in a majority of cases.

In deciding when to treat or not, virtual treatment of a patient’s anatomy followed by CFD anal-
yses could provide valuable information on the treatment effect’s on local flow dynamics. If both
the treatment procedure can be accurately simulated and the CFD boundary conditions after treat-
ment predicted with reasonable accuracy, this empowers individualized predictions of whether treat-
ment improves local flow dynamics. Individualized benefits of an intervention can then be balanced
against procedural risks to reach more informed and personalized treatment decisions. Also, proce-
dural technicalities, such as the length of the vessel to treat with covered endograft, can be optimized
such that the extent of endothelium exposed to low wall shear stress conditions is minimal after
treatment. In the following, the limitations of the present approach to simulating balloon angio-
plasty will be discussed, as well as more sophisticated techniques for simulating complex treatments
like stent deployment and modeling a treatment’s potential effect on flow distribution throughout
the major arteries.

For simulating treatment procedures, geometric shape inflation of a cylindrical shape was used to
model balloon angioplasty. The vessel diameter after ballooning was kept fractionally smaller than
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its healthy surroundings to secure a smooth transition. This may not have been unrealistic, as 1 out
of 3 vessels shrink by over 5% due to inwards vascular remodeling after PTA.94 Obviously, the PTA
simulation needs validation based on 3D imaging scans made after PTA. Virtual surgery is an espe-
cially relevant complement to CFD simulations, and its current capabilities for more complicated
procedures like stent placement will be discussed in chapter 6. Theoretically, virtual simulation of
deployment of a Viabahn stentgraft is possible. The relevance of doing so for the edge stenosis and
in-stent thrombolization addressed here is arguably minor, as, with a thickness of about 150 µm, the
stent is not expected to impact global flow behavior through mechanical interactions. Its impact on
post-operative anatomy is additionally expected to be minor as the stentgraft conforms to the origi-
nal anatomy by virtue of its flexibility and it usually features a circular lumen throughout, except at
places of severe calcification.

The two case studies presented here demonstrate the feasibility of using CFD to estimate the
distribution of wall shear stress in patient-customized models of the femoral artery. More specifi-
cally, the models used were individualized for patient geometry, duplex centerline velocity measure-
ments in the major femoral arteries and viscosity. Patient-specific blood pressure was also modeled,
but does not influence the velocity profiles in the absence of wall motion. Wall motion, blood’s
non-linear viscosity and possible non-periodicity of pressure and flow rate44 were not modeled. Al-
though these are likely to impact the magnitude of wall shear stress profiles by 10-20%, they typically
do not impact the qualitative distribution of wall shear stress patterns (discussed in chapter 2) and
are therefore not expected to change the clinical implication of the observations made in these case
studies.

A more important limitation is the derivation of flow rates in the AFC, AFP and AFS that was
based on retrospective duplex velocity data and vessel diameter measured on CTA. On duplex re-
ports, a rough description is given of the measured location (e.g. distal SFA), but it is unclear which
precise location was used to store the velocity profile. It was therefore difficult to tell accurately de-
termine the corresponding diameter on CTA and whether this location was in close proximity to
upstream stenoses or substantial curvature, which can cause deviations from the assumed Womers-
ley profile used to compute volumetric flow rates. Especially for case 2, the flow rate reconstructed
in the CFA may have been overestimated due to the two mild stenoses present in the CFA. These
difficulties in reconstructing the boundary conditions reflect general limitations of performing CFD
simulations on retrospective data. A logical next step, also considering the potentially meaningful
clinical implications of CFD simulations in the two case studies, is to set up a prospective CFD study
for a cohort treated with a covered endograft in the SFA. For such a study, peri-operative imaging
with rotational angiography or post-operative imaging with CTA-scans must preferably be included
in addition to routine follow-up to allow accurate geometry reconstruction. Then, the incidence
of edge stenosis or stent thrombolization in a follow-up period of 1-2 years can be correlated with a
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CFD-based measure of wall shear stress, in order to assess the predictive ability of CFD for stentgraft
complications.
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6
Future directions: CFD in occlusive and

aneurysmatic disease

Next to the clinical applicability of CFD in the quantification of serial stenotic lesions in the femoro-
popliteal arteries and in the prediction and perhaps prevention of Viabahn thrombolization, nu-
merous other topics of vascular surgery may be well served by CFD. Its capability in non-invasively
computing pressure drops and visualizing areas of adverse flow patterns is a powerful addition to
imaging techniques. Besides, its versatility in accepting virtually modified geometries or boundary
conditions carries promising prospects for a synergy with the simulation of vascular interventions.
Both technical advancement in CFD methodology as well as clinical needs will dictate the areas
where CFD may add value to healthcare. This chapter combines clinical and technical perspectives
to identify topics in vascular surgery that have promising potential for the adoption of CFD in its
clinical workflow. Depending on the topic, the technological readiness, the prospects for cohort
generation or other aspects are shortly discussed. The section first treats a more technical review
of virtual treatment simulation with CFD, after which research opportunities in occlusive disease,
surgical anastomotic techniques and aneurysmatic disease are presented.

6.1 Virtual surgery

Besides computational modeling of blood flow, the mechanical simulation of how complex endovas-
cular devices conform to a patient’s unique anatomy is finding its adoption in clinical workflows,95

most notably for the simulation of transcatheter aortic valve implantation.96 Although structural
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and fluid mechanical simulations are non-trivial techniques in their own right to become acquainted
with, developments have been ongoing for modeling mechanical simulation of device deployment
with subsequent CFD simulations for hemodynamical evaluation of device performance. This is ex-
emplified by a recent study showing feasibility of CFD’s prediction of regurgitation after simulated
TAVI deployment in 60 patient cases.97

In vascular surgery, augmenting CFD with mechanical simulation of peripheral stent and stent-
graft deployment has potential to offer substantial advancements in the prediction of overall treat-
ment success, both technically and hemodynamically. Compared to TAVI deployment, simulat-
ing peripheral stent deployment is arguably less complex, and numerous examples have been re-
ported 55,98,99,100 for bare metal stents, typically employing commercial structural solvers. An im-
plementational challenge is that well-tuned material models need to be customized to a stent’s indi-
vidual mechanical characteristics by time-intensive mechanical testing. For covered stentgrafts, the
mechanical linking of struts through the graft material, as well as graft contact with the wall become
exceedingly difficult to simulate, although possible, as has been demonstrated for a modular Talent
endograft 101 as well as more recently in select case studies of tortuous aneurysms. 102

If treatment procedures can be successfully simulated, a challenge for subsequent CFD simula-
tions is that treatment typically alters flow distributions throughout the body. If significant, these
changes must be reflected in the flow boundary conditions, which can be an involving task. If the
resistance of the 3D-hemodynamical domain is substantially altered, for instance after revascular-
ization of an occluded vessel, it is probably hard to predict how peripheral resistance in the distal
microcirculation individually responds in the treated and ipsilateral leg. In most cases a patient’s
flow rate before the time of occlusion will be available and assuming the flow rate after treatment
will restore to the same level as before occlusion may be an adequate approximation.

In more complex cases involving treatment of multiple branches, a closed-loop model of the
lower body arterial tree can be applied to model the physiologic drivers of time-dependent flow rate
distribution to both legs. SimVascular has built-in coupling alghoritms for embedding the 3D arte-
rial domain of interest into a closed-loop 0D-network of resistive, capacative and inductive compo-
nents.66 Flow rate at the inlet of the 3D-model is then no longer prescribed as a Dirichlet boundary,
but extracted from a coupling with the 0D closed-loop model of the lower body circulation. The
inlet is set as a combined Dirichlet-Neumann boundary that prescribes flow and pressure passed on
by the upstream 0D-network, similar to the treatment of outlet boundaries. Closed-loop models
have the downside of being labour-intensive by their need for refined and case-dependent strategies
for tuning model parameters.
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6.2 Occlusive disease

As a generalization of the application towards serial stenoses discussed in chapter 4, non-invasive
determination of translesional pressure drops have promising applications at other sites of arterial
stenoses in which current diagnostic modalities have limited predictive power. Two especially rele-
vant clinical challenges are renal artery stenosis and equivocal iliac artery stenosis.

Renal artery stenosis is a frequent cause of uncontrolled hypertension and progressive renal insuf-
ficiency, with a prevalence estimated at 4.3% in autopsy studies. 103 Treatment of renal artery stenosis
by percutaneous balloon angioplasty with stent placement can improve hypertension control and
renal function and thereby significantly reduce a patient’s risk on future cardiovascular events. 104

A diagnosis cannot be reliably made on clinical symptoms and current diagnostic procedures are
not well able to predict whom benefits from treatment, with modern MRI-derived 105 and duplex
diagnostics 106 demonstrating only 50% specificity at reasonable sensitivity. In contrast, post-hoc
analyses of invasive translesional pressure measurements in the renal artery show specificity of 80%
at similar sensitivity levels. 107 CFD has potential to accurately assess the pressure gradient, also un-
der hyperemia, and therefore become a reliable non-invasive predictor of treatment success for renal
artery stenosis. The accuracy of the CFD predicted pressure drops can be validated in retrospective
or prospective cohorts where translesional pressure drop has been measured invasively.

For iliac artery stenosis, stenoses with a diameter reduction of 50-75% on angiography show a
wide variety of pressure drops, ranging from 5 - 50 mmHg at rest flow. 108 Although accurate diag-
nosis by invasive pressure measurements is recommended, preferably in a hyperemic state through
administration of a vasodilating drug, this is not routinely performed for several practical reasons. 83

With the advancement of thin-wire pressure catheters, clinical interest in translesional pressure mea-
surements is growing and hyperemic measures like fractional flow reserve (the pressure ratio of the
downstream and upstream mean pressure in hyperemic conditions) have been reported to be feasi-
ble in iliac stenoses. 109 Meanwhile, the validity of two-dimensional CFD, which assumes axisymmet-
ric flow, in predicting pressure gradients in iliac artery stenoses on the basis of rotational angiograhy
has recently been demonstrated. Obvious advantages of a 2D-method are its ease of implementation
and short computational times, yet it is unable to reproduce secondary flows that can become signifi-
cant in highly eccentric stenoses or serial stenoses, as was shown in chapter 4. The 2D-solver that was
validated against invasive systolic pressure drop during hyperemia used a steady flow assumption, for
which the SimVascular 3D-solver is expected to achieve a computational time in the order of minutes
on a well-optimized cluster. Extracting geometrical data from a CTA-scan made before a potential
intervention is likely preferable, as invasive angiography can then be prevented if the equivocal steno-
sis is marked non-significant with CFD.

From a computational standpoint, more complex clinical challenges in occlusive disease are
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formed by plaque vulnerability in carotid artery stenosis and flow around stentgrafts that are not
apposed to the wall. Carotid artery stenosis is typically not flow-limiting owing to the extensive col-
lateral circulation in the cerebral vasculature. Instead, its main risk is atheroma rupture in high-grade
stenosis, after which parts of the vessel wall or small thrombi formed on its exposed surface can be
shed with the flow and induce a stroke through obstruction of a downstream cerebral vessel. 110 Pres-
sure and shearing forces by the fluid contribute to stress forces within plaques and areas of high wall
shear stress have been hypothesized to induce atheroma rupture. Although the imaging require-
ments and relatively low incidence of stroke make correlations hard to establish, retrospective stud-
ies seem to reach consensus that structural plaque stress computed by partitioned fluid-structure
simulations is a more sensitive predictor than high wall shear stress alone. 111,110,112 Therefore, until
comprehensive mechanical solvers able to simulate stress distribution within the wall become part
of user-friendly blood flow simulation packages, this clinical problem is probably best addressed by
dedicated biomechanical research labs.

Simulating the flow of blood around stents is another challenging computational exercise, but
particularly relevant for explaining the failure of stents used in complex branching anatomies, such
as the aorto-iliac bifurcation. Kissing stents inserted from the iliac arteries and simultaneously ex-
panded with balloon angioplasty are often used for treating occlusive iliac artery disease. However,
through the inflation of two cylindrical shapes in an encompassing cylinder a mismatch area outside
of the two stents is inevitably created that can induce stagnant flow, either in the apex of the bifur-
cation for bare metal stents or at the inflow region for covered kissing stents. 113 The presence and
extent of these recirculation zones in vivo will depend in complex ways on the stent configuration
used in relation to the patient’s anatomy, which CFD can potentially elucidate. Some technical chal-
lenges have to be addressed in order to do so. The presence of stent material in what is normally flow
lumen may render conventional segmentation and meshing techniques unsuccessful and thus re-
quire a modified approach. In addition, the small scales of stent and graft material necessitates small
mesh sizes at their boundary, increasing computational cost of the simulations. Development of an
efficient approach is relevant if strong associations between recirculation zones and stent failure are
found, as likely only computational techniques can pre-operatively predict if the combination of
stent characteristics and patient anatomy will predispose to significant recirculation zones.

6.3 Surgical anastomosis techniques

Anastomoses are used in vascular surgery to create new connections between arteries and veins. An
artery and vein in the arm can be anastomosed intentionally to create an arteriovenous fistula used
for hemodialysis access. Other anastomoses typically involve the use of a venous or synthetic graft
to bypass an occluded artery by connecting the graft to the healthy artery proximal and distal to
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Figure 6.1: Flow separation in an arteriovenous fistula. Reproduced fromGuess et al. 73

the occlusion. A common complication is the onset of stenosis at the anastomotic sites, with sub-
sequent thrombolization if left untreated or undetected. For autogenous infrainguinal vein grafts,
intermediate lesions were seen to develop in 20% of newly created bypasses at a mean of 4 months af-
ter implantation, 114 but occlusion can be reasonably well prevented with appropriate follow-up and
PTA if necessary, providing assisted primary patency of 85% at 2 years. 115 For arteriovenous shunts,
juxta-anastomotic stenosis has been reported in approximately 38% of newly created shunts and re-
sulted in non-maturation for 50% of the forearm fistulas, compared to roughly 10% failure in those
without stenosis. 116 In addition, the fistulas with stenoses that did mature were characterized by
more frequent post-operative interventions.

Considering the high incidence of restenosis and its severe complications, it would be particularly
relevant to visualize flow patterns at the arteriovenous anastomosis in patient cohorts. The high
prevalence of juxta-anastomic stenosis in arteriovenous fistula is likely in part due to the significant
curvature that blood follows when traversing from the artery into the vein, which has in PC-MRI
measurements and simulations been seen to induce flow separation from the inner wall.73,117 Impor-
tantly, one of those studies employed both a rigid wall and a partitioned fluid-structure interaction
model, in which the wall’s mechanical properties were differentiated between the artery and the vein.
Differences in predicted wall shear stress of 12% were present between the fluid and FSI model, but
the wall shear stress distribution was very similar. The results of both models were compared with in
vivo PC-MRI and both the fluid model and FSI model showed excellent agreement with the region
of flow separation at the inner anastomotic wall (Fig 6.1).
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Therefore, the rigid wall SimVascular solver applied to patient-specific fistula models with the
methodology presented in chapter 2 is expected to be a sufficiently accurate modeling approach
to predict flow separation and wall shear stress distribution and investigate its relation with juxta-
anastomotic stenosis and shunt failure. If needed, the deformable wall SimVascular solver may be
used to predict the magnitude of wall shear stress more accurately at roughly twice the computa-
tional cost if arterial and venous mechanical properties are considered equal, or a few times more if
they are modeled with separate characteristics. For the patient data needed, the most relevant con-
sideration is the acquisition of full 3D imaging data. CT-scans are not routinely made for shunt
planning or on follow-up, and may be contra-indicated for patients who still have a functioning kid-
ney, although evidence is sparse for the additive harm of contrast media in end-stage renal disease. 118

Retrospective studies based on CT-scans made for other purposes may be a feasible first step. To
obtain imaging data for a potential prospective patient study, MRA may be an alternative modality,
although costly in comparison. In both cases, it would be of interest to investigate the effect of anas-
tomosis curvature, vessel diameters, individualized anatomy and flow rate division on the extent of
flow separation and possible correlations with restenosis and shunt failure. The acquired insights
may be useful in improving anastomosis techniques tailored to individualized anatomic features. A
possible extension is the use of CFD in virtual treatment planning, where various sites and techni-
cal characteristics of surgically feasible anastomes are simulated to select the one optimal in terms
of flow characteristics. An exciting technical advancement for treatment planning is the incorpo-
ration of optimization in the modeling pipeline, after which various characteristics of the surgical
procedure can be automatically and iteratively optimized to minimize a pre-defined cost function.91

Likely candidates for the cost-function in case of restenosis include a wall-shear stress derived mea-
sure, but major clinical flow studies are deemed necessary before such functions can be reasonably
defined.

6.4 Aneurysmatic disease

Research on rupture and growth of abdominal aortic aneurysms has justifiably started from CT-
based structural analysis of stress distribution in the aneurysm, and more recently these have been
augmented with CFD to augment the calculation of plaque wall stress with blood’s mechanical
forces 119 in the quest for a diagnostic that adds predictive power to the aneurysm’s diameter. Al-
though significant results in small samples have been found, a limited study size and heterogeneity
has thus far limited generizability and clinical applicability. 120 In addition, endovascular treatment
of abdominal aneurysms now often enables treatment of patients with significant comorbidities
and rupture of aneurysms smaller than current diameter cut-offs is not very common, 121 limiting the
added value of a new rupture predictor to some extent.
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Instead, a focus on the complications of endovascular treatment, which still persist for modern
devices, may bear more clinical relevance. The most relevant complications are type I endoleaks
from the proximal or distal graft attachment sites. Although the clinical impact is less severe, type
II endoleaks also deserve attention due to their frequent incidence. Late type I endoleaks are often
associated with progression of aneurysmatic disease at the neck or common iliac artery. For the il-
iac artery a hemodynamic component of blood’s outflow pattern from the stentgraft may relate to
the progression of disease, especially if an aneurysmatic iliac artery wider than 2 cm is used as land-
ing zone. 122 Continued growth of the common iliac aneurysm may evolve into a type Ib endoleak,
and the growth rate can perhaps be related to and predicted by the way that blood exits the stent-
graft into the iliac aneurysm. Although the meshing of the stent may require a customized meshing
strategy for CFD computations, retrospective input data for CFD is likely available in substantial
quantity owing to the use of both duplex and CTA-scans in EVAR follow-up. The possibly relevant
effects of wall-motion on flow may also be investigated with SimVascular’s deformable solver.

For type II endoleaks, ambiguity still exists on whether aggressive treatment can save patients
from the risks seen for persisting (>6 months) type II endoleaks, 123 or whether a more conservative
approach is warranted as most type II endoleaks resolve spontaneously. To which category a type II
endoleak belongs may relate to the extent of collateral connections between for instance the IMA
and SMA artery. Instead of the proposed 3D-hemodynamic simulations suggested throughout this
chapter, here the use of 0D or lumped parameter networks can be an elegant diagnostic solution.
Similar to the quantification of collateral flow, 124 a coupled network of resistors and capacitances
with values based on CTA-scan diameters can model the extent to which pressure is transmitted
through collateral vascularization towards the aneurysm sac. The cases where predicted transmitted
pressure exceeds a certain threshold may discriminate persistent endoleaks that warrant treatment
from self-resolving endoleaks.
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7
Conclusion

This thesis has started with the selection of numerical tools that can cost-effectively simulate the
mechanics of three-dimensional, pulsatile blood flow in the femoral artery bifurcation. In a (silico)
bench to bedside fashion, a validation study was first performed, followed by flow simulation in
idealized stenotic geometries and ending at the intended goal of flow simulation in two patient cases.
The findings will be summarized in analogous order.

Full patient-specific computational models of blood flow require the segmentation of the anatomy
of interest and info on flow rates in the arteries under investigation. Tools to extract these from CTA
and duplex ultrasound were built due to the readily availability of these modalities in patients with
femoral artery disease. Peri-procedural rotational angiography was tested with as of yet limited suc-
cess. The meshing and 3D flowsolver routines from SimVascular were used due to their customized
advantages and speed for blood flow simulation.

Triphasic flow was experimentally visualized in a healthy and significantly stenosed model of
the femoral bifurcation by particle image velocimetry to validate the numerically predicted results.
The results showed good qualitative agreement for most of the cardiac cycle with deviation of the
numerical results during bulk flow reversal due to effects of the Womersley inlet boundary. For the
stenotic model, the simulations predicted jet growth and breakdown not seen in the experimental
results, possibly caused by not resolving the turbulent characteristics on sufficiently small scales.
Overall capability of the solver for predicting physiologic velocity fields was demonstrated, with
further evaluation needed to assess the influence of the inlet boundary during backflow and on the
impact of not fully resolving turbulence in transitional flow.

Subsequently, the combined effect of two subcritical tandem stenoses in close proximity on the
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pressure drop was investigated in 40 idealized geometries by mixing three stenotic shapes of 50%
area-reduction in various configurations. At steady flow for Reynolds numbers of 1800 (15 mL/s
in the femoral artery), representative of CLI patients, non-circular shape was a strong determinant
of pressure drop, with a smaller role for eccentricity. Combining two stenoses confirmed that the
pressure drop never exceeded the sum of the individual stenoses, but equaled 75-85% of the sum of
their respective individual pressure drop. The largest pressure drops were found for increasing inter-
stenotic distance and 90-degree rotation angles between eccentric stenoses due to strong secondary
flow, but these effects were less strong compared to the non-circular geometry. Results in patients
are likely to depend strongly on stenosis size and geometry with no easily predictable outcomes by
simple approximations. Non-invasive clinical pressure quantification by CFD of multiple stenoses
in CLI patients with a computational model of steady flow is therefore indicated.

The third study addressed CFD’s potential value of predicting the common complications of
proximal edge stenosis and stent thrombolization after treatment of occlusions in the SFA with
the Viabahn covered stentgraft. Retrospective CTA and duplex data in two case studies were used
to visualize flow and wall shear stress distribution at the inflow area of the stentgraft. One case
demonstrated a focal area of very low wall shear stress (<0.1 Pa) at the stent’s inflow area. In con-
trast, anatomic and functional evaluation demonstrated good patency of the femoral arteries and
decent tibial run-off. The stentgraft nonetheless occluded under the use of anti-coagulation within
6 months. The case demonstrated CFD’s potential in predicting complications in cases where cur-
rent imaging equipment fail to do so. To investigate this hypothesis, a prospective study in which
patients receive an additional rotational angiography or CTA-scan following the Viabahn procedure
is indicated.

With the method developed and partially validated, other clinical topics in vascular surgery for
which CFD-simulated flow features can augment diagnosis and treatment start to open up. Espe-
cially its use in non-invasively (1) quantifying pressure drops for renal artery and iliac artery stenosis,
(2) for improving understanding of arteriovenous shunt failure and (3) for predicting type Ib en-
doleaks or diagnosing the contribution to aneurysm sac pressure by a type II endoleak show promis-
ing clinical applications for which current simulation techniques are already applicable. Cohort
studies for these three clinical areas are indicated to elicit CFD’s value in vascular surgery.
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