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Abstract—By analyzing electromagnetic interference (EMI)
based on its spectral components important time domain in-
formation is lost. The fact that EMI receivers, such as the
Rohde & Schwarz ESS, operate this way makes them vulnerable
for not detecting sources of EMI that repeat over time. The
concept of EMI repeating over time is also not incorporated
in the standards, which are only based on frequency domain
limits. To catch these repeating interferences the receiver has to
measure for at least one period of the repetition. Measuring many
spectral components for a minimum amount of time each causes
detrimental measurement times. Time-domain electromagnetic
interference (TDEMI) analyzers have been proposed to reduce
these long measurement times, but remain expensive. To reduce
costs the utilization of TDEMI measurements using a low cost
digitizer is examined. A PicosScope in conjunction with Digital
Signal Processing (DSP) is used to create the possibility to esti-
mate the total measurement of the ESS based on the dwell times.
A short-time Fourier transform (STFFT) is used to examine the
interfering source in both frequency and time simultaneously.
Constrains inherent to this processing are discussed, such as the
effect of windowing in the time domain. It was also shown that the
ESS perceives certain time varying signals as continuous waves
due to the spectral nature of this receiver. It is found that the
DSP still struggles with unknown input cases. For this an adaptive
threshold is proposed to detect significant low frequencies which
in its simplest form improves the DSP.

I. INTRODUCTION

Analyzing electromagnetic interference (EMI) was tradi-
tionally done based on the spectral components of the in-
terference. This was done because a time domain analysis
was still insufficiently accurate due to limitations of hardware,
either due to the limited Analog to Digital Converter (ADC),
sampling rate, memory or dynamic range [1]. The use of
an EMI test receiver overcame these issues by analyzing
each frequency bin individually while sweeping through the
spectrum. This however came with certain trade-offs. Take
for example how radiated emission measurements of magnetic
fields are performed according to military standards (NRE01,
RE101) [2] [3]. These measurements are performed between
30 Hz and 100 kHz, with bandwidths starting at 10 Hz and
steps of 5 Hz. This gives rise to a lot of measurement steps
that have to be taken. Also, due to the spectral analyzing
nature of these receivers, time domain information is lost.
This time domain information is important, because if an
interference source is only apparent, for example, once every

second, measuring for only half a second will not assure
that the interference is measured. This fact of an interference
repeating over time is also not incorporated in the standards,
which are specified as a threshold over frequency [4]. To
still notice the effect of the time domain variation these
receivers have to measure every frequency bin for a certain
amount of time, with two parallel detectors. A well founded
description of analyzing time variant disturbances can be found
in [5], where a simulation model is developed to mimic these
types of detectors. The measurement time per frequency bin,
the dwell time, is dependent on the time variation at that
specific frequency. A lot of measurement steps and a minimum
amount of measurement time per frequency bin result in a
very long and detrimental measurement time, as has been
shown in [6]. Additionally, having to do these measurements
at many different positions around a large equipment under
test (EUT) increases the total measurement time even more,
for some systems this can even be as long as one week,
resulting in very high costs. To reduce these long and therefore
expensive measurement times time-domain electromagnetic
interference (TDEMI) analyzers became very popular, but
remain expensive. Advantages [6], [7] and challenges [8], [9]
of TDEMI analyzers have been discussed previously. In this
paper, a low cost digitizer known as a PicoScope is used
in conjunction with Digital Signal Processing (DSP). With
this DSP, it is proposed to quickly determine the minimum
dwell times needed at every frequency bin. This can be used
to make an estimation of the total measurement time needed
for a traditional EMI receiver. The EMI receiver used in this
paper is the Rohde & Schwarz ESS [10]. To accomplish the
comparison, a short-time Fourier transform (STFFT) is used
to create a spectrogram that holds information in both the
frequency and the time domain. From this, the time repetitive
behaviour of frequencies is retrieved and analyzed by taking
a fast Fourier transform (FFT) of the time slice and studying
the lowest significant frequency.

This paper starts with a description of the DSP and the
constraints that arose. After this some time varying signals
are mentioned and the way the ESS perceives time varying
signals is being discussed. It is important to notice that in a
general case, EMI is non deterministic and the DSP should
therefore ultimately be able to handle any sort of input. For
this paper, however, known input sources are proposed to get axxx-x-xxxx-xxxx-x/xx/$31.00 c© 2018 IEEE



Fig. 1: Example spectrogram of a time variant signal

better understanding of the DSP and the inner workings of the
traditional EMI receiver. The perception of the ESS on time
varying signals is then further elaborated on in the following
section where the dwell times will be analyzed. This section
ends with a small discussion on an unknown input signal and
ways this signal could eventually be processed correctly. This
is then all wrapped up in the conclusion.

II. DIGITAL SIGNAL PROCESSING

In this section, several constrains due to the spectrogram
technique that is used are addressed. An example of such a
spectrogram can be seen in Fig. 1, where power per frequency
is shown over frequency and time simultaneously. In this
figure, one can clearly see the time varying aspect of a
frequency component. A spectrogram is created by taking
STFFTs of the input signal where the short time is defined
by a window. This window is then shifted over time while
still keeping a certain overlap, to increase the time resolution.
The dwell time is found by taking FFTs of the time slices at
every frequency bin. From these FFTs, the lowest significant
frequency is chosen which represents the inverse of the dwell
time.

A. Frequency resolution of the spectrogram

The first constraint is due to the fact that the DSP is
supposed to mimic the ESS. If one would be interested in the
lower frequencies the standard of RE101 should be used as
a guideline [2] [3]. The standard defines different bandwidths
for different frequency ranges as seen in Table I. From this
table, the bandwidths could be found which can then be seen
as the frequency resolution of the spectrogram, also known as
the step size of the frequency axis. This resolution can be seen
as the inverse of the length of the window, in seconds, or as
the maximum attainable frequency divided by the number of
bins created. The inverse of the window length can be written
as:

TABLE I: ESS parameters for a sine wave from RE101

Frequency Range Bandwidth Step Size Measuring Time
30 Hz - 1kHz 10 Hz 5 Hz 2 seconds

1 kHz - 10 kHz 100 Hz 50 Hz 0.2 seconds
10 kHz - 100 kHz 1 kHz 500 Hz 0.02 seconds

fres =
1

Tw
=

1
Nw

fs

=
fs

Nw
(1)

where fs is the sampling frequency, Nw is the window size,
and fres could conform with the specified bandwidths defined
in Table I if one is interested in these ranges.

B. Frequency resolution of the repetition rate

The second constraint, or the second effect, to take into
account is the frequency resolution of the repetition rate at
a certain frequency. This so called repetition rate resolution
is dependent on the number of steps the time dimension of
the spectrogram has. These steps in the time dimension are
inversely proportional to the window length and the overlap
of the windows that is chosen. This is due to the fact that
the non-overlapping part of the window, also known as the
window shift, can be seen as the time steps that are taken by
the spectrogram. The number of window shifts and the width
of such a shift have a direct influence on the actual resolution
of the FFT that is performed. This is because the maximum
repetition frequency is dependent on the width of the window
shift and the resolution of this FFT is dependent on the number
of window shifts that fit within the total time signal. This
repitition rate resolution can be written down mathematically
as:

Frepres
=

∆Fmax

Ntime
(2)

where ∆Fmax is the maximum frequency difference, including
negative frequencies, and equals the inverse of the time step
and Ntime is dependent on the window size and its overlap.
Equation (2) can therefore be rewritten into:

Frepres
=

1
∆T

floor(
Nt−Noverlap

Nnon|overlap
)

where in the numerator, ∆T , is entirely dependent on the non
overlapping part of the window, also known as the window
shift, and can be written as ∆T =

Nnon—overlap

fs . Furthermore,
in the denominator, within the floor function, the number of
window shifts that fit inside the whole time signal, minus one
overlap is written out. If this value is not an integer number,
the spectrogram function in MATLAB rounds it down to the
next integer and for this reason the floor function is introduced.
Within this denominator Nt is the total number of samples in
the whole time signal and can be written as Tt · fs. This all
then gives rise to the following overall equation:



Frepres =

fs
Nnon|overlap

floor(
Tt·fs−Noverlap

Nnon|overlap
)

(3)

where it can be seen that if the total measurement time is
increased enough, the contribution of the window overlap
on the total measurement length becomes negligible and the
equation goes towards 1

∆T . This result is as expected if we
look from a definition perspective, since the lowest frequency
variation over time that can be observed has a period of the
total measurement time.

C. Maximum window shift

The next thing to keep in mind is the fact that the afore-
mentioned window shift, non-overlapping part of the window,
should be small enough such that the repetition over time of
a frequency component is still observed. This is written down
as follows:

a ·Nnon|overlap ≤ Nrep = Trep · fs =
fs

frep

where a is the amount of shifts that should at least fit within
one repetition rate period. Following Nyquist it is expected that
a should equal 2, but from simulations it was found that this
still causes some errors, due to other limitations. To prevent
these errors however, it is proposed to have a be at least 4,
since this can be easily satisfied with the computing power of
a modern computer.

D. Windowing

As previously mentioned, to create the spectrograms, win-
dowing is performed to create the STFFTs. These windows in
the time domain also have an influence on the results in the
frequency domain. The windows act as a multiplication in the
time domain which results in a convolution in the frequency
domain. For theoretical simplicity a rectangular window is
chosen in this section. This rectangular window then results
in a sinc function around the corresponding frequency com-
ponents in the frequency domain. This sinc function will then
have an influence on other frequency components where there
is no zero crossing. It is important to notice however, that
the spectrogram has discrete steps in the frequency domain
which are dependent on the window size. If the window size
is chosen as an integer multiple of the frequency difference
between frequency components, the resulting sinc function has
zero crossings at all the multiples of the frequency resolution
around its frequency component, and the effect of windowing
will not be present in the simulation. This is written down
mathematically as:

fzero = fc ±
n · fs
Nw

where fzero are the zero crossings of the sinc function, fc is
a frequency component, n is any positive integer, and where
the width of the sinc function is dependent on the window
size. Because of these zero crossings at the other frequencies,

no variation at the individual frequency components will be
noticed, even in simulation. If this is not the case however,
the sinc function at one frequency component does have an
influence on others and vice versa. This then means that a time
variation becomes apparent at the frequency components and
will be noticed. This case is visualized in Fig. 2. The window
size is not a integer multiple of the frequency difference
between frequency components and it can be seen that at the
other frequency components the sinc function does not have
a zero crossing. It is important to note however that in this
case the sampling is not exactly at the desired frequencies.
If the sampling is exactly at the desired frequencies however,
it has been shown that the sinc function always has a zero
crossing on the other sampled frequencies. This is because the
relation of the frequency resolution, which has an influence
on the sampling steps, and the relation of the width of the
sinc function, are both dependent on the windowing. In a real
case, with an unknown input signal however, there will always
be frequency components at different spots than the sampling
moments. This then means that frequency components will
influence each other even when this would not be the case
for the ESS, which is a detrimental effect when mimicking
the ESS. An example of this effect will be discussed in the
measurement results.

Fig. 2: Example of the windowing causing errors

III. TIME VARYING SIGNALS

In this section some examples of time varying signals are
presented to inspect the time varying nature of EMI. This is
followed up by an explanation of how the ESS filters the input
signals and the influence it has on the perception of these time
varying signals.

A. Signals

The signals used for measurements are created with a
signal generator and measured with the ESS parallel to the
PicoScope. The time-domain data measured with the Pico-
Scope is then processed by the algorithm to check if the



Fig. 3: DSB-FC at 50 kHz with 400 Hz variation

same dwell times are found as the results given by the ESS.
Several types of signals could be used with a time variant
behaviour of their frequency components. One can think of,
(random) On-Off keying, a chirp signal, Frequency Hopping
of Bluetooth, a double-sideband surpressed-carrier (DSB-SC)
and a double-sideband full-carrier (DSB-FC). In this paper a
DSB-FC signal is used for the main analysis and an example
of such a signal can be seen in Fig. 3. This signal is used
because of its time varying nature and because it is easily
produced via a signal generator. While testing this signal
some constraints arose about the definition of a time varying
frequency component which will be further elaborated on.
Apart from this an unknown input source is also used to further
discuss the performance of the DSP.

B. Filter Bank

As previously mentioned, the ESS analyzes EMI by its
spectral components. It does so by going through all the
frequencies within a range step by step. This can be seen
as a filter bank shifting over the entire frequency range with
a certain step size. Analyzing the frequency components in
their individual filter banks separately raises some questions.
Looking from the time domain perspective Fig. 3 clearly
resembles a signal with a high frequency component varying
over time. Put even more strongly, the whole definition of this
test case was to create a high frequency component which
varies over time with a lower frequency component. This input
signal is written down mathematically as:

A(t) · cos(2πfht),

where A(t) = 1 + cos(2πflt), fh is the high frequency and
fl is the low frequency. We know however that this can be
seen as two individual frequency components around a high
frequency component because:

cos(α) · cos(β) =
1

2
· [cos(α− β) + cos(α+ β)]

Fig. 4: DSB-FC with all frequency components in one filter
bank

From this point on, the frequency resolution seen in equa-
tion (1), which can be seen as the width of a frequency bin
of a filter bank, has a huge impact on how the signal is
perceived. This is due to the fact that if this frequency bin
width becomes smaller than the difference between adjacent
frequency components it will not catch both frequency com-
ponents simultaneously. This is visualized in Fig. 4 and Fig. 5,
where the frequency components are received in one frequency
bin and in separate frequency bins respectively. The frequency
bins are chosen to have a width of 200 Hz, because this is the
minimum width of the quasi-peak detector used in the ESS.
The use of this quasi-peak detector will be further elaborated
on later. If the frequency components are received in separate
bins for the EMI receiver it is expected that it will perceive
the signal as individual frequency components which are not
varying over time, also known as individual continuous waves
at different frequencies. This case with the EMI receiver will
further be elaborated on in the results.

IV. DWELL TIME ANALYSIS

In this section the results will be presented. At first the
ESS measurements of the two DSB-FC cases are compared.
From these results it is shown that one signal is perceived as
time varying while the other is not. The signal perceived as
time varying is then further inspected and the time variation
is presented after which this result is then mimicked with
simulations. After this an unknown input source is used and
the performance of the DSP is discussed.

A. DSB-FC comparison

For these measurements two signals such as shown in
Fig. 3 are used. The first measurement uses a high frequency
component of 50 kHz which is smoothly turned on and off
with a 5 Hz sinusoid, the second signal is the one shown in
Fig. 3 and has the same high frequency component of 50 kHz
but is smoothly turned on and off with a 400 Hz sinusoid.



Fig. 5: DSB-FC with one frequency component per filter bank

1) DSB-FC comparison with ESS: The first measurement
performed is measuring the signal simultaneously with two
detectors over a certain frequency range. The two detectors
used are peak and quasi-peak detectors. This is done to show
whether or not the frequency components are continuous
waves. This is done because we know that a frequency
component is a continuous wave if the peak and quasi-peak
detectors give the same output [11].

In Figures 6 and 7 these results are shown. In Fig. 6 a
clear difference between peak and quasi-peak can be seen
meaning the signal is not a continuous wave, which was
as expected when looking at the time signal. Fig. 7 shows
three frequency components not varying over time, since there
is almost no difference between peak and quasi-peak. Upon
further examining Fig. 7 a difference of 0.2 dB is found
between peak and quasi-peak. This variation is small enough
to consider the signal as a continuous wave. It is important to
note however that the quasi-peak detector was 0.2 dB higher
than the peak detector and not the other way around, which
would be as expected. Under normal circumstances the quasi-
peak detector should always give an output lower or equal to
the output of the peak detector. As a check a known individual
continuous wave was put on the ESS, and the same detectors
were used simultaneously. For this measurement the same
deviation of 0.2 dB was found between the peak and quasi-
peak detectors and it can therefore be seen as a measurement
error inherent to the ESS.

2) Inspecting the dwell time: Next up the dwell time will
be measured via the ESS and calculated via DSP. From Fig. 7
it was shown that this case was perceived as three individual
continuous frequency components and will therefore not be
further investigated with the ESS, because no dwell time will
be found. The signal is however investigated via DSP. For
this case it is important to note that the frequency components
appear exactly at the sampling moments. This makes it so that
the influence of the windowing in this case is non existing.
Because of this, no time variation at the frequency components

Fig. 6: Peak vs Quasi-Peak detector of DSB-FC (5 Hz)

Fig. 7: Peak vs Quasi-Peak detector of DSB-FC (400 Hz)

will appear and the right result of no repetition over time will
be given. If the slow varying frequency was changed to, for
example, 401 Hz, however, the effect of windowing at all the
frequency components would have an influence on all the other
ones, just as seen in the example from Fig. 2. This would then
result in a noticeable time variation which will be spotted and
therefore give different results than the ESS. This effect should
be further investigated later on, but for now it is seen as future
work. Using different window types has an impact on this
influence and is part of this future work.

Next up the dwell time, shown in Fig. 6 to exist, was
measured via the ESS and calculated via DSP. The dwell
time is found via the ESS by measuring the peak n times
for different measurement times. For these measurements n
is chosen as 30. This is then plotted versus each other from
which we can see the peak distribution convert to one specific
value at a certain measurement time. This can be seen in Fig. 8
where all the peak measurements give the same output with a



Fig. 8: Finding Dwell Time of DSB-FC (5 Hz) with the ESS

Fig. 9: Finding Dwell Time of DSB-FC (5 Hz) with DSP

measurement time of 0.2 seconds, which implies a repetition
frequency of 5 Hz. The same is found via DSP from which the
same repetition rate is quickly calculated, for all frequencies,
and can be seen in Fig. 9.

B. Unknown Input Signal

Doing the basics of the DSP for any input signal does
not give rise to any direct problems. Taking a STFFT is
easily achieved by a computer nowadays. Once the resulting
spectrogram has been created, taking the FFT of every time
slice of a certain frequency can also be achieved with relative
ease, if the aforementioned constrains are taken into account.
From this point on a problem arises however. When no
information is known about the input source whatsoever, the
program should be able to snuff out the lowest significant
frequency, where defining this significance raises issues. One
proposed technique to detect these significant frequencies is
creating a threshold where the first peak above this threshold

is considered as the frequency repetition. Such a threshold
should lie between zero and the maximum peak of the FFT at a
frequency component. Where if a threshold of zero is applied,
the first frequency component would always be selected, which
results in a dwell time equal to the total measurement time,
with a small deviation due to equation (3). Defining the height
of this threshold could be based on empirical results for
certain cases. It is also proposed to take the peak to average
power into account. This in combination with a well justified
definition of a significant low frequency could give rise to
an adaptive threshold for any input signal. These proposals
are however, outside the scope of this paper and will be
investigated later except for the influence of the threshold
which will be examined below.

1) Dwell Time: To elaborate on the influence of such a
threshold a random signal has been processed. The resulting
spectrogram of the signal can be seen in Fig. 10. First the dwell
times were found by taking the maximum peak of the FFT of
a time slice of every frequency bin. If only the maximum peak
of the FFT of every time slice is chosen, there is a chance,
that still significant, low frequency repetitions are neglected
because a higher frequency repetition has more power. An
example of such a case is shown in Fig. 11. One can clearly
see that there is a significant lower frequency component at
33 Hz, but this one is not selected if only the maximum peak
technique is used. This results in dwell times that are too short,
because there are still significant low frequencies, which need
longer dwell times to be detected, that are missed. This can
be seen in Fig. 12 where short dwell times are shown around
30 kHz, while if we look at the spectrogram we also see a
slower repetition rate, which means a longer dwell time of
roughly 0.03 seconds, which is still significant. This occurs
because of the problem previously mentioned and shown in
Fig. 11. This figure shows the FFT of the time slice at 30
kHz. To be able to detect this significant lower frequency
a threshold of 90% of the maximum peak at every FFT is
applied. It is important to note that this is still a crude solution
and should be improved later on, as previously mentioned, but
already has a huge improvement on the results. The result of
this adaptive threshold is seen in Fig. 13. With this threshold
the significant lower frequency repetitions are detected for
the frequencies around 30 kHz. This result therefore proposes
longer measurement times compared to the maximum peak
technique, but decreases the error significantly. The error
difference is quantified by comparing the maximum peak of
the total time signal at a frequency component with the average
of the peaks found for multiple measurements at random points
in the time signal for the found dwell time. The maximum
peak technique detects peaks 4.7 dB lower than the maximum
peak on average while the technique using a threshold of
90% detects peaks 1.9 dB lower than the maximum peak
on average. From the end result of the DSP the dwell times
could be added up for every frequency bin which then gives
an estimation of the time the ESS would have to take to detect
all the, repeating, interferences, depending on the dwell times
and the frequency bin size.



Fig. 10: Spectrogram of Conducted Measurement

V. CONCLUSION

Utilizing TDEMI measurements with a low cost digitzer via
DSP to estimate the dwell times for an EMI receiver has been
investigated. Several constrains have been mentioned on the
DSP part which should be taken into account when further
investigating this topic. These consisted of the frequency
resolution of the spectrogram which can be seen as the width
of a filter bank, the resolution of the repetition rate which
goes towards one over the measurement time, and the effect
of the window and its shift. Several time varying signals are
mentioned and the way the ESS perceives these signals is
elaborated on. This perception of the ESS is then further
investigated together with the effect it has on mimicking
the ESS via DSP. This is explored by doing a dwell time
analysis on two types of DSB-FC signals, which have the
same carrier frequency but a different amplitude variation. This
dwell time analysis was performed by using a peak and quasi-
peak detector simultaneously to examine whether the input is
a continuous wave or not. It was shown that for one case the
ESS perceives the DSB-FC as time varying while in the other it
perceives it as continuous waves at different frequencies. This
is fully dependent on the frequency bin size of the detectors
in the ESS, in this case predominately the quasi-peak detector,
and the amplitude variation of the signal itself. The time
varying signal is then measured with the peak detector multiple
times, for different measurement times, to create a distribution
of peak values. This distribution then converges to one value
at the sought dwell time. This paper then opens a road for
further research on the DSP, especially considering unknown
input signals, the influence of windowing on such signals and
the effect of different window types on any signal whatsoever.
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Abstract—This paper shows possible benefits of multi-channel
synchronous time-domain electromagnetic interference (TDEMI)
measurements. The setup was developed with respect to low-
frequency conducted Electromagnetic Interference (EMI) mea-
surements in high power, fast switching systems using a low-
cost solution. Using an 8-channel digitizer voltages, currents and
magnetic fields were simultaneously recorded. Using digital signal
post-processing investigations are performed into the relation
between switching currents and magnetic fields, while also
investigating the time variance of the load impedance.

I. INTRODUCTION

EMI has been traditionally analyzed based on their spectral
content. Due to the limitations of hardware, time domain
analysis was insufficiently accurate. Either due to the limited
Analog to Digital Converter (ADC), sampling rate, memory,
or dynamic range [1]. Using an EMI test receiver, overcame
these issues by analyzing each frequency bin/band individually
while sweeping through the spectrum. Inherently, the switch to
super-heterodyne receiver introduced trade-offs. Measurement
times increased, while time domain information was lost in
the peak detector, therefore correctly analyzing the disturbance
requires the disturbance to be repetitive in nature, while
maintaining a constant amplitude. Different types of detectors
addressed this issue. A good explanation of analyzing time
variant disturbances can be found in [2], since a simulation
model is developed to mimic different types of detectors. To
summarize, issues with super-heterodyne receivers are often
related to the type of the disturbance being unknown.

• narrowband vs broadband
• continues wave vs transient
• time-consuming

With the recent development of fast Fourier transform
(FFT) based Receivers, EMI measurements have become much
easier. Several TDEMI measurement techniques have been
studied [3]–[5]. Digital decomposition of Common Mode
(CM) and Differential Mode (DM) has been shown in for
instance [3], [6], this requires a multi-channel approach.
Transient decomposition is shown in [7] using short term
fast Fourier transform (STFFT) techniques. While in [4], [8]
it is proposed to use STFFT techniques to present time-
frequency plots (i.e. spectrograms), however engineers need
to be trained in analyzing these results, and standards still
need to be developed. However the biggest drawback, is that

the Commercial of the Shelf (COTS) available FFT-receivers
are single input with a heterodyne chain.

With the development of low-cost digitizers, the possibility
for creating ones own low-cost receiver arises. It has for
instance been used in developing a cost effective and fast
magnetic emission test platform [9].

This paper will focus on applications of multi-channel
synchronous measurements as stated in [5] and the possible
challenges it brings. In [6] it was applied to decompose, and
compare multiple measurement techniques. This paper will
show the possibility to investigate magnetic emissions related
to switching transients, and also the possibility to analyze
a time variant impedance. In either case, a synchronous
multi-channel solution is required. An 8-channel digitizer has
been used to record the phase-, neutral- and DM- current
and voltages. Additionally the magnetic field has also been
recorded according to the RE101 standard.

The general overview of the total measurement can be
found in [6], which focuses on the conducted part of the
measurement. The 8-channel scope is used in conjunction with
the ’mains monitor box’ as described in [10] and will be
elaborated on in Section III. Voltage and current measurements
have an overlapping bandwidth from approximately 2 kHz
to 100 kHz. Next to conducted measurements, the radiating
magnetic field is recorded to investigate its relation to fast
switching currents. The results presented in section IV are
qualitatively reviewed, as this is a proof-of-concept type of
setup.

II. THEORETICAL BACKGROUND

The multi-channel approach allows for exploration in the
unknown and novel domains at relative low costs. As was
explained, in this paper we aim for the current to magnetic
relationship, and the concept of a time varying impedance. In
the following subsections, the concepts are further explored
and the motivation for exploration is given.

A. Magnetic Field

As is well known from the Maxwell equations, a current
induces a magnetic field and furthermore magnetic fields
induce currents as is explained by Lenz’s law. We measure
magnetic fields with loop antennas, which act as transducers
for magnetic flux. I.e. an output voltage of the antenna isxxx-x-xxxx-xxxx-x/xx/$31.00 c© 2018 IEEE
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Fig. 1: Schematic representation of the test setup [6]

created by means of a varying magnetic flux, which can be
seen using the following equations:

E = −dΦ

dt
, Φ =

∫∫
S

B · dA∮
B · dl = µ0Ienc

From these we can see a proportional relationship exists
between the time-derivative of the current inside a system and
the measured magnetic field:

B ∝ di

dt

In the measurement setup, current and magnetic field have
both been recorded simultaneously. This allows for an investi-
gation into the radiation transfer function (radiation efficiency)
of the entire system. The relation between E-field and varying
voltage has been researched in [11]. Following the same
assumption of a Linear Time-Invariant (LTI) system shown
in this paper, a possible attenuation profile might be derived.
However the amount of measurements in this setup are limited
and since the focus of the paper is on the multi-channel low
cost digitizer possibilities, a full study of transfer function of
the system is regarded to be future work.

The digital signal processing done for this work, is related
to the MIL-STD RE101. We want to examine the relation
between transients and B-fields in time, however the recorded
signal is always a time varying voltage. The recorded signal
x(t), should first be transformed into a spectrum in dBuV, to
which the antenna factor can be applied. From this the time
variant magnetic field can be recovered via the inverse Fourier
transform.

F [x(t)] = X(ω), Y (ω) = X(ω) ·AF (ω)

F -1[(Y (ω))] = y(t)

With x(t) being the recorded voltage from the loop antenna,
y(t) the magnetic field measured, and AF the antenna factor.
Performing these operations will result in a complex valued
time series, of which only the real values have meaning and its
unit will be in pT . The imaginary part is a result of rounding
errors and applying a perfect filter for frequencies above
100kHz. Assuming a perfect symmetrical spectrum around
the Nyquist frequency removes this issue. In the following
subsection the concept of measuring a varying impedance is
addressed.

B. Varying Impedance

The varying impedance concept originates from power
grid measurements, in which many users are independently
inserting and extracting loads. In case of old fashioned resistive
loads, this already introduced fluctuations in the power grid.

The transition to Switch Mode Power Supply (SMPS) has
introduced a more difficult task in defining a load. This can
already be seen in Fig. 1, as a load of 250 Ω is being used
with either a positive or negative voltage. From the grid side,
a constant varying 50 Hz sinewave is provided. However, the
current is drawn from the grid is either positive or negative
depending on the switching state. A third state is also available,
in case both of the switches can be considered to be open. This
is during the time a deadtime is introduced, it is inserted to
prevent the half-bridge from shorting.

Evaluating the varying impedance requires processing of the
recorded voltages and currents. In the measurement setup as
shown in Fig. 1 the voltage is recorded with a 1:10 voltage
probe, while the currents are detected via a currentclamp
(Pico TA189). In [6] the overlapping frequency ranges were
shown, in which the measurement methods are valid. In this
case we assume v(t) and i(t) are recorded, which are also
frequency dependent. Using the STFFT in both cases, the
overlapping frequencies can be extracted while maintaining the



time-varying information. In that case the following relation
would hold:

Z(f, t) =
v(f, t)

i(f, t)

Note however the setup as it is shown here, will mainly address
issues that arise from post-processing, as one expects to record
voltages and currents running through the 250 Ω load. The
resulting impedance will not be the total SMPS impedance.
This was done as a verification of the post-processing.

III. MEASUREMENT SETUP

Safely measuring DM EMI in a relatively high voltage (i.e.
above 100 V) setup is done as depicted in Fig. 1a. The inside
of a conducted measurement device, as seen in Fig. 1a, can
be seen in Fig. 1b and Fig. 1c. As the emphasis of this paper
lies in synchronous time domain measurements, the functional
behavior of the AC/DC converter will only be briefly described
here. The used quantities are magnetic field, DM voltage and
DM current at the load.

A. Galium-Nitride (GaN) Half-bridge

In Fig. 1a it can be seen that the ’DC’ source is a galvanic
isolated grid that has been rectified. By using Sinusoidal Pulse
Width Modulation (sPWM) driver logic, the switches are oper-
ated in such a way, that the switching node is either connected
to the +165 V or -165 V. This results in a sPWM voltage
waveform that contains two main frequency components, fc
and fm, which are the switching frequency and AC output
frequency respectively. [11] describes the full background
for studying a DC/AC converter with extreme flexibility in
choosing these frequencies. However, in the evaluated setup
fc = 25 kHz and fm = 50 Hz, which implies that, when
the output waveform is low pass filtered, the resulting AC
signal consists only of a 50 Hz component with an approximate
Vrms = 116 V.

B. Magnetic Field Measurement

The magnetic field measurement RE101 as was shown in [9]
has also been performed to the above described setup, however
the time domain signal was simultaneously recorded and now
available for evaluation in the results section.

C. Varying Impedance Measurement

This subsection is to emphasize that the extraction of the
voltage and current was done according to the previous written
paper [6] and is now applied to a more elaborate processing
scheme that shows the benefits of using a synchronous multi-
channel digitizer.

Now that the measurement setup and processing of the
results have been described, the results are presented in the
next section.

IV. RESULTS

The results will also be presented into two sub-sections
following the structure applied throughout this paper. First the
magnetic field results are shown, as this is a more predictable
result. The varying impedance is a novel concept and is
presented here as a possibility to investigate with a multi-
channel digitizer. The results shown here are only evaluated
qualitatively, and quantifying the results is left to future work.
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Fig. 2: Results from processing the single channel according
to the RE101 standard, which is explained in [9]

A. Magnetic Field results

The measurement results are shown for the time varying
magnetic field that was recorded using the standard loop
antenna as is used in the MIL-STD RE101 emissions test.
First the results are processed according to standard as was
described in [9] and shown in Fig. 2. Emission spikes can
be seen at 50 Hz, 150 Hz and 250 Hz in the lower frequency
range. While in the high frequency range (above 10 kHz), the
switching frequency of 25kHz and its harmonics can be seen.
This validates the setup, working properly as intended. Now
to examine the switching transients effects on the radiated
emissions, Fig. 3 is created according to the procedure that
was described in section II-A. The resulting waveform shown
in red, shows during the current switching spikes that are
either positive or negative depending on the transition state.
The magnetic field is also slowly varying, which can be
seen in Fig 4. In our measurement setup, the slowly varying
component of the magnetic field is more significant that the
magnetic field that is due to the fast switching of the GaN
half-bridge. However, due to the applied processing both
phenomena can be seen and evaluated if needed.

B. Varying Impedance Results

The results displayed in Fig.5 show amplitude spectral
densities that are varying in frequency as well as time. As
the impedance is calculated as a ratio of voltage and currents,
a very low current can result in a very high impedance. By
creating a sPWM waveform, that contains the 50 Hz as the
output, while switching at 25 kHz only these frequency and
their harmonics are measurable. At other frequencies the noise
floor is being measured. This effect can be nicely seen in
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Fig. 3: The measured DM-current (blue) and magnetic field
(red). The magnetic field is retrieved from

upper graph in Fig. 5 and also in Fig. 6. In Fig. 6a the
current is varying between 0.06 A and 0.09 A, while in Fig. 6b
the current fluctuates between approx. 0 A and 0.045 A. The
resulting impedance is spiking at the moments that the current
is approaches zero. From this we can conclude that the four
noise bandwidths are due to the measured noise that are shown
as dark blue regions, in the bottom two figures of Fig. 5.

V. CONCLUSION

Using an 8 channel measurement setup, multi-channel syn-
chronous time domain measurements have been explored.
Focusing on magnetic-field radiation arising from switching
currents, and time variant impedances. It has also been shown
that by combining low-frequency current measurements (DC-
100 kHz) with high-frequency voltage measurements (2 kHz-
7 MHz), one is able to evaluate the impedance in the over-
lapping frequency range. Issues in calculating the impedance
arise from measuring low currents, that are (in this case) due
the noise in the measurement system.

As the magnetic field measurement has been performed
according to RE101, the entire lower frequency range was

covered (30 Hz-100 kHz). Simultaneously the DM current was
recorded in a frequency range of DC-100 kHz. After correction
for the loop-antenna used, it was possible to see the influence
of the fast switching current on the measured magnetic field.
Even though the impact was lower than the slow varying
component it has been shown that it is possible to benefit from
multi-channel synchronous conducted TDEMI measurements
applied in high power electronic systems.
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Fig. 4: The measured time signal DM-current (blue) and magnetic field (red)
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Fig. 6: The waveforms are single frequencies selected from the spectrogram displayed in Fig. 5
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Abstract—Safely measuring high power conducted electromag-
netic interference (EMI) is an issue to be addressed, where a
possible measurement strategy is being discussed in this paper
which uses the benefits of multi-channel synchronous time-
domain electromagnetic interference (TDEMI) measurements.
Only the differential mode (DM) voltage has been evaluated
in this paper, however the setup is not limited in this respect.
Common mode (CM) voltage can also be synchronously analyzed
with this setup. Nevertheless, with respect to the to be measured
amplitudes, DM voltages in this particular system offer a larger
challenge and are addressed. The setup was developed with
respect to Low-Frequency conducted EMI measurements in high
power, fast switching systems using a low-cost solution.

I. INTRODUCTION

As a result of the emerging new technologies and the rapid
development of new electronic products, the ability to achieve
electromagnetic compatibility and to improve it becomes a
major challenge in the development of newer electronic prod-
ucts. Equipment to quickly and fully characterize a system’s
electromagnetic compatibility will result in a decrease of the
costs of the system and it will also improve the quality
in circuit and system development. Traditionally radio noise
and electromagnetic interference were measured and charac-
terized using superheterodyne radio receivers, which require
measurement bandwidths, step sizes and dwell time. As has
been shown in [1], this can result in extreme measurement
times. The proposed solution is time-domain measurements in
combination with digital signal processing (DSP).

Several time-domain electromagnetic interference (TDEMI)
measurements have been studied extensively in for instance
[2]–[4], with an increasing interest in the (fast) transient
analysis [5], [6]. With [2] proposing to decompose the elec-
tromagnetic interference (EMI) in differential mode (DM) and
common mode (CM), [5] decomposing the EMI transient
phenomena in time domain through DSP, and [3], [6] to
use short term fast Fourier transform (STFFT) techniques to
present time-frequency plots (i.e. spectrograms). The TDEMI
approach, as an alternative for EMI receiver, benefits [1], [4]
and challenges [7], [8] have been addressed.

In this paper, the TDEMI approach is used for determin-
ing conducted interference originating from a Galium-Nitride
(GaN) based DC/AC converter. As today’s commercial of the
shelf (COTS) power electronics have switching frequencies

within the range of 2 kHz-150 kHz, for which civil emission
standards are lacking [9], the low frequency (DC-30 MHz)
conducted EMI frequency band is of great interest. This paper
will focus on the evaluation of multichannel synchronous
measurements as stated in [4] and the possible challenges
it brings. Fig. 1 shows a quick overview of the measured
parameters and used method.

An 8-channel scope is used in conjunction with the ’mains
monitor box’ as described in [9] and will be elaborated on
in Section II. The goal is to compare different methods of
measuring and calculating, via DSP, the DM voltage. Three
separate methods are used to investigate the DM EMI:

• Symmetric Voltage Measurement (Vdm)
• ∆Non-Symmetric Voltage Measurement (VL − VN )
• ∆Non-Symmetric Current Measurement (IL − IN )

Voltage and current measurements have an overlapping band-
width from approximately 2 kHz to 100 kHz.

In the following section the measurement setup is briefly
discussed, which is then followed by a discussion on the
beneficial effect of multi-channel measurements. The results
presented in section IV are qualitatively reviewed, as this is a
proof-of-concept type of setup.

II. MEASUREMENT SETUP

Safely measuring DM EMI in a relatively high voltage (i.e.
above 100 V) setup is done as depicted in Fig. 2a. The inside
of a conducted measurement device, as seen in Fig. 2a, can
be seen in Fig. 2b and Fig. 2c. As the emphasis of this paper
lies in synchronous time domain measurements, the functional
behavior of the AC/DC converter will only be briefly described
here.

A. GaN Half-bridge

In Fig. 2a it can be seen that the ’DC’ source is a galvanic
isolated grid that has been rectified. By using sinusoidal pulse
width modulation (sPWM) driver logic, the switches are oper-
ated in such a way, that the switching node is either connected
to the +165 V or -165 V. This results in a sPWM voltage
waveform that contains two main frequency components, fc
and fm, which are the switching frequency and AC output
frequency respectively. [10], [11] describe the full background
for studying a DC/AC converter with extreme flexibility in
choosing these frequencies. However, in the evaluated setupxxx-x-xxxx-xxxx-x/xx/$31.00 c© 2018 IEEE
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Fig. 2: Schematic representation of the conducted emission test setup

fc = 25 kHz and fm = 50 Hz, which implies that, when
the output waveform is low pass filtered, the resulting AC
signal consists only of a 50 Hz component with an approximate
Vrms = 116 V.

B. Five channels

As the setup is evaluated for the use in operational high
power switching electronics, three methods for determining
the DM EMI were applied, which require the synchronous
measurement of five separate parameters:

• Vdm: Differential mode Voltage
• VL: Line Voltage
• VN : Neutral Voltage
• IL: Line Current
• IN : Neutral Current

The used low-cost PicoScope functioning as an oscilloscope,
has a maximum input voltage range of ±50 V and the possibil-
ity of measuring 8 channels at the same time. Table I summa-
rizes the measurement equipment specifications. By combining
the results from the current and voltage measurements, one
is able to determine the conducted EMI from DC to 7 MHz
without endangerment of the used scope. In the following
section possible beneficial effects of DSP are discussed, while
in section IV the acquired DM voltages are verified with an
analog separated DM voltage.

III. BENEFICIAL EFFECTS OF MULTI-CHANNEL
SYNCHRONOUS CONDUCTED TDEMI MEASUREMENTS

The previous section has described a type of switch mode
power supply (SMPS) that is high power and has an operating
frequency within the problematic low frequency conducted



TABLE I: Measurement Equipment

Pico TA 189 ”Meas. Box”
Quantity: Current Voltage

Measured Modes: Line and Neutral Line, Neutral and DM
Frequency Range: DC - 100 kHz 2kHz - 7 MHz

Ratio’s 1:10 1:50

EMI band. This section addresses possible benefits from using
a multi-channel measurement setup.

A. Mode separation

Multi-channel measurements have shown the possibility
to separate CM and DM (noise) signals through DSP, by
measuring the line and neutral voltages in the time domain
or the line and the neutral currents. In the measurement setup
it was mentioned that only the DM voltage is studied.

As shown in [3] the symmetric DM Voltage can be calcu-
lated via the line and neutral voltage as follows:

Vdm = VL − VN

and indirectly via the line and neutral current as:

Vdm = (IL − IN ) · Z

Where in this case Z = 250 Ω and is assumed to be constant
over the entire frequency range.

B. Extended Frequency Range

By using the measurement box from [9], which is depicted
in Fig. 2, the voltage measurement bandwidth ranges from
2 kHz until 7 MHz. This together with having a current meter
going from DC to 100 kHz gives rise to the possibility to
increase the total (one-shot measured) frequency range with
respect to a single channel measurement, while maintaining
a low noise floor. In [7] it is already discussed that there are
challenges when using a single A/D converter (i.e. channel)
with respect to the required dynamic range. As a verification,
all three methods are displayed in Fig. 7. The frequency range
displayed is the overlapping range of 2 kHz to 100 kHz.

As the results are from a 0.2 seconds measurement with a
sampling rate of 40MHz, the possibilities for applying DSP are
endless. In the following section the results will be presented
without applying any DSP, apart from the one mentioned in
this section. The results are presented following the overview
given in Fig. 1.

IV. RESULTS

At first the results are shown over the entire frequency range,
0 - 20 MHz. The different measurement techniques are plotted
together on a logarithmic scale which can be seen in Fig. 3.
Note that the signals are even plotted for frequencies outside
the frequency ranges mentioned in Table I.

The next first logical step is then to only plot the respective
frequency ranges of the different parts of the measurement
set-up, which can be seen in Fig. 4

Fig. 3: Full Frequency Range

Fig. 4: Overlapping Respective Frequency Ranges

A. Separation results

Next the DM voltage measured directly and via DSP, by
subtracting the neutral voltage from the line voltage, are
compared. Such a comparison for their respective ranges is
plotted in Fig. 5. To make a quantitative comparison the
average difference in dB is calculated and found to be 0.3168
dB. Note that in the case of the analog separation one measures
a single voltage, while in the digital separation, two signals are
measured, which has an influence on the difference in noise
levels. The assumption of the 1:50 ratio in the measurement
setup, mentioned in Table I and elaborated on in [9] is related
to component values used, which are assumed to be 2.5 kΩ
and 50 Ω. However, as with any mass produced component,
they are subjected to production errors. In case of the digital
separation the ratio should be equal for line and neutral
voltages. If not, a larger error can be introduced here than
in the case of the analog separation. The average deviation of
0.3168 dB might have originated from this introduced error.

B. Comparison of methods

It is easily seen from the values in Table I that there is an
overlapping range for the different measurement techniques
between 2 kHz and 100 kHz. As a validation of extending



Fig. 5: Analog vs DSP

the frequency range by combining the separate measurement
techniques, the found values within this range should be
conform. The overlapping frequency range is plotted in Fig. 7.
It can be quickly seen that the peaks are similar while using
different measurement techniques. When looking at the aver-
age deviation between the signals it is found however that the
calculated DM voltage via the current clamp deviates around
8 dB. This deviation is due to the higher noise floor which is
apparent in the picture. However inspection of the first peak
values (at 25kHz) for IL−N , VDM and VL−N give 39dB, 37dB
and 32dB respectively. As explained earlier, the large deviation
of VL−N might have originated from deviating component
values. Comparing IL−N and VDM , shows a deviation of 2dB,
which is relatively large. In case of the current measurement,
a load of 250 Ω was assumed to be broadband.

Based on the above stated deviations, the voltage port
transfer functions were measured to determine if the ratio is
indeed 1:50. As is seen in Fig.6, there is a large deviation in
the neutral port. After taking this into account, the peak values
for VDM and VL−N are deviating by only 0.16dB.
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Fig. 7: Frequency Range Comparison

C. Extended Frequency Range

As the VDM and VL−N are deviating only slightly, the fol-
lowing graph, Fig. 8 is plotted using the voltage measurement
results in the overlapping frequency range. This new extended
frequency range is then plotted and can be seen in Fig. 9.
Where the rough transition at the 2 kHz mark is due to the
previously mentioned difference in noise levels and the falsely
assumed load value.

Fig. 8: Extended Frequency Range

V. CONCLUSION

With the aim to benefit from synchronous time domain
measurements, an 8 channel measurement setup has been
qualitatively evaluated. Possibilities for safely measuring high
voltage applications have been discussed, with the enablement
of noise mode separation. Mode separation through analog
circuits as well as DSP have been discussed and found to
have a negligible deviation. It has also been shown that by
combining low-frequency current measurements with high-
frequency voltage measurements, one can extend the frequency
range of a single measurement, without compromising the
signal to noise ratio due to the limited dynamic range of



Fig. 9: 1 line Extended Frequency Range Measured DM
voltage

an ADC. However in the measurement setup presented in
this paper, the lack of a frequency dependent impedance
measurement of the load resulted into a large deviation when
comparing the overlapping frequency range. Nonetheless, it
has been shown that it is possible to benefit from multi-channel
synchronous conducted TDEMI measurements applied in high
power electronic systems.
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Abstract—As a result of out-of-band emissions and spurious
emissions from air-borne or space-borne transmitters simulations
and analysis methods have been developed. These methods
were developed to determine the amount of interference such
a transmitter could cause. The method discussed and applied in
this paper is the equivalent power flux density (EPFD) method,
which is formally described in international telecommunication
union (ITU) recommendations. Up until this point this method
has been implemented in MATLAB, which can be used for the
determination of the amount of data loss in radio telescopes due
to the unwanted emissions of the Iridium satellite constellation.
In this paper, it is proposed to use the two line elements (TLEs)
instead of the licensed Satellite ToolKit in the EPFD calculation.
A theoretical case has been implemented, which is adaptable to
the user preferences. The flexibility of the algorithm has been
improved, while computational time remains in the same order
of magnitude.

I. INTRODUCTION

In radio astronomy, extremely sensitive radio antennas are
used to detect very faint radio signals of cosmic origin. The
strength of these signals are several orders of magnitude
smaller than the radio signals used in for instance telecom-
munication services. Due to the radio frequency interference
(RFI) susceptibility of the antennas, mitigation techniques
need to be developed, for which RFI investigations are re-
quired [1]. The international telecommunication union (ITU)
regulates the division of the radio spectrum and allocates
frequency bands to different radio services. Some are dedi-
cated solely to radio astronomy. This allocation means that
radio astronomy can claim protection within these bands,
however out-of-band emissions and spurious emissions may
end up in these allocated bands and could then cause harmful
interference [2]. To determine the RFI quantitatively, e.g. from
the Iridium satellites, a simulation, measurements, and analysis
methods have been developed [3]–[5]. For satellites in non-
stationary orbits [6], such a method is the so-called equivalent
power flux density (EPFD) method. This method calculates
the detrimental influence of the several satellites in a certain
constellation on a telescope. The power of this method lies
in the fact that it takes the time invariant state of the system
in consideration and creates an equivalent power flux density
(PFD) evaluated at boresight.

In ECC Report 247 [5], the EPFD method and its imple-
mentation in MATLAB are described. In this paper, the down-
link of the interference from non-geostationary orbiting (GSO)
satellites onto radio telescopes is studied.

The challenges in the RFI determination are related to the
non-stationary orbits. Gain and free space path loss (FSPL)
are dependent on the relative position of an individual satel-
lite, which is time varying. Info about satellite orbits are
thus required for accurate estimation. Various solutions can
be found for calculating or estimating orbits for individual
satellites. The MATLAB implementation described in ECC
Report 247 uses the Satellite ToolKit and is dependent on
measurement data [5]. Keeping in mind that one requires a
simplified perturbation model to estimate the state (i.e. position
and velocity) of a satellite for any given time, the two line
element (TLE) of the Iridium constellation was implemented.
However, it is not limited to this particular constellation.
Theoretically, it is required to consider the RFI contribution
from all possible satellite constellations, taking into account
their emitted electromagnetic interference (EMI) to create one
overall EPFD evaluation.

Even with the use of the TLEs, the Python implementation
still needed measurement data, e.g. from the Leeheim station,
to make an analysis, which still kept the code restricted. For
this reason, a theoretical case was implemented. This way, a
quick theoretical calculation can be done to get a feeling of
what impact a certain, possibly theoretical, constellation can
have. This theoretical PFD can then make use of the positional
data from the TLEs and makes it so that no stochastic approach
is needed. This means that in this paper it is proposed to
use the open-source format TLE to introduce flexibility in
evaluating different satellite constellations and different radio
telescopes, while using a deterministic PFD.

This paper starts with a theoretical background of the EPFD
method, which is then followed up by a theoretical explanation
of the stochastic process involved in the EPFD calculations.
Then, the implementation is explained, where the focus lies
on adding the TLEs. After this, the results are given followed
up by a conclusion.

II. THEORY: EPFD CALCULATION

In case of GSO satellites, a simplified method for calculat-
ing the received power based on PFD is used, as the relativexxx-x-xxxx-xxxx-x/xx/$31.00 c© 2018 IEEE



position of the satellite compared to the observer’s position is
constant. In case of non-GSO satellites, the relative position
is varying, thus EPFD is proposed to incorporate the time
invariant state of the system. This section derives an equation
for calculating the EPFD. It originates from the overall power
transfer function of a radio channel.

A. Power flux density

Friis transmission formula is seen in many different styles
of writing. It simplifies radio link calculations to its basic
components:

Pr

Pe
=
GeGr

Lfs
= DeDr

( λ

4πd

)2
=
ArAe

d2λ2

Where:
• Pe,r - Power;
• Ge,r - Gain;
• Lfs - Path loss;
• De,r - Directivity;
• Ae,r - Effective aperture area;

For RFI calculations, the same principle holds. In this
case, the satellites are the emitting antennas, while the radio-
telescope is considered to be the receiving antenna. Based on
the assumption of ideal propagation, FSPL can be calculated
from the distance between transmitter and receiver. The PFD
is then defined as the amount of power per surface area that
hits an observer that originated from an emitter at a certain
distance, d:

PFD =
PeGe

4πd2

Note that the gain of the emitter includes directivity of the
antenna and compensates for the assumption that transmitted
power is distributed over a sphere with radius d, as if it were
a isotropic radiator. The more commonly used form for PFD,
in the analysis of EM radiation, is the flux of the Poynting
vector. Combining the PFD and the assumed known effective
aperture surface area (Ar) results in the received power. When
considering a constellation of GSO satellites, the total PFD is
a superposition of all contributing satellites:

PFD =

#sat∑
i=1

Pe,iGe,i

4πd2i

As mentioned, in case of GSO satellites this superposition
of PFD method holds, as it can be assumed that Pei ,Ge,i

and di are constant and time invariant. In case of non-GSO
satellites the relative positions are varying and requires a
slightly different approach.

B. Equivalent Power Flux Density

EPFD calculation takes into account all emissions from
non-GSO satellites at any given moment in time. At each
unique time instance, the (directive) gain of the receiving
antenna should be considered, i.e. the pointing of the receiver
towards every source of interference. The methodology of
EPFD considers the interference to be varying in time due

to the varying relative positioning in space. Formally, EPFD
is defined as [7] [8]:

EPFD =

#sat∑
i=1

PeGe,i(θi)

4πd2i
· Gr,i(φi)

Grmax

Time variant challenges that arise during the complex cal-
culations:

1) Pe, time-variant and system dependent. However, in worst
case scenario the maximum emitted power can be used.

2) θi, the off-axis angle between boresight of the emitter
and the direction of the receiver.

3) Ge,i(θi), due to the rotation of the satellite this gain can
vary over time.

4) φi, the off-axis angle between the pointing direction of
the receiver and the direction of the emitter.

5) Gr,i(φi), the radiation pattern of the receiver is assumed
to be known or estimated, therefore simplifying the
calculation to only be dependent on the relative position
of the interference source.

6) di, dependent on time, however can directly be calculated
from the relative position of the transmitter.

Combining the power and gain of the noise source into an
effective isotropic radiated power (EIRP) will result in the
following equation:

EPFD =

#sat∑
i=1

EIRPi

4πd2i
· Gr,i(φi)

Grmax

(1)

Now that the calculation of EPFD is explained, its evalua-
tion needs to be addressed. The goal of the RFI estimation is
to determine the impact on astronomical measurements. In the
next section it is explained how the ITU has made it possible
to asses its impact.

III. THEORY: STOCHASTIC EPFD EVALUATION

To determine the detrimental effects the emitted noise has
on the astronomical data, a standard has been developed to
display the results from the calculation shown in section II.
It is based on the probability the constellation of satellites
has on data-loss of astronomical data per part of the sky.
A division is made, which is explained in the following
subsection. After this, the computation stress of the stochastic
analysis is discussed.

A. Sky-division Cells
To make a statistically valid EPFD, every possible point in

the sky should be considered. For this reason, the sky is di-
vided into rings and cells, defined in the ITU recommendation
[7], [8]. The sky is described as 30 rings stacked on top of each
other creating a dome, where each ring has a certain number of
cells. The lower rings have the maximum number of cells, and
the top rings have the least number of cells. This is because
the top of the dome is smaller than the lower part. In a later
subsection, it is explained how the code goes through all these
rings and cells and how it chooses a random position within
such a cell. Fig. 1 provides an example of the sky division
found in Recommendation ITU-R M.1583-1 [7].



Fig. 1: Example of the Sky Division acoording to ITU-R
M.1583-1

B. Computational Stress

In ITU-R M.1583-1, it is stated: ”The methodology involves
a number of trials, each of which calculates the averaged EPFD
level over a 2000 s integration interval. A sufficient number of
trials is needed to achieve the required confidence level in the
results. In particular, the number of trials multiplied by the
2000 s integration time should be significantly higher than the
period of the constellation” This results in parameter sweeps
that need to be performed:
• Pointing of the Telescope, the direction in which the

telescope is pointing within a certain cell.
• Moment in Orbit-Period, a time moment chosen within

one orbit-period.
• Sky-division Cell, a cell chosen within the sky-division.
• Number of Satellites

With the Pointing and Moment parameters being random. The
idea is to calculate the EPFD for different constellation mo-
ments, while considering a random pointing of the telescope
within each cell. The goal is to obtain a statistical distribution
of the EPFD in each considered cell. This is comparable to a
Monte-Carlo type of simulation.

C. Data Loss Threshold

For every cell in the entire dome, the EPFD value is com-
pared to the threshold found in [8]. The total number of times
the threshold is exceeded is then added up and divided by the
total number of cells. This is then defined as the data loss for
one specific trial. This calculation is done over several trials,
chosen to be five following the recommendations, from which
a standard deviation and an average percentage are calculated.
At this point, the power reduction needed to meet the 2% data
loss threshold given by the ITU Recommendations [8] can be
found. This is done by systematically lowering the total EPFD
with steps of 1 dB, according to the recommendations. For
every step, within the given range, a new average percentage is
calculated. All these new average percentages are then plotted
against their corresponding power increments. The amount, in
dB, by which the EPFD needs to be reduced to get below the
threshold, is then printed. Such a figure of the data losses can

be seen in Fig. 2, where the actual reduction is found by taking
the attenuation value found when the 2% value is passed.

Fig. 2: The EPFD data loss for different EPFD value shifts

In the following section, the implementation of EPFD
calculation is explained as it was recommended by the ITU.
It focuses on the novelty that was added using TLEs and how
it can be used as a solution to the time variant challenges as
described previously.

IV. IMPLEMENTATION: ADDING TLE

As the previous section has shown, calculating RFI from
non-GSO satellites and its impact on radio astronomical mea-
surements is a complex and elaborate endeavour. Therefore,
in this section, equation (1) is used to simplify the RFI
estimation.

In equation (1), the three main components of EPFD calcu-
lation can be distinguished:
• EIRP
• FSPL
• Weight

with:
PFDi =

EIRPi

4πd2i
=

EIRPi

FSPLi
(2)

Wi =
Gr,i(φi)

Grmax

(3)

To verify the correct implementation of equation (1), the
MATLAB and Python implementation are compared through
a qualitative analysis of the results. The results are obtained
by using the same input data in both implementations. This
is emphasized, since the novelty of using TLEs lies not in
the implementation in Python, but in the more general way of
determining the FSPL, as seen in equation (2), and the weight,
defined as equation (3).

By using the proposed TLE method: EIRPi is assumed
(isotropic radiator) for simplicity, while Wi and di are derived
from perturbation models that predict orbits of satellites. In the
following subsections it is first explained how TLE support is
added, followed by a solution for determining the elevation of
a satellite.

A general overview of the changes implemented by using
TLE’s and the effects can be seen in Fig. 3.



Fig. 3: New inputs for EPFD Calculations

A. Two line elements

Instead of making use of the Satellite ToolKit, TLEs were
chosen to give the satellite constellations. TLEs are free to use
and easily accessible on the internet. The info about which
TLEs file to read is hardcoded into the program because only
Iridium satellites were considered up until this point. This
can be easily changed into an input for the user, but for
now it is kept automatic. TLEs have a specific format for all
satellites. It consists of three lines per satellite starting with
a line which specifies the name and possibly the number of
the satellite. This is then followed up by two lines including
all the satellite information in a cryptic way. Within these two
lines, the information about the satellite number, epoch date,
and derivatives of the mean motion can be found, which can be
easily read out. Frequently updated TLEs can be downloaded
from sites like Celestrak [9], where it is just downloaded as a
text file.

Using the sgp4 packet in Python, these two lines from the
TLE can be read out. When doing so, several satellite objects
are created. From these objects, characteristics such as position
and velocity can be found. The position of a certain satellite
can be called in a single line which needs a date and time
as input. The created python code calls upon this position in
a loop going through 1440 steps and increments the minute
value of the input every time. The 1440 minutes were chosen
to represent one day. All the positions of all the satellites
for a specific day can be found, where the specific date is
specified by the day at which the TLE was uploaded. This can
be changed easily to be given as user input, where a specific
day is given. Once all these positions are gathered, only the
data points within sight of the telescope should be considered.

B. Changing the reference frame

Since the positions given in the TLEs files are in a Cartesian
coordinate system with the centre of earth as the origin, a
change of the reference frame is needed. The satellite positions
relative to the radio telescope allow for simple determination
of their elevation and distance. As can be seen in Fig. 4,
the used coordinate system transformation consists of two
rotational operations and a translation.

By first applying the rotational matrix multiplication as
shown in equation (4), the translational operation becomes an
additive constant along the rotated Z-axis that is equal to the
Earth’s radius (approx. 6371 km).

psat
′ = M · psat (4)

Fig. 4: Visualization of a change of the reference frame

In which the matrix M is defined as:

M =

cos (az) − sin (az) 0
sin (az) cos (az) 0

0 0 1

 ·
 sin (el) 0 cos (el)

0 1 0
− cos (el) 0 sin (el)


Where az and el are determined by the position of the arbitrary
evaluated radio telescope and Psat is the coordinate vector of
a satellite, where the apostrophe denotes the new reference
frame. In this specific case, it is assumed that the longitude and
latitude coordinates are respectively the azimuth and elevation
coordinates/angles.

By mere Cartesian to spherical coordinate transformation,
the angle (φi) and distance (di) between the radio telescope
and the satellite can be determined. If the elevation angle is
positive, the satellite is in sight of the radio telescope. If the
elevation is negative, the data point can be neglected, since it
has no influence on the radio telescope.

To estimate the RFI and finally determine the impact a
constellation of non-GSO satellites has on the astronomical
data-loss, the EIRP should be determined.

C. Theoretical EIRP

Info about the power and the gain of the transmitter are
required for calculating the EIRP per satellite. This data could
be provided by measurements. However, due to lack of this
data, a theoretical rule of thumb is used. The assumption made
is a constant power multiplied by a gain of 1 W per 25 kHz.
After this, an interference to carrier factor of -40 dB is used.
Both of these values are based on related observations. Note
that in this paper, it is irrelevant to use accurate values for
the EIRP, as it a focuses on RFI estimations based on TLE
assisted EPFD calculations. The novelty lies in incorporating
the positional data of non-GSO satellites.

V. RESULTS

A. Verification Results

Along the way of writing the new implementation, a lot of
results were constantly checked with the existing MATLAB
code. This was done because the MATLAB code was already
approved and checked by the appropriate organizations. This



TABLE I: Verification Results

MATLAB Non-TLE Python
Frequency (MHz): 1610.6267 1610.6267

Integration time (s): 2000 2000
Data loss (%): 41.2082 40.9254

Statistical error (%): 0.88917 0.35268
Required reduction (dB): 18.3673 18

check was done one on one until the implementation of TLEs,
where the results would deviate as expected due to the different
input data and the newly implemented statistical approach.
To check whether the actual EPFD method was implemented
correctly, the data from the Satellite ToolKit used in the
MATLAB code was used to do the calculations in Python
once. If the result coincided within an expected statistical
deviation, it could be concluded that the EPFD calculation was
implemented correctly in Python according to the standards.

The results of such a comparison of MATLAB and Python
using the Satellite ToolKit data can be seen in Table I. As
can be seen in the table, only a small deviation between both
data losses are found, which can be expected as a result of
the statistical approach used for the EPFD calculation. The
difference in the required reduction is due to the approach of
how MATLAB goes through different value shifts.

B. Analyzing the evaluated EPFD

For each trial that the code is ran, the average data loss
percentage over the entire sky for a specific frequency is
calculated. The entire average data loss over the trials over
the sky is plotted according to the way the sky is defined.
Such a graph can be seen in Fig. 5, where the representation
style is based on the figures created in the MATLAB code.

Fig. 5: Data loss over the sky

At this point, the reduction needed to get below the recom-
mended threshold is calculated. It is plotted in Fig. 2 and all
the results are then printed as can be seen in Fig. 6.

One could notice that different results are achieved when
compared to the results shown in Table I. This difference
arises from different input type files that have been used
for the position of the satellites and a different position of
the telescope. For the comparison, the Satellite ToolKit data
was used, where the relative position to the telescope was
already included. With the use of the TLEs the position of

Fig. 6: General output of the Python code

the telescope has to be given as user input. For this run, an
arbitrary Longitude an Latitude have been chosen resulting in
a different data loss, which is not unexpected.

VI. CONCLUSION

It has been shown that the Python implementation gives
the same results as the MATLAB implementation, considering
the same input data. This was done to check whether the
EPFD calculations were implemented correctly. Instead of
the Satellite ToolKit the Python implementation makes use
of TLEs, which are a lot more accessible, free to use, and
are updated almost daily. Apart from the TLEs to make
the code more accessible, a theoretical case has also been
included. This theoretical addition is one specific case, but
can be changed easily according to the circumstances the user
expects. Via this, one can make an analysis of a certain, even
entirely theoretical, constellation without having to have actual
measurement data. These new additions make the Python code
more accessible and usable for more separate cases.

It turned out that both the MATLAB and the Python imple-
mentation have similar computation times. Python, however,
achieves this by using less data points. More data points are
easily accessible with the Python code but this would hugely
increase the computation time while only slightly increasing
the accuracy. ACKNOWLEDGMENT
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