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Figure 1 Different Automation Levels [4] 



Figure 2 Sensors used in an autonomous vehicle [5] 

Figure 3 Cooperative Driving. Image taken from Sproul Company [6] 



 

 

 

 

 



 

 

 

 







 

 

 

 

 



Figure 4 Agent environment interaction in reinforcement learning taken from [13] 









Algorithm 1 Reinforcement learning with experience replay based on [19] 

 

 

 

 

 

 

 



Figure 5 Vehicle position layout used in [9] 

 

 

 

 

Table 1 Reward function used in [9] 



Table 2 Decision making without using Q learning [9] 



 

 

Figure 6 Interaction between the driving algorithm and the simulation environment 
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Algorithm 2 Deep Q learning algorithm adapted from [20] 

 



 





 

 



Figure 7 Road layout designed using NetEdit 



Figure 8 Route file for initial design 
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Figure 9 Example of a SUMO configuration file 



 

 

 

Figure 10 Block diagram describing the experiment setup reused from [12] 



 

 

Figure 11 Positioning of vehicles in a two lane road 



 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 





Table 3 Lower level Reward system 





Table 4 Generic Reward system 





 





 

 

 

 

 



Figure 12 Class Diagram of the Driving algorithm 



Figure 13 Percentage of collisions of the autonomous vehicles during training 







Figure 14 Frequency distribution of distance travelled in a simulation with 500 episodes 
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Figure 15 Frequency distribution of distance travelled in a simulation with 500 episodes 
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Table 5 Calculation of Rewards adapted from Table 4 



 



Figure 16 Collision percentage for different number of nodes and hidden layers during training 



Figure 17 Collision percentage for different number of nodes and hidden layers during testing 

Figure 18 Average distance travelled by the autonomous vehicle for different node and layer configuration 
during testing 
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Figure 19 Position of vehicles when the autonomous vehicle is in one of the middle lanes 



Figure 20 Position of vehicles when the autonomous vehicle is in the driving lane 

Figure 21 Position of vehicles when the autonomous vehicle is in the last overtaking lane 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 







Figure 22 Probability of successful reception with respect to the communication range and error probabil-
ity 





Figure 23 change in collision percentage during training period 



Figure 24 Total Rewards attained by the driving agent in each episode 



Figure 25 The autonomous vehicle (blue) is inserted into the simulation 

Figure 26 The autonomous vehicle (blue) moves to the 2 lane for overtake 

Figure 27 The autonomous vehicle (blue)  moves to the third lane for overtake 



Figure 28 Overtaking the vehicle in second lane 

Figure 29 Autonomous vehicle (blue) back in the second lane after overtake 

Figure 30 Autonomous vehicle (blue) back in the driving lane 



Figure 31 Frequency distribution of distance travelled in a simulation with 500 episodes 



Figure 32 Frequency distribution of distance travelled in a simulation with 500 episodes 

 





Figure 33 Collision percentage with increase in communication range for different packet loss 



Figure 34 Average distance travelled with increase in communication range for different packet loss     



Figure 35 Collision Percentage with change in Communication Error Probability for communication range of 
800m 

 



Figure 36 Collision percentage for different communication ranges and different packet loss probabilities 
and with implementation of error concealment technique 



Figure 37 Average distance travelled by autonomous vehicle for different communication range and 
packet loss probabilities 



Figure 38 Collision Percentage with change in Communication Error Probability for communication range of 
400m 



 

 



 







 

 









Algorithm 3 The Highway Net file defining the read layout 



Algorithm 4 Vehicle Route File used without collision avoidance 



Algorithm 5 SUMO Configuration file 





 



Table 8 APIs from TraCI used in this Research 



Table 9 APIs from Keras used in this Research 




