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Figure 1 Different Automation Levels [4] 



Figure 2 Sensors used in an autonomous vehicle [5] 

Figure 3 Cooperative Driving. Image taken from Sproul Company [6] 



 

 

 

 

 



 

 

 

 







 

 

 

 

 



Figure 4 Agent environment interaction in reinforcement learning taken from [13] 





𝑄(𝑠𝑡, 𝑎𝑡) ←  (1 − 𝛼) × 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼 × (𝑟𝑡 + 𝛾 ×max𝑄(𝑠𝑡+1, 𝑎))
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Input: memory size N, minibatch size m, learning rate α, discount factor γ, Total steps T, initial weights θ0, 1 
update policy πθ. 2 

Initialize replay memory buffer with capacity N 3 

Observe initial state s0 4 

For t=1 to T do  5 

 Take action at based on πθ(st) 6 

 Observe rt and st+1 7 

 Store transition (st, at, rt, st+1) in the memory buffer 8 

 For j=1 to m do 9 

  Sample a transition (si, ai, ri, si+1) randomly from the memory buffer 10 

  Retrain the neural network and update its weights 11 

 End for 12 

End for  13 

 14 

Algorithm 1 Reinforcement learning with experience replay based on [19] 

 

 

 

 

 

 

 



Figure 5 Vehicle position layout used in [9] 

 

 

 

 

Table 1 Reward function used in [9] 



Table 2 Decision making without using Q learning [9] 



 

 

Figure 6 Interaction between the driving algorithm and the simulation environment 





ε ε

max
𝑣𝑎𝑙𝑖𝑑 𝑎

𝑄(𝑠𝑗+1, 𝑎)



For episode = 1 to N 

 For time step t = 1 to T 

  With probability ε select a random valid action at 

  Otherwise select the valid action at with the maximum Q value 

  Get the reward rt and state st+1 and done status 

  Store (st, at, rt, st+1, done) in memory buffer 

  For memory(sj, aj, rj, sj+1, done) in sampled minibatch 

   Perform gradient descent on Q(sj, aj) using the target value 

   𝑄𝑡𝑎𝑟𝑔𝑒𝑡 (𝑠𝑗 , 𝑎𝑗 ) =   
𝑟𝑗                   𝑑𝑜𝑛𝑒 𝑖𝑠 𝑡𝑟𝑢𝑒

𝑟𝑗 +  𝛾 max
𝑣𝑎𝑙𝑖𝑑  𝑎

𝑄(𝑠𝑗+1, 𝑎) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

   Retrain the Deep Q network 

  End for 

 End for 

 Decrease ε 

End for 

Algorithm 2 Deep Q learning algorithm adapted from [20] 

 



 





 

 



Figure 7 Road layout designed using NetEdit 



Figure 8 Route file for initial design 
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Figure 9 Example of a SUMO configuration file 



 

 

 

Figure 10 Block diagram describing the experiment setup reused from [12] 



 

 

Figure 11 Positioning of vehicles in a two lane road 



 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 





Table 3 Lower level Reward system 





Table 4 Generic Reward system 





 





 

 

 

 

 



Figure 12 Class Diagram of the Driving algorithm 



Figure 13 Percentage of collisions of the autonomous vehicles during training 
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Figure 14 Frequency distribution of distance travelled in a simulation with 500 episodes 



1.26 × 2 = 2.52𝑚/𝑠2

1.26 ×  3 =  3.78𝑚/𝑠2

Figure 15 Frequency distribution of distance travelled in a simulation with 500 episodes 



50 − 𝑑1

𝑅𝐿𝑎𝑛𝑒1𝐴𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝑖𝑛𝑔𝑉𝑒ℎ𝑖𝑐𝑙𝑒 = 0.5



Table 5 Calculation of Rewards adapted from Table 4 



 



Figure 16 Collision percentage for different number of nodes and hidden layers during training 



Figure 17 Collision percentage for different number of nodes and hidden layers during testing 

Figure 18 Average distance travelled by the autonomous vehicle for different node and layer configuration 
during testing 
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Figure 19 Position of vehicles when the autonomous vehicle is in one of the middle lanes 



Figure 20 Position of vehicles when the autonomous vehicle is in the driving lane 

Figure 21 Position of vehicles when the autonomous vehicle is in the last overtaking lane 
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Table 6 Reward calculation for multilane Driving algorithm 

 



Figure 22 Probability of successful reception with respect to the communication range and error probabil-
ity 
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Table 7 Parameters for Reinforcement learning and SUMO simulation used in the final implementation 

 



Figure 23 change in collision percentage during training period 



Figure 24 Total Rewards attained by the driving agent in each episode 



Figure 25 The autonomous vehicle (blue) is inserted into the simulation 

Figure 26 The autonomous vehicle (blue) moves to the 2 lane for overtake 

Figure 27 The autonomous vehicle (blue)  moves to the third lane for overtake 



Figure 28 Overtaking the vehicle in second lane 

Figure 29 Autonomous vehicle (blue) back in the second lane after overtake 

Figure 30 Autonomous vehicle (blue) back in the driving lane 



Figure 31 Frequency distribution of distance travelled in a simulation with 500 episodes 



Figure 32 Frequency distribution of distance travelled in a simulation with 500 episodes 

 





Figure 33 Collision percentage with increase in communication range for different packet loss 



Figure 34 Average distance travelled with increase in communication range for different packet loss     



Figure 35 Collision Percentage with change in Communication Error Probability for communication range of 
800m 

 



Figure 36 Collision percentage for different communication ranges and different packet loss probabilities 
and with implementation of error concealment technique 



Figure 37 Average distance travelled by autonomous vehicle for different communication range and 
packet loss probabilities 



Figure 38 Collision Percentage with change in Communication Error Probability for communication range of 
400m 



 

 



 







 

 









<net version="0.27" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

xsi:noNamespaceSchemaLocation="http://sumo.dlr.de/xsd/net_file.xsd"> 

 

    <location netOffset="0.00,0.00" convBoundary="0.00,0.00,5000.00,0.00" origBoundary="-10000000000.00,-

10000000000.00,10000000000.00,10000000000.00" projParameter="!"/> 

 

    <edge id="Lane" from="gneJ0" to="gneJ1" priority="1" length="40000.00"> 

        <lane id="Lane_0" index="0" speed="22.22" length="40000.00" shape="0.00,-4.95 5000.00,-4.95"/> 

        <lane id="Lane_1" index="1" speed="22.22" length="40000.00" shape="0.00,-1.65 5000.00,-1.65"/> 

    </edge> 

 

    <junction id="gneJ0" type="dead_end" x="0.00" y="0.00" incLanes="" intLanes="" shape="0.00,-0.05 0.00,-

6.55"/> 

    <junction id="gneJ1" type="dead_end" x="5000.00" y="0.00" incLanes="Lane_0 Lane_1" intLanes="" 

shape="5000.00,-6.55 5000.00,-0.05"/> 

 

</net> 

Algorithm 3 The Highway Net file defining the read layout 



<routes> 

<vType id= "Auto" accel="30.000000" decel="30.000000" sigma="0.500000" maxSpeed = "55.550000" 

length="3.000000" color="0,0,255" vClass="passenger" minGap="0" tau="0.1"/> 

<vType id= "Car" accel="30.000000" decel="30.000000" sigma="0.500000" maxSpeed = "11.100" 

length="3.000000" color="255,0,0" vClass="passenger" minGap="10" tau="0.1"/> 

<vType id= "FastCar" lcKeepRight="100" accel="30.000000" decel="30.000000" sigma="0.500000" maxSpeed = 

"55.550000" length="3.000000" color="255,0,255" vClass="passenger" minGap="10" tau="0.1"/> 

<route id="Straight" edges= "Lane"/> 

<flow id="SlowCar" color="255,0,0"  begin="0" end= "200" probability="0.1" type="Car"> 

    <route edges="Lane"/> 

</flow> 

 <flow id="FastCar" color="255,0,255"  begin="0" end= "200" probability="0.01" type="FastCar"> 

    <route edges="Lane"/> 

</flow> 

<vehicle id="Auto" color="0,0,255" depart="60"  route="Straight" type="Auto"/> 

</routes> 

Algorithm 4 Vehicle Route File used without collision avoidance 



<configuration> 

    <input> 

        <net-file value="StraightRoad.net.xml"/> 

        <route-files value="StraightRoad.rou.xml"/> 

  <collision.action value="remove"/> 

    </input> 

    <time> 

        <begin value="0"/> 

    </time> 

    <report> 

        <verbose value="true"/> 

        <no-step-log value="true"/> 

    </report> 

    <gui_only> 

        <quit-on-end value="true" /> 

        <start value="true" /> 

    </gui_only> 

    <random_numberType> 

        <random value="true" /> 

    </random_numberType> 

    <processing> 

        <lanechange.overtake-right value="false" /> 

    </processing> 

</configuration> 

Algorithm 5 SUMO Configuration file 





 



Table 8 APIs from TraCI used in this Research 



Table 9 APIs from Keras used in this Research 




