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Abstract	

Virtual	Reality	(VR)	is	gaining	more	and	more	popularity	as	a	research	tool	in	the	field	of	Human-Robot	
Interaction	(HRI).	To	fully	deploy	the	potential	of	VR	and	benefit	HRI	studies,	we	need	to	establish	the	
basic	understanding	of	the	relationship	between	the	physical,	real-world	interaction	(Live)	and	VR.	This	
study	 compared	 Live	 and	 VR	 HRI	 with	 a	 focus	 on	 proxemics,	 as	 proxemics	 preference	 can	 reflect	
comprehensive	human	intuition,	making	it	suitable	to	be	used	to	compare	Live	and	VR.	To	evaluate	the	
influence	of	different	modalities	in	VR,	virtual	scenes	with	different	visual	familiarity	and	spatial	sound	
were	compared	as	well.	Lab	experiments	were	conducted	with	a	physical	Pepper	robot	and	its	virtual	
copy.	 In	 both	 Live	 and	 VR,	 proxemics	 preferences,	 the	 perception	 of	 the	 robot	 (competence	 and	
discomfort)	and	the	feeling	of	presence	were	measured	and	compared.	Results	suggest	that	proxemic	
preferences	do	not	remain	consistent	in	Live	and	in	VR,	which	could	be	influenced	by	the	perception	of	
the	robot.	Therefore,	when	conducting	HRI	experiments	in	VR,	the	perceptions	of	the	robot	need	be	
compared	before	the	experiments.	Results	also	indicate	freedom	within	VR	HRI	as	different	VR	settings	
are	consistent	with	each	other.	
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ABSTRACT 
Virtual Reality (VR) is gaining more and more 
popularity as a research tool in the field of Human-
Robot Interaction (HRI). To fully deploy the 
potential of VR and benefit HRI studies, we need to 
establish the basic understanding of the relationship 
between the physical, real-world interaction (Live) 
and VR. This study compared Live and VR HRI 
with a focus on proxemics, as proxemics preference 
can reflect comprehensive human intuition, making 
it suitable to be used to compare Live and VR. To 
evaluate the influence of different modalities in VR, 
virtual scenes with different visual familiarity and 
spatial sound were compared as well. Lab 
experiments were conducted with a physical Pepper 
robot and its virtual copy. In both Live and VR, 
proxemics preferences, the perception of the robot 
(competence and discomfort) and the feeling of 
presence were measured and compared. Results 
suggest that proxemic preferences do not remain 
consistent in Live and in VR, which could be 
influenced by the perception of the robot. Therefore, 
when conducting HRI experiments in VR, the 
perceptions of the robot need be compared before 
the experiments. Results also indicate freedom 
within VR HRI as different VR settings are 
consistent with each other.  

INTRODUCTION 
Virtual Reality (VR) is gaining more and more 
popularity as a research tool in the field of Human-
Robot Interaction (HRI) [1][2][3][4]. VR has been 
used to test teleoperation and collect demonstration 
data to train machine learning algorithms, which 
showcased the effectiveness of learning visuomotor 
skills using data collected by consumer-grade 
devices [1]. VR teleoperation systems were 
proposed to crowdsource robotic demonstrations at 
scale [2]. A VR simulation framework was also 
proposed to replace the physical robot, as VR can 
enable high level abstraction in embodiment and 
multimodal interaction [3]. VR has also been used 
as a rapid prototyping tool to design in-vehicle  
interactions and interfaces for self-driving cars, 
which showed the evocation to genuine responses 
from test participants [4].  

Compared to other HRI experiment methods, VR as 
an emerging interactive media provides unique 

advantages. VR HRI has the potential of having 
higher immersion and fidelity than picture based 
HRI, video-based HRI and simulated HRI. In 
situations where the perception of the robot is 
challenging, compared to on-screen viewing, VR 
display showed significant improvement on 
collaborative tasks [5]. 

When comparing VR HRI to the physical, real-
world interaction (Live HRI), there is a trade-off 
between the two. VR experiences still cannot replace 
physical experiences due to system limitation, and 
limited interaction modalities etc. [6]. For example, 
system limitations such as limited field of view and 
low display resolution could reduce immersion and 
presence of the VR experience, resulting in different 
behaviors from Live experiments. Limited 
interaction modalities, such as the absence of touch, 
means that the participant could not feel the robot or 
even go through the robot, which could potentially 
break the entire interaction.  

 
Figure 1: Photograph of the Live experiment setting 

However, with the help of the distribution of 
consumer-grade VR devices and online 
crowdsourcing platforms, VR HRI has the potential 
to gain massive data for training robotic behavior 
and studying HRI related issues. Data collection 
through VR can also reduce noise and improve the 
data quality [1], which help to ease data processing 
and algorithm training. Furthermore, VR HRI 
experiments can test concepts and interactions 
without physical robots, making it more resource 
efficient and less expensive than Live HRI. Less 
hardware also means that the experiment will be less 
cumbersome to set up, easier to be reproduced and 
to ensure experiment quality. 



In this study, HRI Proxemics (the preferred personal 
space between a human and a robot) was compared 
to give a better justification and more basic 
understanding of the relationship between Live and 
VR. Proxemics preferences rely on lower level 
intuition [7], therefore, reflect the differences in the 
perceptions between Live and VR better. Compared 
to other HRI subject such as conversational (audio) 
or gaze behavior (visual), which are more modality 
dependent, proxemics can give a comprehensive 
understanding of the human responses.  

In addition, variations of modalities in VR can 
greatly influence human perception. For example, a 
higher visual familiarity of the physical environment 
in VR can decrease the effect of distance distortion 
[8]. Auditory inputs play another important role in 
VR, the addition of spatial sound can increase the 
sense of presence in VR and provide sound 
localization [9]. Thus, this work also compares VR 
settings with variance in modalities to evaluate the 
impacts of visual familiarity and spatial sound on 
VR HRI experiments.  

A 2 x 3 mixed design experiment was conducted to 
evaluate the differences between Live and VR HRI, 
as well as the influence of visual familiarity and 
spatial sound in VR. For the Live HRI, the pepper 
robot from Softbank Robotics was used (Figure 1). 
In the VR HRI, a 3D model of the same robot was 
used. To measure visual familiarity, the VR scene 
was created in Blender based on a 3D scan of the 
physical lab. The spatial sound was created by 
enabling the movement of the physical robot, due to 
the difficulties of engineering spatial sound. The 
interaction was implemented in Unity.  

As an objective measurement for proxemics 
preference, the minimum comfort distance (MCD) 
was measured. In addition, for the psychological 
perception of the experience, the feeling of presence 
was measured with the SUS questionnaire. For the 
perception of the robot, two relevant factors, 
competence and discomfort was measured with the 
ROSAS questionnaire.   

RELATED WORK  

VR in HRI 
Before the popularity of consumer-grade head 
mounted display (HMD), research has been done to 
compare Live and VR HRI in a Cave Automatic 
Virtual Environment (CAVE) [10]. CAVE consists 
of a cubed display with four screens in the forward, 
right, left, and downward directions. Participants 
wore polarized glasses with magnetic sensors, and, 
while they were in the cube, they saw 3D images 
based on the position in which they stood. The study 
showed no significant difference regarding desired 
personal space between Live and VR, but the VR 
robot was perceived as being more under human 
control than the real robot. It was also perceived to 
have lower utility and possibility of communication 

than the real robot. However, the CAVE VR system 
is quite different from current consumer-grade 
HMD VR devices, calling further research to 
examine the differences between Live and VR HRI 
with HMD VR systems.  

With consumer-grade HMD, VR has been tested as 
a teleoperation interface[1], HRI experiment tool [4] 
and data collection tool [2]. Research has also been 
done to compare how human gave natural language 
instructions towards a VR teleoperated humanoid 
robot and towards another human [11]. It was 
suggested that humans will use politeness strategies 
equally with human and teleoperated robotic 
teammates. However, human-teleoperated robots 
were perceived as less intelligent than human 
teammates.  

In conclusion, current VR related HRI research 
illustrated great potential of VR as a research 
method for HRI. However, to deploy VR as a tool 
for conducting HRI experiments and collecting 
massive training data, more up-to-date theoretical 
ground about the relationship between consumer-
grade VR and Live HRI studies still needs further 
research. 

Proxemics in HRI  
Proxemics, the personal space that people maintain 
around themselves, introduced by Hall in 1966 [7], 
was extensively studied in the last decades. The four 
personal space zones as shown in Table 1 (intimate, 
personal, social and public) are assumed to hold in 
general for people.  

 
Table 1: The four personal space zones as defined by 

Hall (1966). 

Proxemics is comparably well studied in HRI. 
Similar to the personal space between humans, 
people tend to maintain their personal zone when 
interacting with robots [12] [13] [14] or even virtual 
robots [15].  

For example, in controlled experiments with 
children and adults interacting with the mechanistic 
robot PeopleBot, children tended to stand further 
away from the robot than adults. Research 
concerning the dynamic interaction of people 
teaching robots to identify objects suggested that 
adults generally prefer to maintain a personal 
distance (0.45-1.2 m) from the robot by the 
definition of Hall [7], although actual distance 
varied by the type of task (i.e., following, showing, 
and validating missions) [16]. Previous research also  
suggested that personal experience with pets and 
robots decreases a person’s personal space around 
robots [13]. In a stop task carried out with a 



humanoid robot ASIMO in both Live and VR, 
Kamide et al. [10] showed that the preferred 
personal space was around 0.8 (±0.1) m.  

These studies highlighted the importance for the 
robot to respect the personal space of the human. 
Moreover, proxemic preferences can reflect 
comprehensive human intuition between Live and 
VR, thus this research chose to focus on the context 
of HRI proxemics.  

Comparison between Reality and Virtual Reality 
To measure the differences between Live and VR 
HRI tasks, it is first important to know how to 
quantify the differences between physical and 
virtual experiences. Numerous research has been 
done to investigate the difference between virtual 
and physical experiences since the early 1990s [17].   

Research [6] distinguish the two concepts of 
immersion (an objective description of aspects of the 
system such as field of view and display resolution) 
and presence (a subjective phenomenon such as the 
sensation of being in a virtual environment). For an 
HRI experiment with consumer devices, it is 
important to assess the level of presence (whether 
people felt being in the experiment environment and 
act and think the same way) in VR as in Live.  

There is not yet a commonly accepted paradigm for 
the assessment of presence. In general, presence can 
be measured subjectively through questionnaires or 
objectively through physiological and behavior 
measures etc. [17]. 

Concerning the context of HRI experiments, it is the 
subjective evaluation of presence that matters, 
therefore, questionnaires were used to measure 
presence in this research. However, most of the 
presence questionnaires are only designed to 
measure presence in VR, making them not suitable 
to compare Live and VR. M. Usoh, E. Catena, S. 
Arman, and M. Slater [18] proposed that presence 
questionnaires should pass a “reality check” and 
result in higher presence in Live than in VR. They 
compared the Presence Questionnaire and the 
Slater-Usoh-Steed (SUS) Questionnaire. Results 
suggested that SUS is superior than the Presence 
Questionnaire in showing the difference between 
VR and reality. Therefore, the SUS questionnaire 
was used to evaluate presence for this research. 

Visual familiarity in VR 
Numerous previous studies have suggested that 
distances appear to be compressed in VR, relative to 
in the real world [19][20].  

Since proxemic preferences is closely related to 
one’s distance perception, it is worth well to 
reexamine if HRI proxemic preferences will be 
difference via HMD.  

Surprisingly, [8] showed that by making the virtual 
environment (VE) closely resemble of the physical 

environment, the perceived distance might not be 
distorted. The visual familiarity with the physical 
world is manipulated in the VR scene.  

Spatial sound and VR 
Spatial Sound has been accepted as a significant cue 
for localizing the sound origin and increasing 
presence in VR. 

The sense of presence was investigated as a function 
of the addition or absence of spatial auditory cues 
during a navigation task within a stereoscopic VE, 
results indicated that the addition of spatialized 
sound significantly increased the sense of presence 
[21]. Similarly, [22] investigated the effects of 
tactile, olfactory, audio and visual sensory cues on a 
participant's sense of presence in a VE and on their 
memory for the environment. Results indicated that 
the addition of tactile, olfactory and auditory cues to 
a VE increased the user's sense of presence and 
memory of the environment. Surprisingly, 
increasing the level of visual detail did not result in 
an increase in the user's sense of presence or 
memory of the environment. 

[9] examined whether three-dimensional reproduced 
sounds increase the sense of presence in auditory 
VEs by using physiological and psychological 
measures and found that presence ratings for 
spatialized sounds were greater than for non-
spatialized sounds.  

In the context of HRI proxemics, spatial sound plays 
another important role as it enables sound 
localization, the listener's ability to identify the 
location or origin of a detected sound in direction 
and distance [23]. It is reasonable to hypothesize that 
the absence or addition of spatial sound can 
influence proxemic preferences in VR. Therefore, 
one of the focuses of this study is to investigate the 
influence of spatial sound on proxemic preferences 
in VR.   

RESEARCH HYPOTHESES 
Based on the existing literature, this study developed 
three main manipulations: the presentation methods 
(Live vs. VR), the visual familiarity of the physical 
environment in VR and spatial sound. To test the 
influence of these manipulations, the following 
research hypotheses were made for this study.  

Comparison between Presentation methods 
• H1: Since distances appear to be compressed in 

VR via HMD systems [19][20], it is hypothesized 
that proxemic preferences will be different 
between Live and VR.  

• H2: Since previous research suggest that 
presentation methods can influence the perception 
of the robot [5] [8], it is hypothesized that different 
presentation methods will influence the 
perception of the robot between Live and VR. 



• H3: Since in general, the feeling of presence is 
higher in reality than in VR [18], it is hypothesized 
that participants will have a higher feeling of 
presence in Live than in VR.  

Manipulation of visual familiarity and spatial sound in 
VR 
• H4: Since higher visual familiarity with the 

physical world can help to enhance presence and 
to construct space perception in VR [9], it is 
hypothesized that visual familiarity can reduce the 
difference in proxemic preferences between the 
two presentation methods.  

• H5: Since spatial sound can increase presence and 
provide sound localization to determine the 
distance of the sound source [23][9], it is 
hypothesized that the addition of spatial sound in 
VR can reduce the difference in proxemic 
preferences between Live and VR. 

METHOD 

Experimental Design 

 
Figure 2: Schematic representation of the experiment 
design. 

A 2 x 3 mixed design experimental setup was used 
to test the hypotheses (Figure 1). The within variable 
is the presentation method, i.e. the live environment 
where a physical robot was present (Live), and the 
mediated virtual environment (“VR”) in which a 
virtual model of the same robot was present. Each 
participant took part in two trials, one “Live trial” 
and one “VR trial”, in a randomized order to avoid 
bias. The within-subject experiment contributed to 
H1, H2 and H3, examining the influence of 
presentation methods on the minimum comfort 
distance (MCD), the perception of the robot and the 
feeling of presence. Between subjects, participants 
were separated into three groups, in which the VR 
trials were altered to explore the influence of visual 
familiarity and spatial sound (Figure 1). The 
comparison between VR Lab Replica condition and 

                                                             
1www.ald.softbankrobotics.com/en/robots/pepper 

VR Unfamiliar condition contributed to H4: visual 
familiarity can reduce MCD difference between the 
two presentation methods and increase the feeling of 
presence. The comparison between VR Lab replica 
condition and VR No sound condition contributed to 
H5: The addition of spatial sound can help to reduce 
MCD difference between the two presentation 
methods and increase the feeling of presence.  

Participants 
63 participants with English proficiency were 
recruited through convenience sampling. They were 
rewarded with a movie voucher after participation. 
Four participants were excluded due to failure in 
completing the questionnaires. Our final sample 
included 60 participants (27 females, 33 male), with 
age range from 20 to 34 (M= 24.22, SD= 
2.37).  Participants were randomly assigned to one 
of the three between-subject groups, mixing age and 
gender. The Lab Replica group contained 12 females 
and 9 males (M = 23.67, SD = 1.96), the Unfamiliar 
group consisted of 9 females and 11 males (M 
= 23.95, SD = 1.70), and the No Sound group 
contained 6 females and 13 males (M=25.11, SD = 
3.13).   

Implementation 

Test Environment 

 
Figure 3: Screenshot the replicated scene of the Live 

environment in VR 

 
Figure 4: Screenshot of the unfamiliar VR scene 

The study was conducted at the PMIL lab on 
Kungliga Tekniska Högskolan (KTH) campus with 
the Pepper robot from Softbank Robotics1, which is 



a 1.2m high, mobile humanoid robot (Figure 2). The 
VR HRI simulation was developed in Unity2 with a 
rigged 3D model of the Pepper Robot. HTV Vive3, 
a consumer-grade VR system, was used to emerge 
participants into VR. The HTC Vive HMD has a 
nominal field of view of about 110° (approximately 
90° per eye) through two 1080 × 1200 pixel displays 
that are updated at 90 Hz. The replicated scene of the 
live environment was created based on the 3D scan 
of the PMIL lab in Blender4, Figure 2 and Figure 3 
compares the real lab environment and the virtual 
lab replica. The unfamiliar VR scene is an outdoor 
scene with the Pepper robot standing on the road, as 
shown in Figure 4.  

HRI design  
A stop task was used to measure the MCD between 
the participant and the robot [24]. Generally, two 
tasks are performed in the stop task. The participants 
are instructed to approach the robot and the 
participants are instructed to stand still and let the 
robot approach them. However, only the second task 
was used in the experiment: letting the robot 
approach the human. As recent studies have shown 
that whether being approached by the robot or 
approaching the robot does not have an influence on 
proxemics preferences [13][10]. Furthermore, the 
influence of spatial sound cannot be compared in the 
task of a human approaching a robot since there will 
be no motor movement of the robot, thus will be no 
sound. To test the influence of spatial sound in VR, 
only the human approaching the robot task was 
chosen.  

The interactions in Live and VR were kept 
consistent for the sake of comparison: the 
participants hold the HTC Vive controller and can 
pull the trigger of the controller to enable robot 
moving forward. When they feel that the robot was 
too close, they can pull the trigger again to stop the 
robot.  

All communication between the robot and Unity was 
sent through a wireless local area network (WLAN) 
created via Choregraphe 5 , a software to visually 
program the behavior of Pepper. In the network, 
Choregraphe acted as the server while Pepper and 
Unity were both the clients. To illustrate, in Live 
setting, when the trigger is pulled, a signal is sent 
from the Vive Controller through Unity and 
Choregraphe to the robot via WLAN. In VR, when 
the triggered is pulled, the signal will only be sent to 
Unity, instructing the virtual robot to move forward.  

                                                             
2www.unity3d.com 
3 www.vive.com/ 
4 www.blender.org 
5 http://doc.aldebaran.com/1-
14/software/choregraphe/choregraphe_overview.html 

 
Figure 5: Illustration of experiment setting 

In the VR trials with spatial sound, the sound was 
created by enabling the real robot to move at the 
same time with the virtual robot, generating motor 
sounds in the same way as in the Live trials. The real 
robot was used to create spatial sound due to the 
complexity of engineering spatial sound [23]. To 
synchronize the physical robot with the movement 
of the virtual robot, the 3D model of the robot was 
attached to the movement of the HTC Vive tracker6 
placed at the back of the real robot (Figure 5). The 
tracker can track the location of the physical robot 
and send it back to VR.   

In the VR trials without spatial sound, the movement 
of the robot was programmed to follow a pre-
recorded simulation of the movements tracked with 
the physical robot. 

Measurements 

Proxemics  
The location of the robot was documented via the 
same HTC Vive tracker, that was placed on the back 
of the physical robot. By attaching the tracker to the 
robot, the location of the robot can be sent to Unity 
via the tracker. As a backup, the location data of the 
robot was recorded as well via the Magnetic Rotary 
Encoders inside the Pepper robot that could be 
accessed via the Locomotion control API7. When the 
participant pulls the trigger to start the robot, the 
system will log the current location of the robot as 
the starting point. When the participant pulls the 
trigger again to stop the robot, the system will log 
the current location of the robot as the ending point. 
For each trial, the displacement of the robot was 
computed with the starting and ending location point 
of the robot. Since the robot always started at the 
same spot (2.4m from the participant), the MCD of 

6 https://www.vive.com/eu/vive-tracker/ 
7 http://doc.aldebaran.com/2-4/naoqi/motion/control-
walk.html 



the trial was computed as “2.4m minus displacement 
of the robot”.  

Perception of the robot 
The Robotic Social Attributes Scale (RoSAS) was 
used to evaluate the perception of the robot. RoSAS 
is an empirically validated method of measuring the 
perception of the robot and has three factors: 
competence, discomfort and warmth [25]. For this 
study, only the competence and discomfort factors 
were measured, since the warmth factor is not 
related to the task. Participants were asked to rate 
how closely each of the 12 items is associated with 
the robot (real or virtual) they encountered in the 
task they just performed. Ratings were on a scale 
from 1 to 7 where 1 was ’not at all’, 4 was ’a 
moderate amount’, and 7 was ’very much so’. The 
same set of RoSAS questionnaire was used for the 
entire experiment, with each item presented in a 
randomized order. 

Presence  
The SUS questionnaire, which comprises six 
questions, was used to measure presence in this 
study. Participants were asked to rate the questions 
based on a 7-point Likert scale. The SUS 
questionnaire used to measure VR trial is shown in 
Appendix 1. To measure Live trial, the direct 
reference of “Virtual Environment” in the 
questionnaire is replaced by “the lab” [18]. Similar 
with the ROSAS questionnaire, items of the SUS 
were presented in a randomized order.  

Procedure 

 

Figure 6: Schematic illustration of the experiment 
procedure 

For preparation, all participants were briefed that the 
experiment is about human robot interaction in both 
reality and virtual reality, then asked to sign the 
informed consent. Then, a VR familiarization 
session and a lab familiarization session were 
performed (Figure 6). The VR familiarization 
session requires that participant to look and move 
around in a VR scene and count the number of 
colored rocks. The purpose of the VR familiarization 
session is to help the participants reduce the novelty 
effect and getting familiar with VR, since their 
experience with VR may vary. In the lab 
familiarization session, participants were asked to 
walk around the lab and get familiar with the 

physical space and enhance their spatial perception 
of the physical lab. To calibrate the spatial 
perception, participants were also asked to put the 
controllers on the stool and the desk (see Figure 2) 
in the physical world, and recollect the controllers 
once they were in VR.  

After the preparation, the participant took part in 
both the VR and Live trials in randomized order. In 
the Live trail, the robot was placed at a fixed position 
(marked on the floor in the lab) 2.4 m from the 
participant, which was directly facing the participant 
as shown in Figure 4. Then, the researcher explained 
the interaction mechanism and invited the 
participant to practice the interaction once. After 
making sure that the participant was comfortable 
with the interaction mechanism, the researcher read 
out the aim of the trial and announced that the 
participant can start. The participant pulled the 
trigger to start the robot, and pulled the trigger again 
when they felt that the robot was too close and 
making them feel uncomfortable. In the VR trail, the 
participant was asked to follow the exact same 
procedure but while wearing an HMD that would 
immerse him/her in a VE with different 
characteristics depending on the experimental 
group. The different settings of the three between 
subject groups are explained in Figure 1. In both VR 
and Live, the trials were performed twice for the 
sake of reliability.  

After each Presentation Method was tested, the 
participant was administrated the presence 
questionnaire (SUS) [18] and the Perceived 
Competence and Discomfort questionnaire 
(ROSAS) [25]. At the end of all trials, demographic 
information was collected through questionnaire. 
Once the participant completed all sessions, they 
were debriefed about the purposes of the study and 
discuss the study with the researcher.  

RESULTS  
T-tests were used for the planned pairwise 
comparisons of the established hypotheses. Internal 
consistency reliability was assessed for the relevant 
ROSAS factors using Cronbach’s alpha. Results 
indicate high internal consistency for both 
discomfort (live trial α = .81, VR trial α = .84) and 
competence (live trial α = .82, VR trial α = .80). 
Therefore, the mean of each factor was computed to 
be used for the T-tests.  

The influence of Presentation Methods 
A paired-samples T-test was conducted to evaluate 
the impact of the Presentation Method (Live vs. VR) 
on MCD and the perception of the robot.  

Proxemics  
The mean distance of the trials was computed from 
the two trials as the final mean MCD. Figure 7 
shows the differences in the mean MCD between 
Live and VR. The chart shows that the robot came 
closer to people in Live than in VR. The result of T-



test confirmed with this observation. There was a 
significant difference for the mean of preferred 
distance, t (20) = -4.44, p<.0005, η2=.50. The MCD 
in Live trials (M=.29, SD=.18) was significantly 
shorter than in VR trials (M=.43, SD=.46). 
However, both means of preferred distance fell into 
the intimate zone (0-0.45m) based on the definition 
of Hall [7], which is also in line with previous 
research on HRI Proxemics [13]. In conclusion, our 
results confirmed H1, indicating that Presentation 
Method has an influence on personal space between 
human and robot. 

 
Figure 7: The influence of Presentation Method on 
the MCD. (**) denotes p < .005. The personal space 

was smaller in Live than in VR. 

Perceived discomfort and perceived competence 
Figure 8 shows the differences in the mean scores of 
competence and discomfort factors from the 
ROSAS questionnaire. As we can observe, the chart 
to the left showed that Live or VR did not influence 
the perceived competence of the robot. The chart to 
the right shows that the robot is perceived to be more 
discomforting in Live than in VR. Aligned with the 
results of proxemic preferences, there was a 
significant difference in perceived discomfort, t (20) 
= -2.52, p<.05, η2=.24, with the VR robot (M=2.13, 
SD=1.21) being perceived to be more discomforting 
than the Live robot (M=1.87, SD=1.04). There was 
no statistically significant difference in perceived 
competence between Live and VR, t (20) =-0.50, 
p=.62, η2=.01. These results are in line with previous 
research, as a significant difference for the 
psychological evaluation of the robot perception 
between Live and VR was found [10]. In conclusion, 
our results confirmed H2: suggesting that 
Presentation Method has an influence on the 
perception of the robot. 

 

Figure 8:  The influence of Presentation Method on 
the perceived competence and perceived discomfort 

(right), (*) denotes p < .05. The graph on the left 
showed that Live or VR did not influence the 

perceived competence, the graph on the right showed 
that the robot is perceived to be more discomforting 

in Live than in VR 

Presence  
An overall presence score was computed by 
summing up the count of high (score ‘6’ or ‘7’) 
responses for each one of the 6 questions as 
recommended for the SUS questionnaire [26]. 
Figure 9 illustrates the differences in the presence 
scores between Live and VR from the SUS 
questionnaire. As shown in the chart, the presence 
score in Live is much higher than in VR. A logistic 
regression was performed to ascertain the effect of 
Presentation Method on presence following the 
method intended for SUS [26]. Treating the SUS 
presence score as binomially distributed for a 
logistic regression on Presentation Method, there 
was a significant difference between Live and VR, 
Χ2 (1, N=40) =12.13, p<.0005. This result confirmed 
H3, indicating that participants had a higher feeling 
of presence in Live than in VR. It also suggested that 
the SUS questionnaire can distinguish Live and VR, 
aligned with previous research results using the 
same metric [18]. In conclusion, our results gave 
support to H3: suggesting that people have a higher 
feeling of presence in Live than in VR.   

 
Figure 9: The influence of Presentation Method on 
presence, (**) denotes p < .005.  Participants had a 

stronger feeling of presence in Live than in VR.  

The influence of visual familiarity  
Hypothesis 4 predicted that the addition of visual 
familiarity can increase presence and reduce the 
differences in MCD between Live and VR. Figure 
10 (Left) shows the MCD in both Live and VR for 
the Unfamiliar and Lab Replica Condition. 
Conflicting with the prediction of H4, MCD 
difference between Live and VR was slighter larger 
in the Lab Replica than in the Unfamiliar condition. 
However, an independent T-test between the MCD 
difference in VR Lab Replica and VR Unfamiliar 
showed no significance, t (39) = 1.09, p = .28, η2 = 
.03.  



Figure 10 (Right) shows the presence score for 
Unfamiliar VR and Lab Replica VR from the SUS 
questionnaire. Contrary to H4, Lab Replica VR 
showed slightly lower presence than Unfamiliar VR. 
However, a   logistic regression showed no 
significance difference in presence between 
Unfamiliar and Lab Replica, Χ2 (1, N = 41) = .81, p 
= .37.  Therefore, results did not provide support for 
H4, indicting that visual familiarity does not 
influence presence nor the difference in proxemic 
preferences between Live and VR. 

 
Figure 10: (Left) The influence of visual familiarity 

on presence. (Right) The influence of visual 
familiarity on MCD. 

The influence of spatial sound  
Hypothesis 5 predicted that the addition of spatial 
sound in VR can reduce MCD difference between 
Live and VR. Figure 11 (Left) shows the MCD in 
both Live and VR for the Lab Replica and No Sound 
condition. Contrasting to H5, we could observe that 
the MCD difference in NO Sound condition is 
slightly smaller than in Lab Replica, although an 
independent T-test showed no significance between 
the two, t (38) = .96, p = .35, η2 = .02.  

 

Figure 11: (Left) The influence of spatial sound on 
MCD. (Right) The influence of spatial sound on 

presence. 

In addition to MCD difference, Figure 11 (Right) 
shows the presence score for Lab Replica VR and 
No Sound VR from the SUS questionnaire. There 
Lab Replica VR had slightly higher presence score 
than the No Sound VR, in line with previous 
research [9]. However, a logistic regression showed 
no significance in presence between Lab Replica 
and No Sound, Χ2 (1, N = 40) = .42, p = .52.   

To conclude, the results did not provide support for 
H5, suggesting that the addition of spatial sound in 
VR does not have a significant influence on MCD.  

DISCUSSION  
Results from the study indicated that people prefer a 
larger personal space with the robot in VR than in 
Live, confirming H1. It is also found that people 
perceived the virtual robot to be significantly more 
discomforting and have significantly lower feeling 
of presence in VR, confirming H2 and H3.  

One explanation for the larger personal space with 
the robot in VR could be that distance perception is 
influenced by the HMD display. Previous research 
has shown that ego-centric distances are perceived 
as compressed in VEs [19][20], although no 
consensus has been drawn on the main cause of this 
effect [27]. Therefore, in this study, the personal 
space of the participants might have been bigger in 
VR than in Live to compensate for the distance 
compression in VR. Moreover, the study conducted 
by x [10] suggest that proxemics remain consistent 
in CAVE VR. Compared to HMD VR which was 
used in this research, CAVE systems have a larger 
field of view[28], a further distance between the 
display and the user [29], self-embodiment [30] 
which could have caused better distance perception. 
To further evaluate the potential of HMD VR in 
HRI, research should be done to investigate if 
distances compression in HMD VR can be 
circumvented by altering the virtual experience 
design. For example, Steinicke et al. [31] have 
shown that users significantly improve their distance 
estimation skills when they enter the virtual world 
via a transitional environment. Kelly et al. [32] 
suggest that allowing the participants to walk in the 
VE can help them to rescale the virtual space and 
improve their judgment accuracy.   

Another reason why the participants kept the VR 
robot further away could be that the robot was 
perceived as more discomforting in VR. The 
increased feeling of discomfort might be caused by 
the quality of the 3D model, as it was not as realistic 
as the real robot. An alternative reason could be that, 
as the spatial sound was provided by the real 
movement of the robot and participants were 
wearing HMD, they could not see whether the real 
robot was moving or not. However, many mentioned 
that they felt that the real robot was moving and that 
might have caused them to feel more unsure and 
unsafe about the distance in VR. Future work with a 
more realistic 3D model of the robot or with 
computer generated spatial sound may reveal 
additional findings in the relationship between Live 
and VR. Multiple participants also mentioned that 
the VR robot felt more powerful, they explained that 
since they could not come into contact with robots 
in their daily life but had seen robots in a virtual 
setting (e.g. movie, games). Therefore, they 
considered robots belong to the virtual world and 



more powerful in VR. Future work can be done 
related to the qualitative evaluation of the responses 
of the participants, to not only understand their 
proxemic preferences, but also why they chose that.  
Additional work can be done to evaluate how 
previous experience with robots and exposure to VR 
can influence the relationship between Live and VR 
as well.  

Results suggested that the addition of visual 
familiarity and spatial sound in VR has no 
significant influence on proxemic preferences nor 
the feeling of presence, rejecting H4 and H5. Our 
results related to presence were not in line with 
previous research, which suggested that the increase 
in visual familiarity can increase presence [18]. A 
possible explanation is that even though the VE was 
made to replicate the Live environment, there were 
still details that didn’t correspond to each other. 
Participants could observe more visual 
inconsistency when the VE is similar with the Live 
environment than when the VE that is completely 
different from Live. Therefore, the addition of visual 
familiarity did not help to increase presence, and 
further research (with an even more realistic virtual 
environment) is needed to better understand this 
effect. Our results also showed that the addition of 
spatial sound did not increase the sense of presence 
in VR, another finding that deviates from previous 
research [9]. One reason could be that the researcher 
was giving oral instructions in VR, some 
participants mentioned that the instructions of the 
researcher pulled them out of the virtual experience. 
Further research should be done to investigate how 
to instruct experiments in VR without the researcher 
being socially present, e.g. through a virtual avatar 
or notification messages.  

In general, this study suggests that HRI proxemics 
are shown to be different between Live and VR. 
However, results in different VR settings remain 
consistent with each other, indicating freedom 
within VR HRI itself to be used as a fast-prototyping 
tool. This finding should not stop the usage of VR in 
HRI. On the contrary, as VR HRI is more intended 
to be a more efficient prototyping tool or data 
collection tool, iterations can be done to first fine 
tune the HRI experience in VR before testing it in 
reality. On the other hand, the differences between 
Live and VR should be acknowledged, quantified or 
even circumvented through experiment design in 
future research.   

LIMITATION  
One limitation of this study was the spatial sound, 
which was created by moving the real robot. As 
participants were wearing HMD and were uncertain 
whether the real robot was moving or not, the trust 
in VR was influenced and thus may influence the 
experiment result. Another factor that limited this 
research was the social presence of the researcher in 
VR. As the participants were immersed in VR while 

receiving instructions from the researcher, they 
might have felt being pulled outside of VR.  

CONCLUSION 
This study compared Live and VR HRI with a focus 
on proxemics. VR settings with different visual 
familiarity and spatial sound were compared as well. 
Results indicated that proxemic preferences do not 
remain consistent between Live and HMD VR. 
However, the difference in proxemics could be 
caused by the compression of egocentric distance in 
VR. These differences in proxemics should be 
considered when conduction VR HRI experiments. 
Our comparison between Live and HMD VR 
suggested that the differences in the perception of 
the robot between Live and VR might have an 
influence on the task performance as well. 
Therefore, when conducting HRI research in VR, 
the different perceptions of the robot between Live 
and VR need to be compared before measuring the 
interaction. Moreover, it is also showed that results 
from different VR settings were consistent with each 
other, despite the absence of visual familiarity or 
spatial sound. This indicates more freedom to 
conduct VR HRI study as the result within VR itself 
tend to stay consistent, although more research 
needs to be done to confirm this finding.  
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APPENDIX 1 

SUS questionnaire: VR 
Please rate your sense of being in the office space, 
on the following scale from 1 to 7, where 7 
represents your normal experience of being in a 
place. 

I had a sense of “being there” in the Virtual 
Environment: 

1. Not at all ... 7. Very much. 

2.  To what extent were there times during the 
experience when the Virtual Environment was the 
reality for you? 

There were times during the experience when the 
Virtual Environment was the reality for me... 

1. At no time ... 7. Almost all the time. 

3.  When you think back about your experience, do 
you think of the Virtual Environment more as 
images that you saw, or more as somewhere that you 
visited? The Virtual Environment seems to me to be 
more like... 

1. Images that I saw ... 7. Somewhere that I visited. 

4.  During the time of the experience, which was 
strongest on the whole, your sense of being in the 
Virtual Environment, or of being elsewhere? 

I had a stronger sense of... 

1. Being elsewhere ... 7. Being in the Virtual 
Environment. 

5.  Consider your memory of being in the Virtual 
Environment. How similar in terms of the structure 
of the memory is this to the structure of the memory 
of other places you have been today? By ‘structure 
of the memory’ consider things like the extent to 
which you have a visual memory of the Virtual 
Environment, whether that memory is in colour, the 
extent to which the memory seems vivid or realistic, 
its size, location in your imagination, the extent to 
which it is panoramic in your imagination, and other 
such structural elements. I think of the Virtual 
Environment as a place in a way similar to other 
places that I've been today... 

1. Not at all ... 7. Very much so. 

6.  During the time of the experience, did you often 
think to yourself that you were actually in the Virtual 
Environment? During the experience, I often 
thought that I was really standing in the Virtual 
Environment... 

1. Not very often ... 7. Very much so. 
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