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Abstract

This work presents KriCatch 1.0, output of the first design iteration for KriCatch, a slip catching
practice system for the game of Cricket.

Present slip catching practice systems for the game of Cricket comprise of a thrower throwing
a ball towards a coach or a passive equipment, which then swerve the ball for a user’s catch-
ing practice. These methods cannot provide a catching practice with good efficacy, versatility
and a degree of realism, pointing towards the need for one. In this respect, KriCatch is being
designed.

KriCatch 1.0 comprises of a thrower who throws a ball towards a robotic manipulator which
can swerve the ball to a desired point. To achieve this, four subsystems are designed.

The first subsystem senses the position of the thrown ball, estimates and predicts the trajectory
of the ball and finally provides an interception point for the robotic manipulator.

The second subsystem decides the spot where the thrown ball should be sent to.

The third subsystem decides the strategy for how the ball needs to be sent to, to the spot de-
cided by the second subsystem, by the robotic manipulator.

The fourth subsystem finally plans and executes the trajectory for the robotic manipulator, to
intercept the ball.

To evaluate the designed system, a prototype of the designed system is setup and experimented
upon. It is observed that the ball is successfully intercepted by the robotic manipulator when
the interception point lies in the manipulators achievable workspace. However, the ball cannot
be sent accurately to the desired spots. This is mainly because the robotic manipulator is not
able to perfectly track the commanded trajectory to intercept the ball, on account of its joint
velocity, acceleration and jerk limits.

Robotics and Mechatronics Ajinkya A. Bhole
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Preface

This tour de force in experimental robotics marks the embarkation towards the journey of de-
sign and development of ‘KriCatch’, a slip catching practice system for the game of Cricket.

It is identified that the current catching practice equipment for Cricket, available in the mar-
ket, cannot provide a catching practice with good efficacy, versatility and a degree of realism,
pointing towards the need for one.

Iterative design is a process of designing a product in which the product is tested and eval-
uated repeatedly at different stages of design to eliminate usability flaws before the product is
designed and launched. In other words, iterative design is a process of improving and polishing
the design over time.

The iterative design methodology is used to develop KriCatch and this work describes the first
iteration of this design process leading to KriCatch 1.0.

Ajinkya A. Bhole University of Twente



v

Contents

1 Introduction 1

1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Identifying the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.3 Defining the Problem: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Analysis 6

2.1 How does an event of slip catch occur? . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 How can a slip catch be taken successfully? . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Feinting Motions by the Batsmen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.4 Functional Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5 Functional Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3 System Architecture 9

3.1 Subsystem1: Sensing the thrown ball . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2 Subsystem 2: Decide where to send the ball to . . . . . . . . . . . . . . . . . . . . . 19

3.3 Subsystem 3: Strategy for how to send the ball to a desired spot . . . . . . . . . . . 20

3.4 Subsystem 4: Trajectory Planning and Execution on BIM . . . . . . . . . . . . . . . 23

3.5 KriCatch 1.0: System Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Experiments on KriCatch 1.0 27

4.1 Ball Interception Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.2 Catching Point Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.3 Discussion on the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5 Conclusions and Recommendations 33

A Appendix 1 35

A.1 Optimal Online Estimation of Linear Gaussian Systems: The Kalman Filter . . . . 35

A.2 Sub-Optimal Solution for Online Estimation of Non-Linear Systems: The Ex-
tended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

A.3 Constrained Extended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

A.4 Adaptive adjustment of Noise Covariance (Cv and Cw ) in Kalman Filter . . . . . . 38

B Appendix 2 40

B.1 Calculation of co-efficient of restitution of ball . . . . . . . . . . . . . . . . . . . . . 40

Bibliography 41

Robotics and Mechatronics Ajinkya A. Bhole



vi Towards KriCatch, A Slip Catching Practice System for the game of Cricket

Ajinkya A. Bhole University of Twente



1

1 Introduction

1.1 Context

“..Sports is actually a chance for us to have other human beings push us to excel."

-John Keating, (Robin William’s character in Dead Poet’s Society)

And to keep up the gradient of this spirit, the expertise of a sports player and thus a sport overall
must keep advancing. Application of technology to sports equipment has a great impact on the
performance of players and has a potential to revolutionize the entire sporting culture through
variegated approaches, such as improvement in training methods, development of new equip-
ment, improvement of existing equipment, strategy planning and tactical analysis.

Practice makes perfect, and practicing using training equipment is a tremendously effective
method to achieve desired skill sets in a sport. Now-a-days many are moving to automated
training equipment, which offer increased efficiency of practice and great versatility (Sato et al.,
2017; Miyazaki et al., 2006; Li et al., 2012; ProBatter Sports, 2011). Moreover, in many sports,
automation eliminates the needs of any accompanying personage to provide practice.

Leg-side

Off-side

Figure 1.1: The basics of the game of Cricket. Image Source: http://www.chicagotribune.com/

1.2 Identifying the Problem

Cricket is a widely popular bat-and-ball sport (Wikipedia, 2018b). ‘Catches win matches’ is
probably the oldest adage in the game of Cricket. Catching in Cricket requires great concentra-
tion, agility, hand-eye coordination and sure-handedness. Knowledge of good catching tech-
niques alone does not suffice, ample practice is required to master the art of catching and build-
ing up confidence.

Before discerning the problem, some basic facts about Cricket and the terminologies used in
the game are introduced ahead. Cricket is played with two teams of 11 players each. Each

Robotics and Mechatronics Ajinkya A. Bhole
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team takes turns batting and playing the field, as is done in the game of Baseball. In Cricket,
the batter is called the batsman and the pitcher is called the bowler. The bowler tries to knock
down the bail of the wicket (refer Figure 1.1). A batsman tries to prevent the bowler from hitting
the wicket, by hitting the ball. Two batsmen are on the pitch at the same time. The batsmen
can run, after the ball is hit. A run is scored each time the two batsmen change their places on
the pitch.

The Cricket field can be divided in two ways:

1. When the batsman is facing the bowler, the side to the right hand side of the batsman is
called the off-side and the one on the left hand side is called the leg-side (Figure 1.1).

2. As is shown in Figure 1.2 the ground can be divided into four sections, outfield, infield,
close-infield and the pitch.

Outfield

Infield

Close-Infield

Pitch

Cricket Field

Figure 1.2: A standard Cricket ground showing the Pitch, Close-Infield, Infield and the Outfield.

Based on the second way of division, the catches taken in Cricket are differentiated as outfield,
infield and close-infield catches.

A slip fielder (collectively, a slip cordon or the slips) is placed in the close-infield, behind the
batsman on the off side field (Figure 1.3). The catches coming in this region are called slip
catches. These catches are the most difficult to make, as the players have a very less reflex time
and need to be extremely attentive. Naturally, these are the most practiced catches in game.

Ajinkya A. Bhole University of Twente
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Bowler

Batsman

Slip Cordon

Wicket-Keeper

Figure 1.3: A Slip Catch scenario in the game of Cricket

There are numerous ways and equipment to practice slip catching which go as follows:

1. A traditional way of practicing slip catches is by shooting a ball on a pitch roller. The ball
hits the curved surface of the roller and gets swerved towards the fielders. (Figure 1.4 (a))

2. The slip catching cradle (Figure 1.4 (b)) is similar to using a pitch roller and consists of
long, thin ash lathes over a bowed metal frame.

3. Katchet (Figure 1.4 (c)) is a portable equipment with an uneven surface which can pro-
vide unpredictable catches.

4. Using Reflex ball (Figure 1.4 (d)) is another technique to practice for slip catches. This
ball is made up of uneven surface and bounces in unpredictable direction when it hits
the ground.

5. Finally, the most realistic way to practice slip catching requires a well-practiced coach to
make it worthwhile. As shown in Figure 1.4 (e), the feeder (F) throws the ball such that it
reaches the coach (C) at chest height, wide to the off side and the coach deflects the ball
with a bat into the slip cordon (S) for practicing catches.

Robotics and Mechatronics Ajinkya A. Bhole
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F

C

S

(a)

(e)

(b) (c) (d)

Figure 1.4: Slip catching ways and equipment used for in Cricket.

A good catching practice equipment is the one which can provide catches in a specific desired
direction and location (for providing practice on a player’s catching weak spots) as well as in
directions which are unforeseeable by the player (to provide training for unorthodox shots and
feinting movements done by the batsmen), Moreover, the practicing method must hold a degree
of realism to simulate an actual game scenario.

Using the pitch roller and the slip catching cradle cannot provide unpredictable catches as
the fielder is able to predict beforehand where the ball will deflect according to the surface
of the equipment. While on the other hand, Katchet and Reflex ball can fulfill the criterion
of being unpredictable but cannot provide catches in a desired spot. The above-mentioned
methods and equipment also do not provide the catching practice with a degree of realism.
The method of having a well-practiced coach holds a good degree of realism but makes the
practice coach dependent. Moreover, in case the catches are required in specific spots, a coach
usually cannot provide good repeatability in providing catches. This method is also unsafe as

Ajinkya A. Bhole University of Twente
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there are chances of the ball hitting the coach in case he/she accidentally misses it or does not
duck at the appropriate moment in case required.

1.3 Defining the Problem:

Based on the identified problem in the previous section, following problem is evident:

There is a requirement for an equipment / system for slip catching practice which can provide
unpredictable catches as well as catches in desired spots with a good degree of realism.

The main goal of this work is to design KriCatch, a slip catching practice system which solves
the above-mentioned problem. An iterative design methodology (Wikipedia, 2018c) is used to
develop KriCatch and this work focuses on the first iteration of this design process leading to
KriCatch 1.0.

KriCatch 1.0 KriCatch 

Figure 1.5: Iterative design process for the design of KriCatch.

1.4 Content

Chapter 2 discerns in detail, the functional requirements for KriCatch. Chapter 3 describes the
system architecture of KriCatch 1.0. The experimental results performed on KriCatch 1.0 are
presented in Chapter 4. Finally, conclusions and recommendations are described in Chapter 5.

Robotics and Mechatronics Ajinkya A. Bhole
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2 Analysis

Before starting the prototyping phase of KriCatch 1.0, it is important to understand its func-
tional requirements. This chapter describes some easily discernable functional requirements
for KriCatch. Thereafter, a functional analysis is performed. Necessary subsystems are identi-
fied and their function allocation is done to meet the overall system’s functional requirements.

The simplest way to provide slip catching practice is by having a machine which can shoot a
ball in desired spots for the player. But, this kind of equipment does not provide a catching
practice with a good degree of realism.

To understand how an apt catching practice system should look like, it is important to firstly
analyze how an event of slip catch occurs, how can a slip catch be taken successfully and what
are some of the challenges the players in Cricket face while using the present catching practice
equipment in the market.

2.1 How does an event of slip catch occur?

The goal of a batsman in the game of Cricket is to hit the ball by finding gaps amongst the
fielders so as to make runs. It is therefore never the intent of a batsman to hit the ball straight
towards a player. An event of a catch usually occurs when, the ball hits a spot on the bat which
was not desired by the batsman (possibly due to a swing in the ball trajectory or an error made
by the batsman).

2.2 How can a slip catch be taken successfully?

Based on the discussion in the previous section on how an event of slip catch occurs in the
game of Cricket, the coaches always advice the fielders to keep an eye on the swing and the face
of the bat. The fielders are also advised to observe and predict the trajectory and swing of the
thrown ball. This is because if the ball is swinging, there are high chances that the batsman
makes an error and the ball hits an undesired spot on the bat.

2.3 Feinting Motions by the Batsmen

Now-a-days batsmen play many unorthodox shots and also feint the motion of their body and
bat to trick the fielders. As can be seen from the Figure 2.1, that the batsman initially feinted
his motion by moving to his leg-side and the wicket-keeper followed his motion. The batsman
then swerved the ball in the direction opposite to that of the wicket-keeper’s direction of travel.
It is therefore also necessary for the fielders to get used to such tactics used by the batsmen.

Figure 2.1: An example of unorthodox batting method: The Late Cut Shot played by Eoin Morgan.

2.4 Functional Requirements

Based on the above discussion, it is clear that an apt catching practice system should:

• Imitate the bowler, so that the fielder needs to keep an eye on the direction and swing of
the ball

Ajinkya A. Bhole University of Twente
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• Imitate the batsman, so that he/she can observe the swing and face of the bat

• Imitate feinting motions done by the batsmen

2.5 Functional Analysis

Two of the functional requirements identified in the previous section are imitating the bowler
and the batsman.

2.5.1 Imitation of Bowler:

Advanced and successful ball shooting machines like TrueMan (BOLA, 2015) (Figure 2.2) which
can shoot a ball at desired speed, spin and spots, and can also provide bowler animations, have
already been developed. To imitate a bowler, either such kind of a machine can be used or one
can simply have a player throw the ball for the practice.

Figure 2.2: The TrueMan bowling machine by BOLA

2.5.2 Imitation of Batsman:

In case, it is desired not to have a coach dependent practice, it is necessary to have a machine
which can sufficiently imitate a batsman. It is not a good idea to have a player to act as a
batsman to provide catches because there is a possibility that the player might assimilate the
actions of giving catches and might accidentally do the same during a real match scenario.

The batsman should therefore be imitated by an actively controllable machine, which can
swerve the ball to desired spots. This machine is referred to as the Batsman Imitating Machine
(BIM) in the rest of this work.

To imitate only the batsman’s arm, the BIM can be a robotic manipulator, with main require-
ments including sufficient degrees of freedom, work-space and speed to swerve the ball on
desired spots and also to create feinting motions. In case it is also required to imitate the body
motions of the batsman, a robotic manipulator can be set up on a moving base, making the
BIM a mobile robotic manipulator. The feinting motions can also be simulated by planning
them on the robotic manipulator.

2.5.3 Subsystems and their Functions:

To swerve the ball to a desired spot, the bat placed on the BIM needs to be placed in a spe-
cific location and orientation, depending on the incoming trajectory of the ball. For this, it is
necessary to know the incoming trajectory of the ball.

When a ball shooting machine is used to imitate the bowler and the parameters which define
the trajectory of the thrown ball are known with sufficient accuracy, it is easy to predict the
trajectory and state of the ball at which the BIM must intercept the ball for swerving.

Robotics and Mechatronics Ajinkya A. Bhole
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But, in case a person is throwing the ball, to imitate the bowler, it is necessary to have a sensing
subsystem for estimating and predicting the trajectory of the thrown ball.

In this work, it is assumed that we have a person throwing the ball for the practice. Based on
this, following subsystems and their functions are proposed:

• Subsystem 1: Senses the position of the thrown ball, estimates and predicts the trajectory
of the ball and finally provides an interception point for the BIM.

• Subsystem 2: Decides where the thrown ball should be deviated to.

• Subsystem 3: Decides the strategy for the BIM, for how to send the ball to the spot de-
cided by Subsystem 2, by providing the orientation of the normal vector to the surface of
the bat used on the BIM.

• Subsystem 4: Plans and executes the trajectory of the bat used on the BIM.

Figure 2.3 shows a rough overview of the connections of the subsystems used for KriCatch 1.0.

Ball Thrown Subsystem 1 Interception
point details  Subsystem 3 

Subsystem 2  Desired spot to
send the ball to 

Trajectory
Planning
Parameters 

Subsystem 4  BIM 

Figure 2.3: A rough idea of the connections of the subsystems used for KriCatch 1.0

Ajinkya A. Bhole University of Twente
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3 System Architecture

This chapter firstly discusses the general workflow of KriCatch 1.0 and finally describes every
subsystem involved in detail.

Interception Plane

BIMx

y
z

Figure 3.1: A general workflow of KriCatch 1.0

The general workflow of KriCatch 1.0 goes as follows (refer Figure 3.1):

• A ball thrower throws the ball, which is sensed by a motion-capture system. Subsystem 1
takes the position measurements of the ball from the motion-capture system and starts
estimating and predicting the trajectory of the thrown ball. The interception point for the
BIM is constrained in a specific fixed plane (Interception Plane) in the workspace of the
BIM. The predicted trajectory of the ball and the Interception Plane can be used to obtain
the interception point details for the BIM, namely, the interception time (ti ), interception
point (~pi ) and the velocity of the ball (~v−

i ) at the interception point.

• Subsystem 2 decides the spot ( ~pd ) to which the thrown ball need to be sent to.

• Subsystem 3 decides the strategy for how to send the ball to the desired spot ( ~pd ) from
the interception point (~pi ). This is done by calculating the orientation of the bat of the
BIM at the interception point. The orientation of the bat is specified in the form of a
vector (~n) normal to the surface of the bat.

• The BIM is a robotic manipulator with a bat attached to its end-effector. Subsystem 4
finally plans and executes the trajectory of the bat such that it reaches from its initial
position and orientation to the interception point specified by Subsystem 1 and and an
orientation specified by Subsystem 3, at the interception time.

The subsystems mentioned in the above workflow are discussed in detail the following sections.
These subsystem are integrated together in a ROS environment (Quigley et al., 2009).

Robotics and Mechatronics Ajinkya A. Bhole
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3.1 Subsystem1: Sensing the thrown ball

It is necessary to predict the motion of the ball in advance as this provides the system with
some time to plan and execute the the trajectory for the BIM. For this it is necessary to firstly
sense the motion of the ball. Based on the measurements from a sensing system, estimation
and prediction of the trajectory of the thrown ball can be done. Using the predicted trajectory,
the interception point for the BIM can be calculated. This subsystem outputs the interception
point details namely, the interception time (ti ), interception point (~pi ) and the velocity of the
ball (~v−

i ) at the interception point. The methodology used to obtain these outputs are explained
in the following subsections.

3.1.1 Sensing Ball Position:

This subsection briefly discusses OptiTrack (Point, 2011), a marker-based motion capture sys-
tem used to procure the position of the thrown ball.

OptiTrack has been used in several works wherein robotic manipulators are made to catch
thrown objects ((Brescianini and D’Andrea, 2018; Cigliano et al., 2015; Kim et al., 2014)). The
OptiTrack system used in this work provides position measurements with a position accuracy
of about 0.01 mm and measurements at the rate of 250 Hz.

The data from OptiTrack can be streamed over a network using the OptiTrack Streaming En-
gine. The mocap_optitrack package (Kathrin Gräve, 2018) developed for ROS can be used
to provide 6D poses of rigid bodies defined by a set of markers placed onto it. This package
was modified to provide the position data of individual markers present in the OptiTrack en-
vironment. Any ball covered with retro-reflective tape can then be tracked using the modified
package. Figure 3.2 shows the ball covered with a retro-reflective tape used in this work.

Figure 3.2: Ball covered with retro-reflective tape used in OptiTrack environment

It is necessary to predict the motion of the ball in advance as this provides the system with some
time to plan and execute the the trajectory for the BIM. For this it is necessary to estimate and
predict the trajectory of the thrown ball and calculate the interception point for the BIM. The
methodology used to perform these tasks are explained in following subsections.

3.1.2 Estimation of the state of ball:

To predict the trajectory of a thrown ball, it is required to estimate its current state of motion.

The Bayesian state estimation approach is widely used for state estimation, as it provides a sys-
tematic and general approach to handle the effect of various random uncertainties on the pro-
cess states and measurements. Bayesian state algorithms use a first-principles based dynamic
model and the statistical properties of random disturbances and measurements to obtain the
posterior distribution of the state estimates.

Ajinkya A. Bhole University of Twente



3. SYSTEM ARCHITECTURE 11

The Kalman Filter (KF) introduced by Rudolf E. Kalman (Kalman, 1960) is a widely used
Bayesian estimation technique. This technique works best in-case the system under consid-
eration is linear. In case of a non-linear system, which is generally the case, there is another
approach with almost the same computational complexity, but with better performance. That
approach is the Extended Kalman filter (EKF) (Anderson and Moore, 1979). In EKF the state
distribution is approximated by a Gaussian Random Variable (GRV), which is then propogated
through the first order linearization of the non-linear system.

EKF has been successfully implemented in many previous works involving prediction of ball
trajectories under the effect of gravity and drag (Koç et al., 2018; Brescianini and D’Andrea,
2018; Zhang et al., 2014). An EKF algorithm implemented in C++ language, is used in this work.
The general framework for KF and EKF is described in the Appendix A.1-A.2.

The EKF algorithm requires the system’s dynamic model. In this work, it is assumed that only
gravity and drag forces act on the thrown ball. The following ballistic model with a quadratic
drag, which is generally used to take into consideration drag forces (Müller et al., 2011) is used
in this work:

~̈p =−kd ||~̇p||~̇p +~g (3.1)

where, ~p is the position vector of the ball, kd is the drag coefficient and ~g = [0, 0,−9.8]T is the
gravity vector.

It is necessary to estimate the position and velocity of the ball as these parameters are required
for the BIM to intercept the ball and send it to a desired spot. The values for the drag coefficient
of the ball must be estimated online, rather than measured and stored, as individual balls can
show large differences in behaviour. The estimated state (x) of the ball thus has seven elements.
x1:3 for the velocity, x4:6 for the position and x7 for the drag coefficient of the ball.

The discrete form of the dynamics of the state vector can be given as follows:

x t+1
1:3

x t+1
4:6

x t+1
7

=
d t (−kd ||x t

1:3||x t
1:3 +~g )+x t

1:3
d t (x t

1:3)+x t
4:6

x t
7

 (3.2)

where, x t
1:3, x t

4:6 and x t
7 represent the velocity, position and drag coefficient states at a certain

time t and d t is the sample time which is set according to the frequency at which OptiTrack
system sends the position data.

The position data coming from the OptiTrack system is considered as the measurement vector
for the EKF.

To test the algorithm, experiments are performed in the OptiTrack environment where a ball
is thrown at random velocities from random positions. To validate the estimation of the drag
coefficient of the ball, it is theoretical calculated beforehand as follows:

kd = ρAbal l Cd

2mbal l
(3.3)

where, ρ = 1.2k g /m3, Cd = 0.4 (McCormick, 1995), the circular area Abal l = 1.257×10−3m2

and the mass of the ball mbal l = 3.6655×10−3k g . Substituting these, we obtain kd = 0.05m−1

The estimation results using EKF algorithm are shown in Figures 3.3-3.5.
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Figure 3.3: Position Estimates and their Estimation errors after application of the EKF algorithm
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Figure 3.4: Velocity estimates of the ball after application of the EKF algorithm
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Figure 3.5: Estimate of the drag coefficient of the ball after application of the EKF algorithm

From the estimation results shown in Figure 3.3-3.5 it can be seen that the estimate of the po-
sition of the ball is quite accurate and the estimation errors lie in the range of -0.3 mm to 0.3
mm. It can be also seen that the estimate of the drag coefficient of the ball converges to the
theoretically calculated value in about 0.05 secs.

Although it can be seen that the estimation of drag coefficient has spikes and goes to negative
values at some points, which is unrealistic. To avoid negative values of the drag coefficient
estimates, the EKF algorithm is modified to add a constraint on its estimated state, leading to a
Constrained-EKF (CAEKF) algorithm. The framework for adding constraints on the estimated
state is explained in Appendix A.3.

A constraint which keeps the estimated drag coefficient above the value of zero is used in the
CEKF algorithm. The estimation results using CEKF algorithm are shown in Figures 3.6-3.8.
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Figure 3.6: Position Estimates and their Estimation errors after application of the CEKF algorithm
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Figure 3.7: Velocity estimates of the ball after application of the CEKF algorithm
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Figure 3.8: Estimate of the drag coefficient of the ball after application of the CEKF algorithm

It can be seen that the drag coefficient is now constrained to non-negative values and con-
verges to the theoretically calculated value in about 0.05 secs. Also, the estimation error in the
position of the ball are in a similar range to that of the EKF algorithm. The estimation of the
drag estimate still remains spiky.

It is well known that the co-variance matrices of process noise (Cw ) and measurement noise
(Cv ) have a significant impact on the Kalman filter’s (KF) gain in estimating dynamic states
(Almagbile et al., 2010). A high Kalman Gain can spike the estimates even for a very small in-
novation (difference between current measurement and its corresponding predicted measure-
ment). The spiking can be mitigated by modifying the EKF’s Kalman gain to be adaptive, lead-
ing to an Adaptive Extended Kalman Filter (AEKF). The adaptive part of the algorithm can make
sure that the Kalman filter becomes less aggressive once convergence is achieved reducing the
spikes. This can also mitigate the problems in tuning the filter by trial and error methods, which
can be a tedious task. Moreover, the noise levels may change for changing environment making
the chosen tuning parameters of the KF ineffective. The AEKF algorithm can adapt the Kalman
gain making it more robust against noise. The AEKF algorithm used in this work is described in
Appendix A.4.

The estimation results using the AEKF algorithm are shown in Figures 3.9-3.11.
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Figure 3.9: Position Estimates and their Estimation errors after application of the CEKF algorithm
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Figure 3.10: Velocity estimates of the ball after application of the CEKF algorithm
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Figure 3.11: Estimate of the drag coefficient of the ball after application of the CEKF algorithm

It can be seen that the drag coefficient now has no spikes. But, its value converges to the the-
oretically calculated value in about 0.2 secs, which is much more than that of EKF and CEKF.
Also, the estimation error in the position of the ball are quite large as compared to the results
from EKF and CEKF. The AEKF algorithm is thus chucked out.

The EKF and CEKF algorithms provide almost similar results for the estimation of position and
velocity of the ball. The drag estimate obtained from CEKF is constrained to be non-zero, mak-
ing it more realistic. Although the CEKF algorithm is computationally more expensive than
EKF, this is of no concern because, each iteration of the EKF and CEKF is finished well before
the minimum possible sampling time d t of the algorithms, which is set according to the fre-
quency at which the OptiTrack provides position measurements. It is therefore decided to make
use of the CEKF algorithm for estimating the ball trajectory.

3.1.3 Prediction of the ball trajectory:

As seen from the CEKF estimation results (Figures 3.6-3.8) in the previous section, the estima-
tion algorithm converges in about 0.05 secs. Once the estimation has converged, the prediction
of the ball trajectory can be started. The trajectory of the ball can be predicted by numerically
integrating the discrete dynamic model (Equation 3.2), by setting its initial value to the cur-
rently estimated state of the ball. The estimation and prediction of the ball trajectory take place
continuously till the ball is intercepted.
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3.1.4 Calculation of the interception point details:

The trajectory (i.e. the state) of the ball is predicted till it intersects an Interception Plane (Fig-
ure 3.1). This provides the interception point details, namely, the interception time (ti ), inter-
ception point (~pi ) and the velocity of the ball (~v−

i ) at the interception point. As the state of the
ball is continuously estimated, the predicted interception point details keep bettering. Figure
3.12 shows the development in the x and z co-ordinates of the predicted interception point. The
y co-ordinate of the interception point remains constant as the interception plane is parallel to
the XZ plane ((Figure 3.1)).
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Figure 3.12: Development of x and z co-ordinates of the predicted interception point with each predic-
tion iteration.

The result for the interception position of the ball is acceptable, as the size of the bat used in
this work is 20 cm× 40 cm ,which is quite large compared to the distance error in the measured
and predicted interception point, which is usually around 0.5 cm.

Interception Plane

BIM

x

y
z

t=0s t=0.05s t=ti

Ball
thrown

CEKF
initialized

Estimation
of state 
of ball

Estimation
& Prediction

of state of ball

Interception
time

Figure 3.13: Work-flow of Subsystem 1
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3.1.5 Subsystem Overview

Figure 3.13 shows an overall work-flow of Subsystem 1 and Figure 3.14 shows an overview of
the inputs and outputs Subsystem 1.

Ball Thrown
 Interception Time

 Interception co
ordinates of ball

Interception
velocity of ball

Subsystem 1 

Sensing

Initialization of
CEKF 

Estimate and
Predict state of the
ball at Interception

Plane

Figure 3.14: Subsystem 1 Overview

3.2 Subsystem 2: Decide where to send the ball to

This susbsystem decides the spot for sending the thrown ball to, by the BIM. This spot is called
‘catching point’ in the discussion ahead.

S

C

C

r

f

i

p

Figure 3.15: Selection of catching points

To decide the catching point, firstly a semi-circular catching region ‘S’ is defined around the
player as is shown in Figure 3.15. For every throw of the ball, a random point (c f ) is then se-
lected in this circular region for providing catches.

It is assumed that the thrown ball has enough speed so that it can reach any point in the catching
region after it is swerved from the BIM. This is a fitting assumption as players usually have a good
idea of what speed should the ball be thrown, so that it can reach the fielder taking catches.

To provide a feinting motion, the catch is set up as follows: A random point (c f ) is selected in
the catching region S and another random point (ci ) is selected such that it lies in the region S,
but outside a circle of a pre-defined radius rp having its center at c f (See Figure 3.15). During
the interception of the thrown ball the bat of the BIM is firstly made to orient itself to show as if
it is trying to provide a catch at the point ci , but the bat finally orients itself to provide a catch
at the point c f at the interception point, thus in all, feinting its motion. The decision to feint
the motion of the ball is made randomly by the subsystem.

3.2.1 Subsystem Overview

Figure 3.16 shows an overview of Subsystem 2.
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Figure 3.16: Subsystem 2 Overview

3.3 Subsystem 3: Strategy for how to send the ball to a desired spot

This subsystem discusses the strategy for how to orient the bat of BIM to send the ball to the
output point specified by Subsystem 2. Precisely, the task of Subsystem 3 can be stated as fol-
lows:

Given the interception point for the BIM ~pi , interception velocity of the ball ~v−
i (from Subsys-

tem 1) and the catching point(s) ~pd (from Subsystem 2), find the orientation of the bat in the
form of a normal vector ~n to the surface of the bat.

The ball thrown by the thrower is intercepted by the BIM in a pre-defined fixed plane, called the
Interception Plane (IP), in the workspace of the BIM (Figure 3.17). This plane is defined parallel
to the face of the user taking catches. The user is asked to stand at a pre-defined distance from
the interception plane.

Interception Plane

BIMx

y
z

Figure 3.17: The various points of interest and variables involved in deciding how to send the ball to a
desired point

As shown in the Figure 3.17, ~pi is the interception point, ~v−
i is the velocity before impact, ~v+

i is
the velocity after the impact and ~pd is the desired point, the ball has to be sent to by the BIM.

The surface of the bat placed on the BIM in this work is flat and it is assumed that this surface
only applies a force in the direction normal to it, when the ball hits it. Thus, we have:

~n = v̂+
i − v̂−

i (3.4)
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where, ~n is the normal vector to the surface of the bat, v̂+
i and v̂−

i are unit vectors in the direc-
tion of ~v+

i and ~v−
i respectively.

Also, the bat of the BIM is made to have a zero velocity at the time of impact, giving the folowing
equation:

||~v+
i || =β||~v−

i || (3.5)

where, β = 0.6 is the coefficient of restitution, which is calculated experimentally. The proce-
dure to calculate the co-efficient of restitution is explained in Appendix B.

As can be seen in Equation 3.4, to calculate ~n is it required to calculate ~v+
i . The problem of

Subsystem 3 can thus be recast as follows:

Given ~pi , ~v−
i , β and ~pd , it is required to calculate ~v+

i .

This problem comes under the class of Two-point boundary value problem (TPBVP) (Wikipedia,
2018a). A detailed analysis of the problem and its solution methodology is described in the
following subsections.

3.3.1 Analysis of the Two Point Boundary Value Problem

Interception Plane
Principal Motion Plane

Principal Motion Plane
BIMx

y
z

O
x

y

Figure 3.18: Motion of ball in Principal Motion Plane

To make the analysis simple, the problem of sending the ball to the desired position is for-
mulated in the principal motion plane (PMP) i.e. plane perpendicular to the ground passing
through the points ~pi and ~pd (See Figure 3.18). The origin (O) of the PMP is set to the intercep-
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tion point ~pi and the desired point ~pd in the PMP can now be given as follows :

~d f =
[√

(∆p)2
x + (∆p)2

y

∆pz

]
(3.6)

where,∆p = ~pd − ~pi and∆px ,∆p y and∆pz are the x,y and z components of∆p .

Let ~d (t ) represent a position of the ball in the PMP at a specific time instant t . We have the
following differential equation and initial conditions involved in the problem:

~̈d (t ) =−kd || ~̇d (t )|| ~̇d (t )+~g (3.7)

~d (0) =
[

0
0

]
(3.8)

~̇d (0) =
[||~v+

i ||cos(θ)
||~v+

i ||si n(θ)

]
(3.9)

~d (t f ) = ~d f (3.10)

where, kd is the drag coefficient of the ball, ~g = [0,−9.8]T is the gravity vector, θ is the launch
angle and t f is the time at which the ball reaches the point ~pd .

Equation 3.7 is the dynamic model of the thrown ball. Equations 3.8-3.10 are the boundary
constraints of the problem.

As can be seen in Equation 3.7 there are four integration constants involved. From equations
3.8-3.10 we have six boundary conditions and two free parameters i.e. θ and t f . A TPBVP is
well defined if the number of integration constants and free parameters add to the number of
boundary conditions, which is the case here. The formulated TPBVP is thus well-defined.

3.3.2 Existence and Uniqueness of the TPBVP solution

For a given ||~v+
i ||, there exists an envelope in which all the possible trajectories of the ball lie

(Chudinov, 2005). In case the catching point ~pd lies:

• inside this envelope, the TPBVP has two set of solutions for θ and t f .

• on this envelope, the TPBVP has a unique solution for θ and t f .

• outside this envelope, the TPBVP has no solution.

As described in Subsystem 2, it is assumed that the ball is thrown with a velocity such that
it is able to reach the desired point when swerved by the BIM. The TPBVP thus always has a
solution. In case the TPBVP has two set of solutions for θ and t f , the solution with a lower
value of θ is chosen. This is because the trajectory of the ball in a slip catch is usually almost
flat.

3.3.3 Solution Methodology for the TPBVP

The TPBVP formulated in the previous section does not have an analytic solution. Hence, it
needs to be solved using appropriate numerical methods (Ascher et al., 1994).

The scikits.bvp_solver, a python package (John Salvatier, 2012) which can solve a gen-
eral TPBVP is used to solve the formuated problem in the subsection 3.3.1. The package takes
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around 10 ms to solve the formulated problem and is computationally fast enough to guarantee
that it can suitably be implemented in the task at hand wherein time is a cardinal resource.

The parameter θ obtained from solving the TPBVP is then used to obtain the velocity of the ball
post impact i.e. ~v+

i . This is done as follows (refer Figure 3.18):

~v+
i =

||~v+
i ||cos(θ)si n(φ)

||~v+
i ||cos(θ)cos(φ)
||~v+

i ||si n(θ)

 (3.11)

where, ||~v+
i || is calculated from Equation 3.5 and φ= t an−1(∆px

∆p y
).

The unit vectors v̂+
i and v̂−

i can then be calculated and substituted in equation 3.4 to obtain
the required normal vector (~n) for the surface of the bat.

3.3.4 Choice of BIM

Based on the above analysis, it can be seen that the BIM needs to have atleast 4 degrees of
freedom (DOFs). Two for translating in the interception plane and two to set the normal vector
of the surface of the bat. Based on the availability of resources, it was decided to make use of a
7 DOF robotic manipulator, ‘Panda’ (Franka Emika GmbH, 2018b) as the BIM.

3.3.5 Subsystem Overview

Figure 3.19 shows an overview of Subsystem 3 .

 Interception co
ordinates of ball

Interception
velocity of ball Subsystem 3 

TPBVP
Solver

Vector normal
to bat surface

Figure 3.19: Subsystem 3 Overview

3.4 Subsystem 4: Trajectory Planning and Execution on BIM

This subsystem discusses the trajectory planning and its execution on the BIM.

3.4.1 Trajectory Planning

To plan the trajectory for the bat of the BIM, the interception time, interception point and the
required orientation of the bat at the interception point are required. The interception time and
point are provided by Subsystem 1 while the orientation of the bat is provided by the Subsystem
3.

Assume that, at a certain time to , the interception time ti , the interception point ~p(ti ), the vec-
tor normal to the surface of the bat~n(ti ) required to send the ball to desired point are available.
A trajectory planner is then evoked to plan a trajectory for the bat of the BIM starting from its
current configuration to the interception point configuration.

The trajectory for ~p(t ) (hitting point of the bat) and ~n(t ) (normal vector to the surface of the
bat) is planned separately and is explained in the following subsections.
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Trajectory Planning for ~p(t ):

To achieve the desired translation of the hitting point of the bat ~p(t ), a third order polynomial
trajectory is used:

~p(t ) = ~a0 + ~a1(ti − to)+ ~a2(ti − to)2 + ~a3(ti − to)3 (3.12)

We have the following boundary conditions on this trajectory:

• ~p(to) is the position of the hitting point of the bat when the trajectory planner is evoked.

• ~̇p(to) is the velocity of the hitting point of the bat when the trajectory planner is evoked.

• ~p(ti ) is the interception point received from Subsystem 1.

• ~̇p(ti ) is zero.

Based on these boundary conditions we have,

~a0 = ~p(to) (3.13)

~a1 = ~̇p(to) (3.14)

~a2 = −3(~p(to)−~p(ti ))−2~̇p(to)(ti − to))

(ti − to)2 (3.15)

~a3 = 2(~p(to)−~p(ti ))+ ~̇p(to)(ti − to))

(ti − to)3 (3.16)

Trajectory Planning for~n(t ):

The trajectory for ~n(t ) i.e. the unit normal vector to the surface of the bat is planned by plan-
ning the trajectory of a rotation vector~r (t ), such that following equation holds:

~n(t ) = e[~r (t )]~n(to) (3.17)

where, [~r (t )] is the skew-symmetric cross-product matrix representation of~r (t ).

Following holds from Equation 3.17:

~̇n(t ) = ~̇r (t )×~n(t ) (3.18)

It is clear from Equation 3.17 that~r (to) =~0. Thus, the following third order polynomial trajec-
tory is used for~r (t ):

~r (t ) = ~b1(ti − to)+ ~b2(ti − to)2 + ~b3(ti − to)3 (3.19)

We have the following boundary conditions on this trajectory:

• ~n(to) is the unit vector normal to the surface of the bat when the trajectory planner is
evoked.

• ~̇n(to) is the rate of change of the unit vector normal to the surface of the bat when the
trajectory planner is evoked.

• ~n(ti ) is the unit vector normal to the surface of the bat at interception point obtained
from Subsystem 3.
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• ~̇n(ti ) is zero.

Based on the above boundary conditions we have,

~b1 = ~̇r (to) (3.20)

~b2 = 3(~r (ti )−2~̇r (to)(ti − to)

(ti − to)2 (3.21)

~b3 = (−2~r (ti )+~̇r (to)(ti − to))

(ti − to)3 (3.22)

As discussed in Subsystem 2, in case the subsystem decides to feint the motion of the bat, the
Subsystem 2 provides two normal vectors for the surface of bat~ni (for the catching point ci ) and
~n f (for the catching point c f ). The trajectory to set these normal vectors is done in two phases.
Let ts be the time at which subsystem 4 is evoked to start planning the trajectory for BIM. In
the first phase, a fraction k = 0.5 of the time ti − ts is allocated to set the normal vector to the
surface of the bat from~n(ts ) to~ni and in the second phase, the remaining time (1−k)(ti −ts ) is
allocated to set the normal from ~ni to ~n f . Both the phases are applied a third order trajectory
profile as mentioned in Equation 3.19.

3.4.2 Motion Execution

The planned trajectory from the previous section is executed on the BIM i.e. the Panda arm by
providing it with the twist command T (t ) given as follows:

T (t ) =
[
~̇p(t )
~̇r (t )

]
(3.23)

where, ~̇p(t ) and ~̇r (t ) are the velocity profiles defined in the previous section and r̂ is the axis of
rotation for the normal vector to the surface of the bat.

The Panda arm is controlled in the ROS environment using the franka_ros package (Franka
Emika GmbH, 2018a). The twist commands are sent at a frequency of 1000 Hz to the manipu-
lator. A new trajectory is planned at a frequency of 250 Hz, based on the updated interception
point details obtained from Subsystem 1 and Subsystem 3.

3.4.3 Subsystem Overview

Figure 3.20 shows an overview of Subsystem 4.

 Interception Time

 Interception co
ordinates of ball

Vector normal
to bat surface

Subsystem 4

Trajectory Planing
and Motion

Execution on BIM

Figure 3.20: Subsystem 4 Overview
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3.5 KriCatch 1.0: System Overview

A complete system overview of KriCatch 1.0 is shown in Figure 3.21. Once the ball is thrown,
Subsystem 1 starts the sensing, estimation and prediction of the ball’s trajectory and outputs
the interception point details. Based on the catching points obtained from Subsystem 2 and
the interception point details from Subsystem 1, Subsystem 3 decides the strategy for how the
send the ball to the desired catching points by providing the normal vector to the surface of the
bat. Subsystem 4 now has all its required inputs to plan the trajectory of the bat towards the
interception point and finally execute it on the BIM.

Ball Thrown

 Interception Time

 Interception co
ordinates of ball

Interception
velocity of ball

Subsystem 1 

Sensing

Initialization of
CEKF 

Estimate and
Predict state of the
ball at Interception

Plane
Subsystem 3 

TPBVP
Solver

Vector normal
to bat surface

Subsystem 4

Trajectory Planing
and Motion

Execution on BIM

Cf , Ci 
Feinting
Motion

Cf  

Subsystem 2 
Yes

No

Catching Points

Figure 3.21: A complete system overview of KriCatch 1.0.

Ajinkya A. Bhole University of Twente



27

4 Experiments on KriCatch 1.0

The experimental setup of KriCatch 1.0 is shown in Figure 4.1. The distance between the
thrower and the BIM, D , shown in the figure, available in the OptiTrack environment is around
4.5 m. This is slightly less than the usual distance (5-6 m) set between a thrower and a coach
providing catching practice as shown in Figure 1.4 (e). Also, the ball is usually thrown towards
the coach at speeds which require the coach to intercept the ball in about 0.3-0.4 secs.

D

BIM

Bat

Thrower

Ball

OptiTrack 
Cameras

Figure 4.1: Experimental setup of KriCatch 1.0.

The robotic manipulator used in this work, i.e. the Panda Arm has limits on its joint velocity,
acceleration and jerk, which are violated in case it is asked to traverse outside a radius of 5 cm
from its initial position, within a time period of 0.3-0.4 secs.

To avoid facing the joint limits, following steps need to be taken:

• the ball needs to be thrown at lower speeds so that the interception time reaches around
0.6-0.7 secs

• the ball needs to be thrown in a radius of 10 cm from the starting position of the hitting
point on the bat and the tip-tilt rotation of the bat is restricted within 20 degrees of the
initial orientation. This is the achievable work-space of Panda arm for the task at hand.
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• the feinting motion is disabled

• a low pass filter has to be applied to the sent twist commands to the manipulator to avoid
joint velocity and acceleration command discontinuity errors given by the manipulator.
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Figure 4.2: Error in position tracking of the bat of BIM for an example trajectory.

The effect of applying the low pass filter, on the position tracking of the hitting point of the bat
for an example trajectory is shown in Figure 4.2. The plot show errors between the commanded
position and the actual tracked position of the hitting point on the bat. At the red dotted lines,
the trajectory is re-planned on the basis of the new interception point details. It can be seen
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that the errors in the x and z positions at the end of the trajectory went to 1.6 cms and -1.6 cms
respectively. Through experiments, it has been observed that the magnitude of this error can
go up to 3 cms for each co-ordinate in case the trajectory needs to be completed in a minimum
of 0.5 seconds.

4.1 Ball Interception Results

Figure 4.3 shows different episodes wherein the BIM successfully intercepts and swerves the
ball.

Figure 4.3: Different scenarios wherein the BIM intercepts and swerves the ball.
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4.2 Catching Point Results

To examine the working of KriCatch 1.0, it is also important to check if the ball indeed gets
swerved to the desired catching points. Two of the episodes of providing a catch are shown in
Figure 4.4 and 4.5. It can be seen that the ball indeed gets swerved towards the catching points,
although not with a good accuracy (within a radius of 10 cms from the desired catching point).
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Figure 4.4: Scenario 1 showing the details of a catch given by the BIM.
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Figure 4.5: Scenario 2 showing the details of a catch given by the BIM.

4.3 Discussion on the results

The main reason for the ball not getting accurately sent to desired catching point can be ac-
counted to the the low-pass filter applied for tracking the planned trajectory of the bat. From
Figures 4.4 and 4.5 it can be seen that, the position and orientation of the hitting point of the
bat try to follow the desired position and orientation at the interception point. Although the
desired position and orientation at the interception point is not accurately reached due to the
application of the low pass filter. This results in, the ball hitting the bat at points different than

Robotics and Mechatronics Ajinkya A. Bhole



32 Towards KriCatch, A Slip Catching Practice System for the game of Cricket

that of the hitting point. Moreover, due to the application of the low pass filter, the velocity of
the hitting point is not exactly zero when the ball hits the bat, which is an assumption taken
into consideration for Subsystem 3 to calculate the orientation of the bat. This non-zero ve-
locity of the bat at the interception point provides and extra velocity to the ball resulting in an
error for the attained catching point.

Another reason can be accounted to the assumption in the Subsystem 3 that the surface of the
bat applies only a force normal to the surface of the bat, when the ball hits it. In reality, there
are forces which act tangential to the surface of the bat, which result in more loss of energy
from the ball. Moreover, this tangential impulse at the surface can make the ball spin resulting
to forces acting on the ball due to magnus effect. This conclusion can be verified by looking at
the Figure 4.5. It can be seen that although the hitting point almost reaches the interception
point, the ball gets sent to a lesser vertical height than that of the expected point i.e. the desired
catching point.
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5 Conclusions and Recommendations

Following conclusions are made based on the experiments described in the previous chapter:

• The EKF algorithm converges in about 0.05 seconds. This is around 10% of the available
interception time for the BIM. A better estimation algorithm or system model can help
getting additional convergence speed.

• Based on the observation and opinions from experienced Cricket players, setting the ve-
locity of the bat to zero at the interception point does not provide a good degree of real-
ism for the system. In reality, during an event of slip catch, the bat usually possesses a
non-zero velocity at the time it intercepts the ball.

• The interception point is constrained in a fixed plane. Although this makes the problem
of ‘how to send the ball to the desired spot’ easier and thus computationally inexpensive,
it suffers from the fact that it generates restrictive strokes and can result in unnatural
strategies when compared with human playing

• The contact model of the bat hitting the needs improvement by taking into consideration
the tangential forces which act on the ball during contact.

• The TPBVP formulates for Subsystem 3 is solved using a package written in Python. A
C++ implementation of package can be faster in terms of time.

• The Panda manipulator used as the BIM, in terms of speed is too slow to intercept the
ball thrown at the usual speeds during a slip catching practice session in Cricket.

• It is difficult for the thrower to throw the ball accurately in the limited working space of
the Panda manipulator.

• The ball thrown in the achievable work space of the Panda arm is not intercepted ac-
curately at the calculated interception point as a low pass filter is applied on the twist
command sent to the manipulator. This leads to the ball hitting the bat around the hit-
ting point making it difficult for the ball to be sent to the desired catching point.

Based on the above conclusions and from far-sight, following ideas have been gathered for the
next iteration of KriCatch:

• The trajectory estimation of the ball can be improved by considering other non-linear
estimation algorithms (example Unscented Kalman Filter/ Particle Filter) along with a
better ballistic model of the ball, taking into consideration the magnus effect. This needs
to be done by taking care of the criterion of computation time and resources.

• Implementation of an Artifical-Intelligence algorithm that tracks the progress and level
of the user and provides catching points and feinting motions accordingly.

• The BIM must be chosen/custom made with appropriate specifications such that it has a
larger working space (as compared to the one in this work), in which a thrower can easily
throw the ball.

• The strategy used in Subsystem 3 for how to send the ball to desired points involves the
constraint of setting the velocity of the bat to zero at the interception point. This con-
straint must be freed, to make the swerving action of the BIM more realistic. At the same
time, it must be taken care that the new strategy used is not computationally expensive
and is real-time implementable.
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• The constraint of intercepting the ball in a specific fixed plane (Interception Plane) can
be freed and be chosen on a criterion which makes the BIM to intercept the ball with-
out breaking its hardware limits. Again, the solution to this problem must be real-time
implementable.

• Presently, the ball is thrown directly to the BIM without bouncing it on the floor. Usually
in the game of Cricket, the ball reaches the batsman after bouncing once on the floor.
It is then important to integrate this bouncing action in the trajectory estimation and
prediction subsystem.
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A Appendix 1

A.1 Optimal Online Estimation of Linear Gaussian Systems: The Kalman Filter

Online estimation is the estimation of the present state using all the measurements that are
available, i.e. all measurements up to the present time. This subsection explains the frame-
work for the online estimation of the states of time-discrete processes. Most physical processes
evolve in the continuous time. Nevertheless, it can be assumed that these systems can be de-
scribed adequately by a model where the continuous time is reduced to a sequence of specific
times.

Figure A.1: An overview of online estimation of Linear Gaussian System Systems (Lei et al., 2017)

Figure A.1 presents an overview of the scheme for the online estimation of the state. The con-
notation of the phrase online is that for each time index i an estimate x̂(i ) of x(i ) is produced
based on Z (i ), i.e. based on all measurements that are available at that time. The crux of op-
timal online estimation is to maintain the posterior density p(x(i ) | Z (i )) for running values
of i . This density captures all the available information of the current state x(i ) after having
observed the current measurement and all previous ones.

The state model is said to be linear if the transition from one state to the next can be expressed
by a so-called linear system equation:

x(i +1) = F (i )x(i )+L(i )u(i )+w (i ) (A.1)

y(i ) = H(i )x(i )+v (i ) (A.2)

F (i ) is the system matrix. The vector u(i ) is the control vector (input vector). L(i ) is the gain
matrix. w (i ) is the process noise, y(i ) is the measurement vector and H(i ) is the measurement
matrix which maps x(i ) to y(i ). The process noise represents the unknown influences on the
system, for instance, formed by disturbances from the environment. The process noise can
also represent an unknown input/control signal. Sometimes process noise is also used to take
care of modelling errors. The general assumption is that the process noise is a white random
sequence with normal distribution and has the following properties:

E [w (i )] = 0 (A.3)

E [w (i )w T ( j )] =Cw (i )δ(i , j ) (A.4)
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Cw (i ) is the covariance matrix of w (i ). Since w(i) is supposed to have a normal distribution
with zero mean, Cw (i ) defines the density of w (i ) in full.

The update steps, i.e. the determination of p((x(i ) | Z (i )) shown in Figure A.1 are given as
follows:

ẑ(i ) = H(i )x̄(i | i −1) (A.5)

S(i ) = H(i )C (i | i −1)H T (i )+Cv (i ) (A.6)

K (i ) =C (i | i −1)H T (i )S−1(i ) (A.7)

x̄(i | i ) = x̄(i | i −1)+K (i )(z(i )− ẑ(i )) (A.8)

C (i | i ) =C (i | i −1)−K (i )S(i )K T (i ) (A.9)

The interpretation is as follows: ẑ(i ) is the predicted measurement. It is an unbiased estimate
of z(i ) using all information from the past. The so-called innovation matrix S(i ) represents the
uncertainty of the predicted measurement. The uncertainty is due to two factors: the uncer-
tainty of x(i ) as expressed by C (i | i −1), and the uncertainty due to the measurement noise
v (i ) as expressed by Cv (i ). The matrix K (i ) is the Kalman gain matrix. This matrix has large,
when S(i ) is small and C (i | i −1)H T (i ) is large, that is, when the measurements are relatively
accurate. When this is the case, the values in the error covariance matrix C (i | i ) will be much
smaller than C (i | i −1).

The prediction, i.e. the determination of p(x(i +1) | Z (i )) given p(x(i ) | Z (i )), boils down to
finding out how the expectation x(i | i ) and the covariance matrix C (i | i ) propagate to the next
state. We thus have:

x̄(i +1 | i ) = F (i )x̄(i | i )+L(i )u(i ) (A.10)

C (i +1 | i ) = F (i )C (i | i )F T (i )+Cw (i ) (A.11)

The above presented recursive equations are generally referred to as the discrete Kalman filter
(DKF).

A.2 Sub-Optimal Solution for Online Estimation of Non-Linear Systems: The Ex-
tended Kalman Filter

The general case of nonlinear systems and nonlinear measurement functions can be given as
follows:

x(i +1) = f (x(i ), u(i ), i )+w (i ) (A.12)

y(i ) = h(x(i ), i )+v (i ) (A.13)

The vector f (., ., .) is a nonlinear, time variant function of the state x(i) and the control vector
u(i).

Any Gaussian random vector that undergoes a linear operation retains its Gaussian distribu-
tion. A linear operator only affects the expectation and the covariance matrix of that vector.
This property is the basis of the Kalman filter. It is applicable to linear-Gaussian systems, and it
permits a solution that is entirely expressed in terms of expectations and covariance matrices.
However, the property does not hold for nonlinear operations. In nonlinear systems, the state
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vectors and the measurement vectors are not Gaussian distributed, even though the process
noise and the measurement noise might be. Consequently, the expectation and the covariance
matrix do not fully specify the probability density of the state vector. The question is then how
to determine this non-Gaussian density, and how to represent it in an economical way. Unfor-
tunately, no general answer exists to this question.

assuming that the nonlinearities of the system are smooth enough to allow linear or quadratic
approximations, Kalman-like filters become within reach. These solutions are suboptimal
since there is no guarantee that the approximations are close. An obvious way to get the ap-
proximations is by application of a Taylor series expansion of the functions.

f (x +ε) = f (x)+F (x)ε+H .O.T . (A.14)

h(x +ε) = h(x)+H(x)ε+H .O.T . (A.15)

where, H.O.T. represent the higher order terms.

The update steps then become:

ẑ(i ) = H(x(i ))x̄(i | i −1) (A.16)

S(i ) = H(x(i ))C (i | i −1)H T (x(i ))+Cv (i ) (A.17)

K (i ) =C (i | i −1)H T (x(i ))S−1(i ) (A.18)

x̄(i | i ) = x̄(i | i −1)+K (i )(z(i )− ẑ(i )) (A.19)

C (i | i ) =C (i | i −1)−K (i )S(i )K T (i ) (A.20)

And the prediction step can be given as follows:

x̄(i +1 | i ) = f (x(i ), u(i ), i ) (A.21)

C (i +1 | i ) = F (i )C (i | i )F T (i )+Cw (i ) (A.22)

A.3 Constrained Extended Kalman Filter

In case it is known that the state estimates are bounded in certain range, it can be useful to
integrate these constrains in the EKF algorithm to obtain better convergence.

The structure of the EKF does not include constraints on the states. Dan Simon et. al. (Si-
mon and Chia, 2002) have proposed a methodology to integrate inequality constraints for state
estimation which uses the Projection Approach. This methodology is briefly described ahead:

Consider the following linearized model of the plant:

x(i +1) = F (i )x(i )+L(i )u(i )+w (i ) (A.23)

y(i ) = H(i )x(i )+v (i ) (A.24)
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Suppose at each time instant i the states are subject to following constraints:

Di x(i ) = di (A.25)

Let x̂u
i be the state estimated at time i by an unconstrained estimator. x̂c

i be the constrained
estimate taking into account equation A.25. The associated covariances of estimation error are
denoted P u

i and P c
i . The Principle of Projection (Simon and Chia, 2002) is then applied, which

is basically solving the constrained optimization problem:

min
x̂c

i

((x̂c
i − x̂u

i )T W −1
i (x̂c

i − x̂u
i )) s.t . Di x̂c

i = di (A.26)

Wi is a symmetric positive definite weighting matrix. The solution is obtained through the use
of the Lagrange multiplier, and summarized by the following set of equations:

x̂c
i = x̂u

i +Li (di −Di x̂u
i ) (A.27)

P c
i = (In −Li Di )P u

i (In −Li Di )T (A.28)

Li =W −1
i DT

i (Di W −1
i DT

i )−1 (A.29)

The constrained estimated state has the following properties:

Choosing Wi = In results in a constrained estimate that is closer to the true state than the un-
constrained estimate.

Now, suppose that at each time step i , the state is subject to the following linear soft inequality
constraint:

Di x(i ) ≤ di (A.30)

A way of dealing with such a problem is using the active set method (Sircoulomb et al., 2008). It
consists in testing at each time step i the scalar inequalities of A.30. For the k t h inequality, two
scenarii can occur:

• The inequality is satisfied, and so do not have to be taken into account.

• The inequality is not satisfied. Then, an equality constraint is applied to the boundary:
Di x(i ) = di , where for any matrix Mi at time i , Mk , i denotes the k t h row of Mi

Consequently, dealing with soft inequality constraints reduces to the application at each time
step of the active equality constraints.

A.4 Adaptive adjustment of Noise Covariance (Cv and Cw ) in Kalman Filter

The performance of the KF is highly affected by Cv and Cw . Improper choice of Cv and Cw

may significantly degrade the KF’s performance and even make the filter diverge. Shahrokh
Akhlaghi et.al. (Akhlaghi et al., 2017) have proposed an adaptive filtering approach to adap-
tively estimate Cw and Cv based on innovation and residual to improve the dynamic state es-
timation accuracy of the extended Kalman filter. At the EKF’s predication step, the innovation
is the difference between the actual measurement and its predicted value. On the other hand,
the residual is the difference between actual measurement and its estimated value using the
information available.
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Residual based adaptive estimation of Cv is given as follows:

Cv (i ) =αCv (i −1)+ (1−α)(ε(i )ε(i )T +H(i )P−(i )H(i )T ) (A.31)

where, i is the current iteration number, α is a forgetting factor, ε(i ) is the residual, H(i ) is the
measurement matrix and P−(i ) is the state covariance matrix predicted in i −1 step.

Innovation based adaptive estimation of Cw is given as follows:

Cw (i ) =αCw (i −1)+ (1−α)(K (i )d (i )d (i )T K (i )T ) (A.32)

where, d (i ) is the innovation, K (i ) is the Kalman gain matrix.

A flow of the adaptive algorithm is shown in Figure A.2:

Figure A.2: Flowchart of the adaptive EKF algorithm
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B Appendix 2

B.1 Calculation of co-efficient of restitution of ball

An experimental method to approximately calculate the co-efficient of restitution as is ex-
plained in (Briggs, 1945) is used in this work. During the experiment, the ball is thrown from a
specific height (H) onto the bat of the BIM, and the height of rebound (h) was measured (See
Figure B.1). The position of the ball during the experimentation is measured using the Opti-
Track system.

H

h

Figure B.1: Bouncing experiment to calculate the co-efficient of restitution of the ball.

The co-efficient of restitution β is calculated as follows:

β=

√√√√ e
−2kd h

m −1

1−e
−2kd H

m

(B.1)

where, kd is the drag co-efficient of the ball calculated through estimation experiments from
Subsystem 1, H is the height from which ball is thrown, h is the rebound height and m is the
mass of the ball.
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