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Abstract

In a wide range of applications, it is important to be able to model the constitutive response of materials.
Most models however fail to predict macroscopically observed phenomena in plastic deformation: the
Hall-Petch effect, Bauschinger effect and anelastic behaviour. A gradient enhanced crystal plasticity
model, in which slip gradients are incorporated in the hardening model through geometrically necessary
dislocations (GNDs), is believed to include the physical basis to represent these phenomena. A com-
prehensive review about its general applicability in this content is however not available. The aim of this
work is therefore to assess the scope and limitations of a gradient enhanced crystal plasticity model in
predicting macroscopic phenomena observed in plastic deformation of metals.

To establish a consistent simulation framework, a literature study is performed to determine the perquis-
ites of calculating GND-densities in finite-strain problems. Calculations based on either referential or
spatial slip gradients are found suitable for this purpose. This outcome is validated using dedicated sim-
ulations, showing that the original gradient calculation algorithm can be retained. This code is extended
for use with periodic boundary conditions.

Macroscopic phenomena are investigated by simulating the response of two-dimensional representative
volume elements consisting out of hexagonally shaped grains under various loadings. The Hall-Petch ef-
fect in work hardening is very well represented by the length scale that is introduced by the slip gradients.
Including GNDs clearly extends the width of the stress distribution within the material. The presence of
such a stress distribution results in small scale plasticity effects when the material is unloaded after de-
formation. The Bauschinger effect is hereby enhanced. Small amounts of anelasticity are also observed
as a result, but not as pronounced as experimentally observed.

The validity of the gradient enhanced crystal plasticity model is tested by a quantitative comparison of
the evolution of GND-densities with experimental results. Using electron backscatter diffraction, local
misorientations between material points can be characterised and related to the GND-density. The
nature of both the density distribution as well as the evolution of the total GND-number with strain agree
between experiments and simulations. The experimentally observed initial dislocation densities are not
present within the numerical model though. Possibilities for including a realistic initial dislocation distri-
bution should therefore be investigated.

As extension to the theoretical framework of the model, an alternative version for the included stress-
update algorithm is proposed. The commonly applied check for elastic deformations is removed by
modifying the flow criteria. It is shown it can be applied to problems involving small lattice rotations suc-
cessfully but requires further research in maintaining a stable set of active slip systems in large-rotation
problems.

A gradient-enhanced crystal plasticity model was found to be well capable of predicting macroscopic
phenomena related to size effects and plasticity effects resulting from plastic anisotropy of a material’s
constituent grains. It is not yet fully applicable to effects that may originate from microstructural effects
that do not involve dislocation-generation. To further validate the conclusions from this work, it is recom-
mended to perform tests on three-dimensional models with realistic grain shapes to include the effects
of the microstructure itself.
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My work was supervised by dr. ir. E.S. Perdahcioğlu, whom I would like to thank for formulating this
challenging but rewarding assignment, his guidance and support throughout the research and providing
me with the feedback that lead to this thesis. I would also like to express my gratitude to ir. E.E. Aşik
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1 | Introduction

Modelling the constitutive response of materials is important in various stages in the lifetime of products.
Whether it concerns the production and processing stage of raw materials, the transformation of raw
materials into a final product or its usage phase, insight into the material’s response to applied loads
and deformation aids in the design process, quantifying product characteristics and assessing possible
modes of failure throughout each of these phases [1]. Implementation of constitutive models into simu-
lation software makes it possible to account for material induced limitations on product performance in
early stages of the design process, limiting rework costs and time.

To describe the evolution of (plastic) deformation within metals, two main aspects need to be taken into
consideration. The onset of plastic flow is described by the material’s yield stress. After yielding and
with increasing plastic flow, an increase in stress is observed: the material work-hardens. Thus, the
apparent flow stress changes with ongoing deformation. The evolution of flow stress therefore needs to
be taken into account by a suitable hardening model.

Different possibilities for implementing such behaviour in numerical models exist. The most elementary,
but least general, method is a direct experimental characterisation of the response for the material and
loading conditions that will be simulated. Generality, modifiability and implementability of this approach
can be improved by using mathematical representations of stress-strain curves based upon a limited
set of material parameters. However, the loading conditions that can be represented with conventional
testing methods are limited. A wide variety of multi-axial yield criteria has therefore been developed to
be able to extrapolate results from testing conditions to general stress states [2].

Even though plastic behaviour under arbitrary stress states can be captured using a suitable yield-
criterion and hardening function, some macroscopic phenomena commonly observed in plastic deform-
ation of metals are difficult to implement in continuum models [3]. These include the Bauschinger and
anelasticity effects in processes where the loading direction is changed and grain-size dependency of
material properties, the Hall-Petch effect. Numerous attempts have been made to account for this short-
coming by extending phenomenological continuum models. The main disadvantage of these models is
the increasing number of fitting constants and empirical extensions underlying them [4].

The physical origin of the abovementioned macroscopic effects is often related to microstructural in-
homogeneities inherent to polycrystalline materials. Within a polycrystalline aggregate, each grain has
a distinct lattice direction and is mechanically anisotropic [5]. Together with the requirement of continu-
ity of the deformation of adjacent grains along their common boundaries, this causes inhomogeneous
deformation within grains. With decreasing grain size, the level of inhomogeneity at the grain bound-
aries increases [6] and it was hypothesized already in 1950 that this mechanism is responsible for a
size-dependent macroscopic response [7]. Another effect that arises from lattice misorientations is the
formation of residual stresses within the microstructure, which can be correlated to the macroscopically
observed Bauschinger effect [8]. Anelasticity effects are another reflection of small scale plasticity ef-
fects during unloading [9].

From the aforementioned observations, it becomes apparent that microstructural effects need to be
taken into account to fully capture the constitutive response of metals. At the microscale, plastic de-
formation can be modelled most suitably using crystal plasticity models [10]. Herein, plastic deformation
is assumed to be caused solely by dislocation slip on the material’s individual slip systems. Since the
method was first introduced in 1982 by Pierce et. al. [11], a growing interest in crystal plasticity finite
element modelling has developed and it was used in a wide range of applications [5]. The macroscopic
response of a polycrystalline material can be simulated using a crystal plasticity framework by means
of a representative volume element (RVE). In such two- or three-dimensional models, a number of dif-
ferently oriented grains is present. Macroscopic quantities are obtained from the RVE’s microscopic
response under appropriate boundary conditions through averaging principles [12].

1



Investigation of the Scope and Limitations of Gradient Enhanced Crystal Plasticity in Explaining Macroscopic Phenomena | 2

Results from crystal plasticity simulations performed using RVEs have shown that size-dependent ma-
terial properties (e.g. [13–15]), the Bauschinger (e.g. [16, 17]) and anelasticity effects (e.g. [18]) can be
captured. In these results however, the formulations for the description of crystallographic slip are often
modified or extended explicitly to add the intended macroscopic behaviour to the model. This leads to
the same disadvantages pointed out for the extended continuum models above.

It would therefore be desirable to obtain a model that is capable of correctly capturing the macroscopic
behaviour without explicit modifications to the underlying constitutive framework. This model should be
based upon an experimentally justifiable, physical basis. In this work, such a model is hypothesised to
be represented by a gradient enhanced crystal plasticity model. The reasoning behind this choice will
now be discussed.

Consider the class of phenomenologically based crystal plasticity models, in which the evolution of slip
and slip resistance is governed by the total dislocation densities on the slip systems ([5, 12]). Here, a
higher dislocation density implies a higher resistance against deformation. From a macroscopic point of
view, it has long been agreed that it is possible to distinguish two types of dislocations [19]. Statistically
stored dislocations (SSDs) form during uniform plastic deformation due to random trapping. Geomet-
rically necessary dislocations (GNDs) on the other hand, form during inhomogeneous deformation to
maintain compatibility of the lattice. The evolution of the SSD density can thus be expressed as function
of slip [12]. As inhomogeneous plastic deformation is only possible if there exist gradients of plastic
slip, the GND density can be expressed as function of slip gradients [20]. Through the incorporation of
the GND density in the evolution equation of the slip resistance, a gradient-enhanced crystal plasticity
model is obtained.

Due to differences in lattice orientations between adjacent grains in polycrystalline materials, GNDs
primarily form near grain boundaries ([21, 22]). With decreasing grain size, the level of inhomogeneity at
the grain boundaries and thus the number of GNDs increases. Together with the length scale that is in-
troduced by the Burgers vector that relates the slip gradients to GND-densities [6], a gradient-enhanced
model crystal plasticity model is rendered size dependent. A better representation of the Hall-Petch
effect is thus expected. The non-uniform distribution of GNDs over the grains will additionally cause
non-uniform hardening and thus a widening of the stress distribution over the material. The Bauschinger
and anelasticity effects resulting from microstructural residual stresses are therefore anticipated to be-
come more pronounced when including GNDs.

Literature results published on applications of gradient enhanced crystal plasticity methods so far, are
generally limited to a single macroscopic phenomenon. Both rate-dependent and rate-independent im-
plementations are used and great differences are found in the formulation of slip system hardening.
Additionally, the results differ in terms of simulated material and RVE setup. Also, two- and three-
dimensional models are used, with realistic as well as conceptual microstructures. Therefore, a good
indication of the overall applicability of gradient enhanced crystal plasticity in predicting macroscopic
phenomena in plastic deformation is not available, as results are not comparable.

Within this work, it is strived to overcome this shortcoming in the published literature. The full range of
macroscopic phenomena mentioned above will be simulated using the same crystal plasticity model and
RVEs that are similar in setup. No extensions or modifications to the constitutive formulation of crys-
tal plasticity will be made apart from the inclusion of gradient effects through GNDs and the hardening
model. The formulation is thus not adapted to fit one particular phenomenon. This provides insight into
the extent to which the Hall-Petch, Bauschinger and anelasticity effects can be predicted by the pres-
ence of GNDs and thus inhomogeneous plastic deformation within the microstructure.

If successful in representing the constitutive response of metals, GECP-models provide a versatile tool
in material development and characterisation, based on well motived underlying physical mechanism.
The final goal of this research is therefore to assess the general applicability of a gradient enhanced
crystal plasticity model in capturing macroscopic phenomena observed in plastic deformation of metals.

Introduction
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The remainder of this report is structured in three parts. The first part concerns the theoretical aspect
of the work. The description of the theory behind GECP-method and its implementation is described
in Chapter 2. Extensions to the current model are covered in Chapter 3 and its validation is discussed
in Chapter 4. The second part is formed by the application of GECP to simulations of macroscopic
phenomena in plasticity in Chapter 5. The final part is dedicated to a qualitative experimental validation
of the simulation results and is given in Chapter 6.

The notations that will be used throughout this work are defined as follows. Bold capital letters denote
tensors, bold lowercase letters denote vectors and lightface lowercase letters denote scalars. Given
three second-order tensors A, B and C and using Einstein’s summation convention, the single contrac-
tion tensor product is written as A = BC with Cij = AikBkj . The dot-operator is omitted for readability.
The double contraction tensor product is denoted using the colon operator as d = A : B = AijBij .
The tensor product of two vectors m and n is defined as A = m ⊗ n with Aij = minj . A−1 and
AT represent the inverse and transpose of a tensor A, respectively. The gradient operator is used as
∇({•}) = ∂({•})/∂x. Superscripts (α) and (β) denote properties of a slip system α and β, respectively.

Introduction



2 | Constitutive framework of
crystal plasticity

Within this chapter, the constitutive relations underlying the gradient-enhanced crystal plasticity model
used in this work will be introduced. In crystal plasticity models, plastic deformation is assumed to
occur due to dislocation slip on slip systems in the crystal lattice. A kinematic model that relates this
crystallographic slip to the deformation of the crystalline material is discussed in Section 2.1. Based on
this description, the constitutive relation between deformation and load is derived in Section 2.2. The
material behaviour in the plastic regime, including the flow criteria and hardening behaviour, is further
elaborated on in Section 2.3. The algorithmic implementation of the crystal plasticty model is described
in Section 2.4.

2.1 Kinematical model of crystal deformation

Figure 2.1: Schematic overview of the multiplicative decomposition F = FeFp

The kinematical framework of finite-strain crystal plasticity models is commonly based on the multiplic-
ative decomposition of the deformation gradient into an elastic and a plastic part, known as Kröner’s
decomposition:

F = FeFp (2.1)

In crystal plasticity, plastic deformation is caused by shearing of given slip systems in the materials. This
shear deformation is a result of dislocation movement through the crystal lattice [23]. As plastic flow due
to dislocation movement does not change the lattice structure, the intermediate configuration B̄ defined
by Fp is often assumed to leave the crystal lattice undistorted and unrotated. In this irrotational crystal
plasticity formulation, the elastic part of the deformation accounts for all lattice distortions and rigid body
rotations. A schematic overview of this decomposition is shown in Figure 2.1.

The deformation of a crystal with n possibly active slip systems α ∈ [1, 2, ..., n] can be obtained by
summing slip contributions on individual systems. For large deformations, slips are not well defined
quantities, but slip rates are. The plastic deformation of crystalline materials is therefore formulated in
terms of slip rates via the plastic velocity gradient [24]. As a result, the kinematical framework will be set
up in terms of velocity gradients.

The plastic velocity gradient is defined as function of the slip rates γ̇(α) by

Lp =

n∑
α=1

γ̇(α)n
(α)
0 ⊗ s

(α)
0 (2.2)

where the slip-plane normal n
(α)
0 and slip direction s

(α)
0 are constant vectors defined in the reference

configuration. By noting that the resulting plastic deformation of a single slip step is small, the slip rates
on individual slip systems α may be summed without taking into account the order of dislocation motion
[5].

4
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The total velocity gradient in the deformed configuration, L = ḞF−1, can be additively decomposed into
an elastic and a plastic part using L = Le+Lp. The plastic velocity gradient Lp is mapped to the current
configuration by the elastic rotation Re and the total velocity gradient is written as

L = Le + ReLpR
T
e (2.3)

Substitution of (2.2) into (2.3) then gives

L = Le +

n∑
α=1

γ̇(α)Re

(
n

(α)
0 ⊗ s

(α)
0

)
RT
e = Le +

n∑
α=1

γ̇(α)
(
Ren

(α)
0

)
⊗
(
Res

(α)
0

)
= Le +

n∑
α=1

γ̇(α)n(α) ⊗ s(α) (2.4)

by the orthogonality of Re. The deformation of the crystalline material is thus defined by the plastic slip
on its various slip systems and elastic rotations of the crystal lattice. The formulation in (2.4) will be used
to derive the constitutive relation for the crystal plasticity model in the subsequent section.

2.2 Stress response

Based on the result from (2.4), it can be seen that the deformation rate of a crystalline material can be
decomposed into an elastic and a plastic part

D = De + Dp (2.5)

The plastic strain rate is given by the symmetric part of the plastic velocity gradient, Dp = sym (Lp).
From the definition in (2.2), it is found that

Dp =

n∑
α=1

γ̇(α)sym
(
s(α) ⊗ n(α)

)
=

n∑
α=1

γ̇(α)P(α) (2.6)

as expressed in the final configuration B and by defining P(α) as the symmetric part of the Schmid tensor
s(α) ⊗ n(α).

The objective rate for the Cauchy stress is now given by

◦
σ = Ce : De = Ce :

(
D−

n∑
α=1

γ̇(α)P(α)

)
(2.7)

by using De = D−Dp. Ce is the isotropic elastic stiffness tensor. With this expression, the constitutive
relation for a crystal plasticity model capable of describing large rotations and large plastic deformations
has been defined.

2.3 Material behaviour in the plastic regime

As discussed before, the plastic behaviour of the material takes place at the slip system level. Therefore,
the evolution of the slip rates in (2.2) needs to be defined. Similar to conventional plastic material models,
plastic slip is allowed when the shear stress on a slip system reaches an initial flow stress: the critical
resolved shear stress. Upon further deformation, the resistance against deformation increases: slip
systems harden by an increasing critical resolved shear stress. It has to be noted that no slip occurs on
a slip system prior to exceeding the flow stress.

Constitutive framework of crystal plasticity Stress response
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The evolution of the slip rates can both be described by phenomenologically as well as microstructurally-
based models [12, 25]. For the first category of models, the critical resolved shear stress is updated as
function of plastic slip. The latter category often uses a measure of the dislocation density within the
material as internal variable to update the critical resolved shear stress. Within this work, a dislocation-
density based crystal plasticity model will be used.

The flow behaviour of the slip systems is then governed by the flow criteria

φ(α) = τ (α) − τ (α)
c (ρ) (2.8)

in which the critical resolved shear stress τ (α)
c is a function of the dislocation density ρ. The resolved

shear stress τ (α) on a slip system α can be found using the symmetric part of the Schmid tensor
according to

τ (α) = σ : P(α) (2.9)

2.3.1 Hardening behaviour

Hardening of a slip system due to the evolution of the dislocation density in the material can be described
by the Taylor model

τf = cµb
√
ρ (2.10)

where τf is the flow stress, c is the Taylor factor, µ is the shear modulus and b is the Burgers vector
length. A primary slip system can harden directly due to the formation of dislocations during a slip
event of this system. A non-active, secondary slip system may experience hardening because of the
generated dislocations by the primary slip too. This phenomenon is referred to as latent hardening and
can be included in the Taylor model by the introduction of an interaction matrix Q(αβ) as function of six
independent coefficients Q

(αβ)
0 ... Q

(αβ)
5 [10, 12]. In addition to the dislocation-induced hardening, a

constant initial flow stress τ0 representing the Peierls Nabarro stress is included. The critical resolved
shear stress on a system α then follows from the dislocation densities on all systems β by

τ (α)
c = τ0 + cµb

√√√√ n∑
β=1

Q(αβ)ρ(β) (2.11)

Within a material, two types of dislocations can be distinguished. Statistically stored dislocations (SSDs)
form during plastic deformation of the material by random trapping. When a crystal is subjected to in-
homogeneous deformation, gradients of plastic slip arise. Geometrically necessary dislocations (GNDs)
form as a result of such deformations in order to maintain compatibility in the crystal lattice. Following
[10], the total dislocation density is calculated as

ρ(α) = ρ
(α)
SSD + ρ

(α)
GND (2.12)

Due to their dependence on gradients of plastic slip, the presence of GNDs introduces a length scale
in the crystal plasticity model, which renders the model size-dependent. This size-dependency would
not have been present if only SSDs were included in the hardening model. Additionally, the presence of
GNDs introduces a source of a remaining, inhomogeneous plastic deformation upon load removal. This
is caused by the formation of equally-signed dislocation arrangements of which the net dislocation sign
does not cancel out at the continuum level, where this is the case for the SSD-population. As introduced
before, it is for these two reasons that a gradient-enhanced crystal plasticity model is believed to be able
to capture macroscopic phenomena such as the Hall-Petch, Bauschinger and anelasticity effects.

Constitutive framework of crystal plasticity Material behaviour in the plastic regime
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(a) Projection of ∇γ(α) × n(α) onto slip system
geometry

(b) Accumulation of GNDs due to slip gradients in
s(α)-direction (top) and l(α)-direction (bottom) . Figure

adapted from [26]

Figure 2.2: Relation between GNDs and curl of the plastic deformation gradient

Evolution of statistically stored dislocation densities

The evolution equation of the statistically stored dislocation density is given as function of the slip rates
by

ρ̇
(α)
SSD =

γ̇(α)

γ∞

(
ρ∞SSD − ρ

(α)
SSD

)
(2.13)

from which the value for ρSSD as function of the plastic slip can be obtained [12]:

ρ
(α)
SSD = ρ∞SSD

[
1−

(
1− ρ0

SSD

ρ∞SSD

)
exp

(
−γ

(α)

γ∞

)]
(2.14)

Here, ρ0
SSD and ρ∞SSD are the initial and saturation densities of statistically stored dislocations, respect-

ively. The parameter γ∞ determines the rate of saturation of the dislocation on the slip system.

Evolution of geometrically necessary dislocation densities

For the case of small deformation crystal plasticity, which is based on the additive decomposition of the
deformation gradient

H = He + Hp (2.15)

the Burgers tensor is defined as [24]

G = Curl Hp (2.16)

By assuming that the plastic distortion of a single crystal is solely caused by simple shear due to dislo-
cation movement on given slip systems, the plastic deformation gradient can be written as

Hp =
∑
α

γ(α)s(α) ⊗ n(α) (2.17)

where s(α) is the slip direction and n(α) is the slip system normal. Substitution of (2.17) into (2.16) yields

G =
∑
α

(
∇γ(α) × n(α)

)
⊗ s(α) (2.18)

Constitutive framework of crystal plasticity Material behaviour in the plastic regime
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which can be rewritten as [27]

G =
∑
α

[(
l(α) ·∇γ(α)

)
s(α) ⊗ s(α) −

(
s(α) ·∇γ(α)

)
l(α) ⊗ s(α)

]
(2.19)

as apparent from Figure 2.2a. The terms l(α) ·∇γ(α) and s(α) ·∇γ(α) actually represent projections of
the slip gradient ∇γ(α) on the slip system vectors l(α) and s(α), respectively. As seen in Figure 2.2b, a
gradient of slip in the direction of s(α) gives rise to an accumulation of edge dislocations, whereas a slip
gradient in l(α) requires an accumulation of screw dislocations. Using the definitions

ρ
(α)
GND,� = l(α) ·∇γ(α) and ρ(α)

GND,` = −s(α) ·∇γ(α) (2.20)

the relation in (2.19) can thus be expressed in terms of the densities of geometrically necessary edge
(`) and screw (�) dislocations following [26]

G =
∑
α

[
ρ

(α)
GND,�s(α) ⊗ s(α) + ρ

(α)
GND,`l

(α) ⊗ s(α)
]

(2.21)

Defining the Burgers tensor as in (2.16), a relation between the gradient of plastic slip and the densities of
geometrically necessary dislocation can thus be derived. For the case of small deformations, gradients
may be defined in the undeformed configuration and the directions of the vectors s(α) and l(α) can
be assumed to remain unchanged. This makes that the dislocation densities can be calculated in a
straightforward manner once the distribution of plastic slips throughout the material is known.

2.4 Algorithmic implementation

The numerical implementation of the stress-update component of the crystal plasticity code discussed
in this work is based on the formuations of [10, 23, 28]. Herein, a fully implicit formulation is used to
solve for the plastic slip increments. This algorithm includes an elastic check and the set of active slip
systems is determined iteratively. Within this section, an overview of the underlying formulation of the
stress-update algorithm is given. The discretization of the constitutive equations that forms the basis
for the stress-update algorithm is discussed in Section 2.4.1. The algorithmic implementation of this
discretization to determine the final stress state in a crystalline material is described in Section 2.4.2.
The gradient computation procedure to determine the densities of GNDs in the material is outlined in
Section 2.4.3. An overview of the FEM-implementation of the algorithm is provided in Section 2.4.4.

2.4.1 Discretizing constitutive equations

The basis for the formulation of a stress update algorithm is formed by discretizing the constitutive
relations. The rate equation for the Cauchy stress in (2.7) is therefore rewritten in incremental form as

∆σ = Ce : ∆εe = Ce : (∆ε−∆εp) (2.22)

using the rate of deformation tensor D work-conjugate to the Cauchy stress to define the strain rate,
ε̇ = D. Integration of the plastic strain rate ε̇p following the backward Euler method gives an expression
for the plastic strain increment in terms of the plastic strain rate at the end of a step

∆εp ≈ ε̇pn+1∆t (2.23)

in a fully implicit formulation. Insertion of the formulation of the flow rule ε̇p =
n∑
α=1

γ̇(α)P(α) into (2.23)

yields the equation for the plastic strain increment

∆εp =

n∑
α=1

γ̇
(α)
n+1∆t P(α) ≈

n∑
α=1

∆γ
(α)
n+1P

(α) (2.24)

Constitutive framework of crystal plasticity Algorithmic implementation
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Substitution of (2.24) in (2.22) gives the implicit stress update formulation

σk+1 = σk + ∆σ = σ∗ − Ce :

n∑
α=1

∆γ
(α)
k+1P

(α) (2.25)

where the trial stress σ∗ is defined as

σ∗ = σn + Ce : ∆εn (2.26)

in which the strain increment ∆εn is prescribed by the FEM-solver and σn is the previous equilibrium
stress state of the material.

Based on the trial stress state and flow criteria values, either elastic or plastic deformation occurs. In the
case of plasticity, accumulating plastic strain will affect the flow criteria due to hardening. This makes
that in general, the expression for the stress update (2.25) has to be solved for using an iterative scheme.
Two of such fully implicit schemes will be discussed in the remainder of this work.

2.4.2 Stress update algorithm with elastic check and active set determination

Miehe et. al. [28] have developed an implicit stress update algorithm in the constitutive framework of
small strain single crystal plasticity. In the work of Soyarslan et. al. [10], it was extended to a finite-
strain kinematical framework by including i.a. a lattice rotation update after a converged stress update
step. The overall functioning of the stress update part of the code remains unchanged, however. Its
implementation, together with the lattice rotation update will be described in this section. A flowchart of
the algorithm is provided in Table C.2

Elastic check

Given the trial stress state σ∗ obtained from (2.26), the resolved trial shear stress on a slip system α can
be calculated using τ∗(α) = σ∗ : P(α). Based on the current value for the critical resolved shear stress
τ

(α)
c,k , the flow criteria are evaluated in the elastic check

φ∗α = σ(α) : P(α) − τ (α)
c,n < 0 ∀α ∈ (1, ..., n) (2.27)

If (2.27) is satisfied, the step is elastic. The returned tangent stiffness matrix is then set to Ce and
the final stress state equals the trial stress. Otherwise, plastic slip occurs and the Karush-Kuhn-Tucker
conditions

∆γ(α) ≥ 0, φ(α) ≤ 0, ∆γ(α)φ(α) = 0 (2.28)

have to be satisfied. This is done using the following two steps.

Plastic slip update

The flow criteria are redefined in terms of the Cauchy stress as

r(α) ≡ φ(α) = σ : P(α) − τ (α)
c (ρ) (2.29)

Given a fixed set A of active slip systems, substitution of the expression of the stress at the end of the
increment, (2.25), into (2.29) yields the expression for the approximated consistency conditions

r̃(α) = σ∗ : P(α) −
∑
β∈A

∆γ
(β)
k+1P

(α) : Ce : P(β) − τ (α)
c,k (ρ) = 0 (2.30)

For a fixed trial stress, (2.30) can be solved for the incremental plastic slips ∆γ(α) using the linearisation

r(α) −B(αβ)∗∆γ
(β)
n+1 = 0 (2.31)

Constitutive framework of crystal plasticity Algorithmic implementation
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with the Jacobian matrix

B(αβ)∗ ≡ − ∂r(α)

∂γ
(β)
k+1

= P(α) : Ce : P(β) +
∂τ

(α)
c

∂γ
(β)
k+1

(2.32)

Using (2.31) and (2.32), a Newton-Raphson scheme is employed to iteratively update the values for the
plastic slip. To be able to do so, the derivative of the critical resolved shear stress with respect to the
plastic slip needs to be determined. The critical resolved shear stress is governed by the hardening
behaviour of the slip systems and thus a function of ρSSD and ρGND. ρSSD is dependent on the plastic
slip and the contribution

∂ρ
(α)
SSD

∂γk+1
=

1

γ∞
(
ρ∞SSD − ρ0

SSD

)
exp

(
−γk+1

γ∞

)
= ρ∞SSD −

ρk+1

γ∞
(2.33)

should thus be included in the last term in (2.32) as

∂τ
(α)
c

∂γ
(β)
k+1

=
∑
β∈A

Q(αβ)

(
ρ∞SSD −

ρk+1

γ∞

)
cµb

2
√
Q(αβ)ρ

(β)
k+1

(2.34)

The incremental plastic slip values on each slip system can be calculated from ∆γ
(α)
k+1 =

(
B(αβ)∗)−1

r(β).
For the case of isotropic hardening and equal resolved shear stresses on multiple systems, the Jacobian-
matrix in (2.32) becomes singular and cannot be inverted. This problem is circumvented by applying a
perturbation in the form of [28](

B(αβ)
)−1

=
(
B(αβ) + εI

)−1

(2.35)

with

ε = minC · max
1≤α≤n


n∑
β=1

|B(αβ)|

 (2.36)

in which minC is the machine accuracy with which the matrix inversion can be performed.

The first condition in (2.28) prescribes that all calculated plastic slip increments should be positive. In
case of violation of this condition, the most violated system is stored. A modified update of the plastic
slip values is performed using [23]

γ
(α)
k+1 = γ

(α)
k + (1− θ)∆γ(α)

k+1 (2.37)

with

θ = min
α∈A

(
1−

γ
(α)
k

∆γ
(α)
k+1

)
(2.38)

From the incremental plastic slip, the new total plastic slip is updated as γ(α)
k+1 = γ

(α)
k + ∆γ

(α)
k+1. The new

plastic strain is found as εp,k+1 =
∑
α∈A

γ
(α)
k+1P

(α). Following σk+1 = σ∗ − Ce : εp,k+1, the stress state at

the end of the iteration is found.

This new stress state can be used again to calculate the resolved shear stresses on the slip systems,
obtain the updated flow criteria and redo the calculations of the Jacobian matrix. This iterative scheme
is employed until convergence has been reached, as defined by∑

α∈A
||r(α)
k+1|| /

∑
α∈A
||r(α)

0 || ≤ tol (2.39)

where r(α)
0 is the residual before the first iteration and tol is a predefined error tolerance.

Constitutive framework of crystal plasticity Algorithmic implementation
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Active set update

Before starting the Newton-Raphson iterations, the active set A needs to be determined. As first estim-
ate, this set is taken as the final set of active systems during the previous FEM-iteration. The plastic slip
update procedure is performed. In case∑

α∈A
r(α)∆γ(α) < 0 (2.40)

the system that originally most violated the condition ∆γ(α) ≥ 0 is removed from the active set and the
calculation procedure is repeated until (2.40) is no longer violated [10, 23]. If due to the updated solution
from the Newton-Raphson scheme, any φ(α) > 0 for systems not in the active set, the maximum loaded
system is added to the active set and the calculation procedure is repeated [28]. For an empty initial set,
all systems where φ(α) > 0 are added to A.

Elastoplastic moduli

After convergence of the Newton-Raphson loop, the final stress state that has to be passed back to the
FEM-solver is known. Additionally, the tangent stiffness matrix needs to be computed. This is done
using the Jacobian matrix calculated for the converged stress state according to

Cep = Ce −
n∑
α=1

n∑
β=1

B(αβ)∗−1
(
Ce : P(α)

)
⊗
(
P(β) : Ce

)
(2.41)

Lattice rotation update

To obtain the resolved shear stress on a slip system, the components of the stress tensor are projected
onto this system using the Schmid tensor. Herein, the orientations of the lattice vectors that make up
this tensor are important. It is thus required to keep track of the amount of rotation that the lattice vectors
undergo while the material is being deformed.

The additive decomposition of the total velocity gradient as defined in (2.4) can be simplified if elastic
strains are assumed to have a negligibly small influence on lattice rotations. Its elastic part is then solely
defined by the elastic spin tensor W̄e, as described in detail in Appendix A. The additive decomposition
of the total velocity gradient in accordance with the rigid-plastic assumption can then be written as

L = We + ReLpR
T
e = We +

∑
α

γ̇(α)n(α) ⊗ s(α) (2.42)

The skew-symmetric part of (2.42) gives the total spin tensor. Using the approximation ∆Re = exp (We) =
exp (W −Wp), the relation

Rt+1
e = ∆RRt

e (2.43)

yields the total elastic rotation by subtracting the plastic spin Wp, calculated in the stress-update al-
gorithm, from the total spin at the end of the time step W, as known from the FEM-solver, as [29]:

Rt+1
e = exp

(
W −

∑
α

γ̇(α)skw
[
n(α), t ⊗ s(α), t

])
Rt
e (2.44)

The updated Schmid tensor can now be found from

P(α),t+1 = RmRt+1
e P(α), tRT, t+1

e RT
m (2.45)

where Rm is the material orientation matrix which defines the lattice orientation with respect to the global
reference frame as in Section E.1.

Constitutive framework of crystal plasticity Algorithmic implementation
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2.4.3 Gradient and GND-density calculations

Gradients of plastic slip are computed from differences in slip between neighbouring integration points.
As these points in general do not form a uniform grid, the calculation procedure from [30] is used.
Herein, an application of the finite difference method to calculate gradients at irregular grids is proposed.
Consider a central integration point r0 located at coordinates {x0, y0, z0}. The first order Taylor series
expansion of the plastic slip γ(α) around this point with respect to a point r = {x, y, z} is written as

γ(α)(r) = γ(α)(r0) + Υ · (r− r0) (2.46)

with the unknown gradient vector Υ =
{
∂γ(α)(r0)

∂x , ∂γ(α)(r0)
∂y , ∂γ(α)(r0)

∂z

}T
. Now, this equation is set up

for every integration point within a predefined search radius s [10]. To avoid an overdetermined set of
equations, the norm

D =

n∑
k=1

[
γ(α)(r0)− γ(α)(rk) + Υ · (rk − r0)

||rk − r0||3

]2

(2.47)

is minimised using ∂D/∂Υ = 0.

The gradient calculations are programmed in an Abaqus USDFLD subroutine. The script stores all
integration point coordinates, upon which it determines per point which other integration points lie within
the search radius. Only points belonging to the same grain will be considered. Per integration point,
these neighbours are used to create the system of equations in (2.46) and solve for the gradients of
slip per slip system. The GND-densities are then calculated using (2.20). This implementation of the
gradient computations was originally proposed for irrotational crystal plasticity, as lattice rotations are
not considered. Its applicability in the finite-strain framework will be more elaborately discussed in
Section 3.3.

2.4.4 Finite Element implementation

The stress-update algorithm and gradient calculation scripts are not simultaneously active in the current
implementation of the crystal plasticity finite element method. The USDFLD subroutine is called twice
each increment of the Abaqus solver, performing different tasks at the start and the end of the increment.
This is schematically outlined in Table 2.1.

Gradients of plastic slip are only computed at the end of the increment, after the stress-update algorithm
has converged. GND densities are calculated accordingly. At the start of the next increment, the pre-
viously computed GND densities are assigned to the material’s state variables. Using these values,
the stress update algorithm programmed in the UMAT subroutine is able to calculate the GND-induced
hardening terms. A small unbalance is thus introduced within each increment to be corrected in the
subsequent one [10]. The assignment of the neighbouring points used for the gradient computations for
each central Gauss point, is performed only at the start of the first increment for computational efficiency.

Constitutive framework of crystal plasticity Algorithmic implementation
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Table 2.1: Implementation of gradient computations and stress-update algorithm within global FEM-increments

Increment 1:

USDFLD: for all integration points, determine set of neighbouring points to be used in gradient calculations
UMAT: perform global stress update iterations

perform lattice rotation update
USDFLD: compute slip gradients∇γ(α) and GND-densities ρGND

. . .

Increment n:

USDFLD: assign GND-densities ρGND to state variables
UMAT: perform global stress update algorithms using updated state variables

perform lattice rotation update
USDFLD: compute slip gradients∇γ(α) and GND-densities ρGND

Increment n+ 1:

USDFLD: assign GND-densities ρGND to state variables
UMAT: perform global stress update algorithms using updated state variables

perform lattice rotation update
USDFLD: compute slip gradients∇γ(α) and GND-densities ρGND

. . .

Incremental calculation sequence

The implementation in Table 2.1 features the implicit, rate-independent finite-strain stress update al-
gorithm from Section 2.4.2. In absence of the gradient computation script, it can thus be used to de-
scribe arbitrarily large deformations. It is important to note that up to this point, the gradient-enhanced
crystal plasticity formulation is not applicable in finite-strain problems. The formulation of the Burgers
tensor in (2.21) limits the validity of the GND-computations in Section 2.4.3 to applications involving
small-deformations. The perquisites for the finite-strain application of the gradient-enhanced crystal
plasticity model will be discussed in Section 3.3.

Constitutive framework of crystal plasticity Algorithmic implementation



3 | Extensions to the crystal plasticity model

This chapter provides an overview of extensions and adaptations that were made to the theoretical
framework of the crystal plasticity model. Building upon the algorithmic framework introduced in Sec-
tion 2.4.2, an alternative approach for multi-surface stress update algorithms is proposed in Section 3.1.
Herein a method is developed which solves the stress update for all slip systems simultaneously without
elastic check and iterative active set update. The calculation algorithm for the gradients of slip described
in Section 2.4.3 is extended in two ways. At first, it is made suitable for use in combination with peri-
odic RVEs in Section 3.2. The small strain gradient calculations that originate from Section 2.3.1 are
examined for applicability within a finite-strain formulation in Section 3.3, to obtain a gradient-enhanced
crystal plasticity model that can be used to describe arbitrary large deformations.

3.1 Stress update algorithm without elastic check and active set de-
termination

As discussed in Section 2.4.2, the original stress update algorithm only enters the Newton-Raphson
loop if the flow criterium for at least one system is larger then 0. For the elastic case, this loop is omitted,
the plastic slip increments are set to 0 and the elastoplastic moduli are taken as the elastic ones. This
requires an additional check in the algorithm and involves a manual adaptation of the plastic parameters.

Due to the method of updating the active set, the Newton-Raphson iterations may have to be performed
multiple times in one load step. It is even possible that the same active set is solved for multiple times
during the return mapping process. This results in a higher computational time and introduces the pos-
sibility for the algorithm to get stuck in an endless loop, iterating between the same active sets. It thus
becomes clear that it is desirable to develop a solution method that is capable of solving the plastic slip
parameters for all possible slip systems at once and return positive slip values only for systems exceed-
ing their respective flow criteria. By not assigning plastic slip to inactive systems, the elastic check can
be omitted. Solving the entire set of possible systems removes the necessity of defining an active set
and its iterative update method.

In a conventional return mapping algorithm, the stress state is updated such that all flow criteria equal
0 in case of plastic flow. If one would omit the elastic check and employ the same algorithm for a stress
state in the elastic domain, it will extrapolate an admissible elastic stress to the yield surface. This
implies the condition φ = 0 for both elastic as well as plastic deformation, instead of φ < 0 for elastic
and φ = 0 for plastic deformation. A possibility to circumvent this problem is by introducing a modified
expression for the flow criteria such that

φ̃(α) = max
(

0, φ(α)
)

(3.1)

(3.1) thus replaces the elastic check described in Section 2.4.2 and automatically defines the active set.
However, the max() function is not continuously differentiable. This is an undesirable property in the
definitions of the Jacobian in the Newton-Raphson scheme and the elastoplastic moduli, where derivat-
ives of the modified flow criteria with respect to φ(α) are required. A suitable, continuously differentiable
approximation for the max() function will thus have to be found for the development of the new algorithm.
This aspect will be discussed in detail in Appendix B. Its implementation in the algorithm described in
Section 2.4.2 and the required modifications will be considered in Section 3.1.1.

14
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3.1.1 Implementation of modified flow criteria in stress update algorithm

With the continuously differentiable function that approximates (3.1) chosen to be φ̄ = φ
2

(
1 + tanh

(
φ
q

))
,

the Newton-Raphson scheme for updating the plastic parameters can be defined. The calculation steps
that were outlined in Section 2.4.2 will be retained. Where needed, the algorithmic expressions are
adapted. As a starting point, the approximated consistency conditions are redefined as

r̃(α) =
1

2
r̃

(α)
0

(
1 + tanh

(
r̃

(α)
0

q

))
(3.2)

where r̃(α)
0 is similar to (2.30), but now obtained by taking the sum over all possible slip systems:

r̃
(α)
0 = σ∗ : P(α) −

n∑
β=1

∆γ
(β)
k+1P

(α) : Ce : P(β) − τ (α)
c,k (ρ) = 0 (3.3)

The linearised equation that is iteratively solved for is still of the form

r(α) −B(αβ)∗∆γ
(β)
n+1 = 0 (3.4)

but now the contribution of the approximation function (3.2) has to be taken into account in the Jacobian
matrix:

B(αβ)∗ ≡ − ∂r(α)

∂γ
(β)
k+1

= −∂r
(α)

∂r
(α)
0

∂r
(α)
0

∂γ
(β)
k+1

=
∂r(α)

∂r
(α)
0

B
(αβ)∗
0

=
1

2

(
1 + tanh

(
r̃

(α)
0

q

)
+ q−1 cosh−2

(
r̃

(α)
0

q

))
B

(αβ)∗
0 = A(α)B

(αβ)∗
0 (3.5)

in terms of the original Jacobian B(αβ)
0 as defined in (2.32) and the scalar factor A(α). In case the inver-

sion of the Jacobian-matrix is a problem, the perturbation of (2.35) is performed on B(αβ)∗.

The plastic slip parameters now follow again from ∆γ
(α)
k+1 =

(
B(αβ)∗)−1

r(β). It is however possible that
the calculated plastic slip on some of the slip systems in not admissible in the sense r(α)∆γ(α) < 0. For
these systems, the residual r(α) and the corresponding rows and columns in B(αβ) are set to zero and
∆γ

(α)
k+1 is calculated using this updated set of equations. This update is based on the system dropping

update discussed in Section 2.4.2, with the difference that it is performed within a Newton-Raphson
iteration instead of after completing all iterations. The incremental plastic slip on the originally violated
systems will be set to 0 by this correction.

The updated plastic slips γ(α)
k+1 = γ

(α)
k + ∆γ

(α)
k+1 are used to calculate the updated plastic strains, stress

state and flow criterion values as described in Section 2.4.2. The updated flow criterion values are
checked against (2.39) to determine the convergence of the Newton-Raphson loop.

In case the solution has converged, the consistent elastoplastic moduli are calculated. In its original
formulation, the expression for the elastoplastic moduli is based on the inverted Jacobian B(αβ)∗−1

0 that
was obtained in the Newton-Raphson calculations. In the modified algorithm, this Jacobian is not directly
available as it is replaced by the formulation A(α)B

(αβ)∗
0 in (3.5). Therefore, the original Jacobian is

obtained by applying the manipulation

B(αβ)∗−1

=
(
A(α)B

(αβ)∗
0

)−1

= A(α)−1

B
(αβ)∗−1

0 ⇒ B
(αβ)∗−1

0 = A(α)B(αβ)∗−1

(3.6)

from which (2.41) can be rewritten as

Cep = Ce −
n∑
α=1

n∑
β=1

A(α)B(αβ)∗−1
(
Ce : P(α)

)
⊗
(
P(β) : Ce

)
(3.7)

Extensions to the crystal plasticity model Stress update algorithm without elastic check and active set determination
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A note on computational efficiency

Using the modified algorithmic expressions described above, the plastic slip parameters are solved for
all possible systems at once. This however does not mean that information of all systems is required at
all times. When calculating the incremental plastic slips using (3.4), the entire system

B∗∆γn+1 = r (3.8)

is solved. The residual vector r may however contain many zero-entries due to the definition of (3.2). As
a result, corresponding incremental slips will also remain zero. The solution procedure can be speeded
up significantly by exploiting the sparsity of r. Following the calculation of the current residuals r̃(α),
only the rows and columns of B∗ corresponding to non-zero entries in r are calculated. ∆γ is initialised
as the n × 1-zero vector. The entries that should be assigned a plastic slip are updated by solving the
reduced system

B(αβ)∗∆γ
(β)
n+1 = r(α) (3.9)

with
{
α ∈ (1, ..., n) | r(α) > 0

}
and

{
β ∈ (1, ..., n) | r(β) > 0

}
. This reduces the number of calculation

steps required in the definition of the Jacobian matrix and the computational time for solving the system
of equations. As setting the residual of the violated systems to 0 represents a further reduction of the
set of equations, the aforementioned method is still applicable with the system dropping update for in-
admissible plastic slips. It should be noted that (3.9) does not fix the active set. The current active set is
redefined after every update of r and thus during each iteration.

The reduced Jacobian matrix can also be used in calculating the elastoplastic moduli in (3.7) by only
summing over system indices with positive flow criteria values. This further reduces the computational
time as only contribution of currently active systems are taken into account.

The flow charts for both versions of the algorithm are shown in Tables C.1 and C.2 for comparison of the
calculation steps in Appendix C.

3.1.2 Comparison of the algorithms

To compare the functioning of both versions of the algorithm, it will be tested on various levels. At first,
simulations are performed on material point level, i.e. one single (integration) point at which stresses
and strains are calculated following a prescribed loading. After these initial tests, the stress-update
algorithms are implemented in the FEM-software Abaqus by means of a user material (UMAT) routine.
Within this section, the outcomes of the various tests will be summarised in order to compare both codes
in terms of efficiency and stability.

Simulations on material point level

Simulations at the material point level are performed using a dedicated driver script, which can take as
input a prescribed stress or strain state or a predefined deformation gradient. It is also possible to set a
combined loading option. Here, certain strain components are specified and the stresses in undeformed
directions are kept zero. The script thus mimics the iterative solution procedure performed by a FEM-
solver per integration point. The stability of the algorithms is best tested by using a prescribed stress
state or the combined loading option. As the stress-update algorithms are strain driven, these load types
generally require multiple iterations to find the deformation state that matches the prescribed loading.

The loading condition and material parameters used for testing are given in Table 3.1 (simulation 1).
The evolution of the active set for the single load step simulation is graphically depicted in Figure 3.1. In
both codes, the first increment is elastic and no systems are active. In the second load step, systems
17 and 20 become active. In the subsequent increments, the initially active set is larger, but reduces to
A = [17, 20] after several system dropping updates. The original code performs these updates slower
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Figure 3.1: Comparison of the active set evolution using both versions of the stress-update algorithm

Table 3.1: Material parameters used in the material point simulations

Material parameters for simulations 1 and 2 Prescribed stress state for simulation 1
Young’s modulus E = 210000 [MPa] σ = [420, 50, 0, -300, 0, 0] MPa
Poisson’s ratio ν = 0.3 [-]
Taylor factor c = 0.3 [-] Prescribed strains for simulation 2
Burgers vector b = 2.86 · 10−7 [mm] Load step Prescribed strain increments
Initial SSD density ρ0

SSD = 106 [mm−2] 1 ∆ε13 = 0.025

Saturation SSD density ρ∞SSD = 5 · 108 [mm−2] 2 ∆ε33 = 0.05
Saturation plastic strain γ∞ = 0.5 [-] 3 ∆ε11 = 0.05
Hardening parameters Q0−5 : 2, 3 x 10, 8, 15 [-] 4 ∆ε33 = −0.05
Lattice rotations φ1, Φ, φ2 : 0, 0, 0 [rad] 5 ∆ε13 = −0.05

6 ∆ε13 = 0.01, ∆ε23 = 0.01

than the modified algorithm, as a fully converged Newton-Raphson loop is required before the update
takes place and only one system is dropped at a time. In the modified algorithm, updates are performed
during the Newton-Raphson iterations and all violated systems where r(α)∆γ(α) < 0 are taken out at
once. Consequently, the number of solver calls and Newton-Raphson iterations is smaller. Over ten
simulation runs, the modified code on average is 32% faster.

The ability of the modified algorithm to adept to changes in the active set is tested by subsequently
subjecting a material point to different states of shear and tensile deformation. Stresses in the unde-
formed directions are kept zero. Details about the loading conditions and material model are given
in Table 3.1 (simulation 2). Averaged over five simulations, the original code completes calculation in
7.136 s, whereas the modified algorithm uses 7.175 s. The numerical results of both codes are identical
up to the precision of the convergence tolerance, 10−8. Both codes can thus capture the changes in
active set.

Based on the performed material point simulations, the functioning of the modified stress-update al-
gorithm is comparable to that of the original code. In determining an active set by system dropping
updates, it even performs faster. To gain further insight in its applicability, FEM-simulations will be per-
formed using the modified algorithm and comparing it to results obtained with the original stress-update
formulation.
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Table 3.2: FEM-results for testing the implementation of the modified stress-update algorithm

Algorithm Lattice rotation angles Max. stress [MPa] # increments # iterations CPU time [s]
φ1 Φ φ2

Original 0 0 0 179.7 105 106 134.69
Modified 0 0 0 179.7 105 106 198.91
Original 0.3 0.2 0.5 336.0 105 116 140.74
Modified 0.3 0.2 0.5 335.3 107 123 212.16
Original 0 0.5 0.2 194.0 105 106 138.97
Modified 0 0.5 0.2 192.0 541 1804 22559.8

Simulations on FEM level

To test the functioning of the modified stress-update code in solving finite element models, it is imple-
mented as user material model in Abaqus. A 100 x 100 mm square shell is meshed with 2.5 x 2.5 mm
plane stress quadratic quadrilateral elements. The part is subjected to a 5 % uniaxial strain. Material
parameters are identical to Table 3.1 except for the lattice rotations and the Young’s modulus, which is
set to 78 GPa. Three simulations are performed, each with lattice rotation angles as defined in Table 3.2.

For each simulation, the Von Mises stress distribution is compared between both versions of the al-
gorithm. For the top left element, results are extracted for integration point 1 to be able to compare the
evolution of the plastic slips. Results of the simulations are provided in Figures 3.2 to 3.4 and Table 3.2.
It is clearly seen that for an increasing amount of lattice rotation, which is for observed most severely
in Figure 3.4, the results of both algorithms start to differ. Also, the calculation time for the modified
algorithm increases significantly.

To investigate the cause of this problem, the strain state of the first integration point of the top left
element was input in the material point driver and the development of the active set was tracked. It
was observed that the active set and the components of the elastoplastic stiffness tensor fluctuated
severely. This behaviour was found to be caused by the update of the active set in case of negative
plastic slips, as defined under item 4(b) of Table C.2. Previously active and admissible sets can be
rendered inactive by this update at once, leading to severe changes in the active set and premature
convergence of the Newton-Raphson iterations. It must be noted that the original algorithm suffers from
the same convergence issues if the active set prediction is turned off. In general, the modified algorithm
converges and yields the same results as the original code if this version can converge without active
set prediction.

3.2 Gradient calculations in periodic models

Periodic boundary conditions are often applied to Representative Volume Elements (RVEs) used in
crystal plasticity simulations. These are rectangular (2d) or box shaped (3d) FE representation of a
polycrystalline material and consist out of a limited amount of grains. These grains may be cut by the
boundaries of the RVE. Cut-off parts are continued at the opposed edge of the RVE. For a more elabor-
ate discussion of these topics, the reader is referred to Section 5.1.

Recalling the gradient calculation procedure outlined in Section 2.4.3, gradients are calculated from
neighbouring integration points within the same grain. A neighbouring point is taken into account in
the calculations if its distance to the central integration point is less than a predefined search radius.
However, if a cut grain is continued at the opposite side of the model, integration points from that region
may never lie within the search radius and will thus not be included in the calculations. This causes
gradients near the RVE-boundaries to be essentially based upon one-sided difference schemes instead
of a more accurate two-sided scheme. Therefore, an extension to the gradient script for application to
two-dimensional periodic RVEs has been developed.
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Figure 3.2: Comparison of the FEM-results obtained using both stress-update algorithms. Plastic slip evolution is
displayed for integration point 1 of the top left element. Lattice rotation angles 0, 0, 0 radians

Figure 3.3: Comparison of the FEM-results obtained using both stress-update algorithms. Plastic slip evolution is
displayed for integration point 1 of the top left element. Lattice rotation angles 0.2, 0.3, 0.5 radians
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Figure 3.4: Comparison of the FEM-results obtained using both stress-update algorithms. Plastic slip evolution is
displayed for integration point 1 of the top left element. Lattice rotation angles 0, 0.5, 0.2 radians

Within the original RVE, a fictitious inner rectangle is drawn at an offset to the outer shape with the size of
the search radius s. The area between the two rectangles is divided into eight search regions, as shown
in Figure 3.5a. Additionally, a number of eight tiles is identified as indicated in Figure 3.5b. Integration
points that lie within the eight search regions will be mapped to the tiles by coordinate transformations.
For instance, a point within region 1 is mapped to tile 6 by the shifting vector {W, 0}T . A point in region 4
is mapped to tiles 8, 1 and 2 using the transformations {0, H}T , {−W,H}T and {−W, 0}T , respectively.
This mapping is handled in the initialisation step of the gradient script in the first FE-increment as in
Table 3.4.

The gradient calculation step is essentially left unaltered. The only difference with respect to the original
formulation is that for shifted integration points, the distance to the central integration point is calculated
from the shifted coordinates, whereas the slip data is extracted from the corresponding integration point
in the original RVE. This is outlined in Table 3.3.

(a) Search regions within the RVE (b) Virtual tiles

Figure 3.5: Search regions and tiles required for periodic gradient calculations
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3.2.1 Comparison of the gradient codes

Figure 3.6: Comparison between GND density distribution calculated with and without periodic slip gradients

Figure 3.6 shows the total GND density as calculated by the gradient script using both the non-periodic
as well as the periodic implementation. The intensity plot on the right indicates the difference between
both colour plots. The higher the colour intensity of this plot, the greater the difference in GND density.
The RVE depicted here consists of 29 grains with different orientations and a FCC-lattice. It is subjected
to uniaxial tension in horizontal direction. As it serves the sole purpose of providing a qualitative com-
parison between the methods, further details about the model are omitted.

The majority of the distribution is the same in both colour plots, as expected from the fact that only
points near the outside of the RVE are affected by the modified calculations. The greatest differences
are indeed observed in this outer region, as indicated by the intensity plot. The small islands of negative
GND densities, indicated in dark blue and visible near the RVE edges in the left plot, are removed by
adding the periodic calculations. As a result, no colour differences between opposed edges are found
anymore. The GND distribution is thus fully periodic now. The differences that are found in the interior
grains are caused by slight changes of the response to the macroscopic loading caused by differences
in hardening in the exterior grains.

Table 3.3: Modified calculation step for periodic gradient computations. Modifications shown in blue

For each original integration point j

Loop over integration points k that were identified to lie within search radius of point j:

If k is a shifted integration point:

1. Get number of original integration point ki corresponding to the shifted co-
ordinate

2. Calculate gradient of slip based on distance between points j and k and slip
values at points j and ki

Else:

Calculate gradient of slip based on distance between points j and k and slip
values at points j and k

Pseudo-code for calculation step
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Table 3.4: Modified initialisation step for periodic gradient computations. Modifications shown in blue

Loop over all integration points:

1. Store grain number

2. Store integration point coordinates (original array length equals number of integration
points nIP )

3. If integration point is within one of the search regions:

(a) Perform coordinate shift using shifting vector(s) corresponding to the search re-
gion

(b) Append shifted coordinate to the list of integration point coordinates

(c) Store number of original integration point corresponding to the shifted coordinate

Loop over all original integration points j ∈ [1 : nIP ]:

1. If grain number of j equals that of k and distance between j and k is less than the
search radius s:

Store k in vector containing all integration points within search radius of integra-
tion point j

2. If integration point j is within one of the search regions:

Loop over all remaining entries k′ > nIP within coordinate list:

(a) Get number of original integration point ki corresponding to the shifted coordin-
ate

(b) If grain number of j equals that of ki and distance between j and k′ is less than
the search radius:

Store k′ in vector containing all integration points within search radius of integra-
tion point j

Pseudo-code for initialisation step

3.3 Determining GND-densities in a finite-strain formulation

In a general finite strain framework, especially when large rotations are present, the simplifications
mentioned in Section 2.3.1 are no longer valid. This may affect the calculation procedure of the GND-
densities. Within this section, the theoretical framework of GND-density evolution in a finite-strain frame-
work will be examined. Comparison of these results with the formulations in Section 2.3.1 will provide
insight into the extent to which these formulations can be applied when simulations are to be performed
that exceed the assumption of small deformations.

Within the finite strain setting, proper attention must be paid to the relations between plastic slips dis-
tributions and slip system orientations between the different configurations shown in Figure 2.1. As
introduced before, the finite-deformation crystal plasticity framework is given by the multiplicative de-
composition of the total deformation gradient as

F = FeFp (3.10)

to describe the mapping from the reference space B0 to the observed space B via the intermediate
configuration B̄, representing the lattice space [31]. If a unit normal vector in the reference configuration
is denoted as n0 and its counterpart n is given in the final configuration, the unit lattice normal is defined
in terms of the elastic and plastic deformation gradients as

n# =
F−Tp n0

|F−Tp n0|
=

FTe n

|FTe n|
(3.11)
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The Burgers vector in reference configuration is defined as [32]

bp(S) =

∫
∂S0

Fpdx0 =

∫
S0

(Curl Fp)
T

n0dA0 (3.12)

Using the relations in (3.11), n0dA0 = FTp n#dA#, and (3.12) rewrites to

bp(S#) =

∫
S#

(Curl Fp)
T

FTp n#dA# (3.13)

The term
[
(Curl Fp)

T
FTp

]T
is referred to as the Burgers tensor G and provides a measure for the

Burgers vector in the intermediate configuration via GT . The plastically convected rate of G is defined
as

�
G = Ġ− LpG−GLTp (3.14)

By substituting the plastic velocity gradient Lp =
n∑
α=1

γ̇(α)n
(α)
# ⊗ s

(α)
# , it follows that

�
G =

∑
α

[(
∇#γ̇

(α) × n
(α)
#

)
⊗ s

(α)
#

]
(3.15)

in which ∇#γ̇
(α) represents the gradient of plastic slip in the lattice space. Gurtin [31] shows that by

using the relations l(α) = n(α) × s(α) and the orthoganality of ∇#γ̇
(α) × n

(α)
# to n

(α)
# , (3.15) can be

decomposed as

�
G =

∑
α

[(
l
(α)
# ·∇#γ̇

(α)s
(α)
# − s

(α)
# ·∇#γ̇

(α)l
(α)
#

)
⊗ s

(α)
#

]
=
∑
α

[
ρ̇

(α)
GND,�s

(α)
# ⊗ s

(α)
# + ρ̇

(α)
GND,`l

(α)
# ⊗ s

(α)
#

]
(3.16)

into rates of change of densities of geometrically necessary edge (`) and screw (�) dislocations. He
concludes therefore that temporal changes in the Burgers tensor may be characterised by the temporal
changes in dislocation densities on the material’s slip systems. These changes in dislocation densities
are governed by the gradient of the plastic slip rates in the lattice as

ρ̇
(α)
GND,� = l(α) ·∇#γ̇

(α) and ρ̇
(α)
GND,` = −s(α) ·∇#γ̇

(α) (3.17)

Gradient calculations can however only be performed in the reference and spatial configuration using
the current algorithm. It would be beneficial if these calculations could be retained, i.e. there is no need
to include the lattice space. Using the identities

∇# = F−Tp ∇0 = FTe∇ and l# = Fpl0 = F−1
e l and s# = Fps0 = F−1

e s (3.18)

and (3.17), it is found that

ρ̇
(α)
GND,� = (Fpl0) ·

(
F−Tp ∇0γ̇

(α)
)

ρ̇
(α)
GND,� =

(
F−1
e s
)
·
(

FTe∇γ̇(α)
)

=
(
l0F

T
p

)
·
(
F−Tp ∇0γ̇

(α)
)

=
(
sF−Te

)
·
(

FTe∇γ̇(α)
)

= l
(α)
0 ·∇0γ̇

(α) = l(α) ·∇γ̇(α) (3.19)

since FTp F−Tp = F−Te FTe = I. Similarly, ρ̇(α)
GND,` = −s

(α)
0 ·∇0γ̇

(α) = −s(α) ·∇γ̇(α).
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This is an important observation, as it implies that GND densities do not need to be calculated in the
lattice space. They can be calculated in both the reference as well as the spatial configuration without
loss of generality. The only prerequisite for this is that the lattice vector onto which the slip gradients are
projected are expressed in the same frame as the gradients. The gradient calculation procedure outlined
in Section 2.4.3 is thus not limited to small deformations. It can be applied in a finite strain formulation
unmodified if referential gradients are used. The representation of lattice vectors, as specified by the
grain orientations, in the reference space is namely already implemented. If spatial gradients are to be
used, an additional rotation of these vectors is required to map them to the observed space. This can
be done by pre-multiplying the lattice vectors by the elastic rotation matrix Re obtained from the lattice
rotation update in Section 2.4.2:

l(α) = Re l
(α)
0 and s(α) = Re s

(α)
0 (3.20)

3.4 Conclusions and recommendations

A modified version of the stress update algorithm developed by Miehe et. al. [28] has been proposed,
solving for the entire set of slip systems at once without an initial elastic check. Several continuously
differentiable approximations of the max()-function were tested for this purpose. The tanh-smoothing
function proved to be the most suitable approximation function. It is concluded that for problems with
small lattice rotations, the modified algorithm yields the same results as the original formulation. In sys-
tem dropping updates, the final active set is found faster. For problems involving large rotations and
requiring system adding updates, the active set cannot be maintained robust enough and modifications
are needed.

A method to resume from previously converged active sets is thus to be developed. Additionally, the
handling of the constraint γ(α) ≥ 0 should be revised. This can be done by penalizing negative incre-
mental slips, for instance by including a suitable penalty method in the dissipation maximisation problem
that underlies the formulation of the stress-update algorithm. Input files for the material point driver that
can be used for further improvement of the algorithm are attached in Appendix D.

The gradient computation script has been made applicable for use with periodic RVEs. A method based
on two-dimensional shifting of the integration point coordinates to virtual tiled RVEs was used. To im-
prove computational efficiency, only points that lie within the gradient search radius of the RVE’s outer
boundaries are shifted. The modified computation script was compared to the original formulation in
a uniaxial tensile tests on a 29-grain RVE with FCC crystals and realistic texture. It was shown that
the overall GND distribution remains virtually unaffected. Jumps in GND density that were originally
observed between opposed edges of the RVE, were removed by the periodic gradient calculations, ren-
dering the GND distribution to be fully periodic too. This increases the accuracy of the simulations.

A review of finite-strain formulations for the evolution of GND-densities from literature has pointed out
that GNDs can be characterised also for large deformations without the necessity of retrieving the lattice
configuration. Both spatial as well as referential gradients of slip rates can be used to calculate GND-
densities, as long as these gradients are projected onto representations of lattice vectors within the same
coordinate frame. It is therefore not necessary to add extra functionality to the USDFLD-subroutine for
GND-calculations. Its ability to calculate referential gradients, together with the availability of lattice
vectors expressed in reference configuration, makes it applicable for finite-strain applications.
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4 | Verification of the crystal plasticity model

The purpose of this chapter is to assess the validity of the algorithmic implementation of the crystal
plasticity model. Two aspects will be considered for this purpose. At first, the lattice rotation update as
was described in Section 2.4.2 will be verified in Section 4.1. Furthermore, the functioning of different
formulations of the crystal plasticity model in both small- as well as finite-strain applications will be
addressed in Section 4.2.

4.1 Verification of the lattice rotation update

The lattice rotation update from Section 2.4.2 provides an approximation for the total elastic rotation of
the slip systems following a converged stress update step. In Abaqus, it is possible to directly obtain the
(incremental) rotation of the frame in which stress and strain components are expressed by using the
UMAT input variable drot. This corresponds to the rigid rotation of the material frame based on the total
deformation. For small plastic deformation, this rotation converges to the rotation measure calculated in
the stress update algorithm.

Figure 4.1: Models used for verification of the lattice rotation update

The two measures are compared to verify the ability of the lattice rotation update in the stress update
algorithm to handle large rigid rotations. Three simulations are performed on a 1x1 mm square plane
strain model meshed with 8 x 8 quadratic quadrilateral elements as shown in Figure 4.1:

1. Uniaxial tension up to 0.5% strain without lattice rotation update
2. Rigid body rotation of -30◦, followed by 0.5% uniaxial tensile strain using the lattice update from

Section 2.4.2 (Rt+1 = ∆R Rt
e)

3. Rigid body rotation of -30◦, followed by 0.5% uniaxial tensile strain using the drot lattice update
(Rt+1 = drot Rt

e)

By its implementation in the stress update algorithm, the rotation update from Section 2.4.2 is available
immediately before the GND densities are calculated. The corresponding Abaqus measure becomes
available at the start of the new increment, thus after the GND densities have been calculated. This
implies a mismatch in lattice update at the moment that GNDs are calculated. GNDs have been turned
off in order to rule such differences.

Both rotation update methods yield virtually identical results, as seen in Figure 4.2. As required, no
influence of the rigid body rotation is observed in the final results. Difference between the results of
simulation 1 and those of simulations 2 and 3 originate from lack of rotation update in the former. The
results from simulations with lattice rotation update thus converge to the small-strain formulation in sim-
ulation 1 for small stretch. It can be concluded that the lattice rotation update used in the stress-update
algorithm is implemented correctly to handle large rigid rotations and yields the desired results.
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Figure 4.2: Total accumulated plastic slip from the lattice rotation update verification simulations

4.2 Verification of the finite strain implementation

The crystal plasticity method can be implemented in different ways as seen in Figure 4.3. For the case
of irrotational crystal plasticity, in which the lattice frame O# is assumed to be attached to the material,
implementations differ between small-strain and geometrical nonlinear frameworks. In the former, the
orientations of the material frame and reference frame are assumed to be identical throughout the sim-
ulation. As a result, no lattice rotation update has to be performed. The orientation of the lattice vectors
follows directly from the grain orientations as defined by the rotation matrix Rm (Om → O#).

Implementation of irrotational crystal plasticity in a geometrically nonlinear framework, in which the ma-
terial orientations are updated each increment, requires rotation of the lattice vectors too. For this pur-
pose, the lattice rotation update in the stress-update algorithm is used. With the resulting elastic rotation
matrix, the lattice vectors are rotated along with the material. Gradients of plastic slip and projection
of the slip gradients onto the lattice to obtain the GNDs densities is now to be performed in the spatial
configuration. Only then the calculation of the GNDs densities remains relative to the material frame in
the same manner as in the small strain formulation.

Within the finite strain framework that was developed by Gurtin [31] and discussed in Section 3.3, it was
shown that calculation of GNDs can be performed with respect to the reference lattice configuration. Slip
gradients are thus calculated in and projected onto lattice vectors in the reference configuration, given
by the grain orientation rotation matrix Rm. A correct projection of the stresses onto lattice vectors in
determining the resolved shear stress however does require a lattice rotation update. As stress tensor
components are expressed in the spatial representation of the material frame Om, the lattice vectors are
accordingly rotated along with this frame by the elastic rotation matrix in the stress update algorithm.

The differences between the possible implementations are investigated using a constrained simple shear
test. A 1x1 mm square plane strain model, meshed with 30 x 30 quadratic quadrilateral reduced integ-
ration elements is sheared to 50% strain. Displacements on the bottom edge are constrained, while a
pure horizontal displacement of 0.5 mm is prescribed on the top edge. The resulting stress-strain curves
are provided in Figure 4.4.

The response of the small-strain simulation predicts the lowest increase in stress. When turning the
geometrical nonlinearity option on, the stress increase with strain is larger. This can be explained by the
re-orientation of the material frame during each step. For the small strain case, the deformation state is
that of pure shear. For the geometrically nonlinear case, a tensile component is added as deformation
proceeds. This results in higher stresses. In the vicinity of small deformations (up to ≈ 5% strain), all
formulations yield virtually identical results. This is an important observation for the verification of the
large-deformation implementations.

Verification of the crystal plasticity model Verification of the finite strain implementation
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Figure 4.3: Different possibilities for implementing the crystal plasticity model in terms of lattice rotation updates.

No significant difference is observed between the large-strain irrotational and finite strain formulations.
The origin of any dissimilarities and general validity of the results can be discussed using the assumption
made to simplify the elastic deformation gradient. In the lattice rotation update part of Section 2.4.2, the
Kröner decomposition was simplified from F = FeFp to F = ReFp, assuming small elastic stretch.

In the stress-update algorithm, resolved shear stresses are calculated by projection of the stress tensor
components onto slip planes defined by slip direction and slip plane normal vectors. Only the direction
of these vectors is of importance for this mapping. By the polar decomposition of the elastic deformation
gradient, these directions in spatial configuration are fully defined by the elastic rotation matrix. This is
the measure that is used for the lattice rotation update. The small-stretch assumption therefore does
not affect the resolved shear stresses and general validity of the stress-update algorithm. Errors in this
algorithm are a direct result of discretisation.

In the gradient computation script, gradients of plastic slip are calculated using slip values and integ-
ration point coordinates, either in reference or spatial configuration. Slip gradients are projected onto
slip planes to obtain the GND-densities. The generally valid gradients for GND calculations are those
expressed in the lattice space [31]. They can be obtained by pushing forward referential gradients to
the lattice space by the plastic deformation gradient, which rises the result of Section 3.3 and is used
in the finite-strain formulation. No errors resulting from the small-stretch assumption are present in this
formulation.

A pull back of the spatial gradient to the lattice space by the elastic deformation gradient is also possible
without loss of generality. This formally requires that the spatial representation of the lattice vectors is
obtained by including the entire elastic deformation gradient, instead of only the rotational part as is the
case here. By the similarity of the two large-strain formulations, the small-stretch assumption is found
justified. It does however include a small error in the GND-densities obtained from spatial gradients.
Also, any errors in prediction of deformed coordinates will affect the spatial gradients. These drawbacks
are not present in the referential gradient, as lattice vectors and coordinates remain fixed herein.

Verification of the crystal plasticity model Verification of the finite strain implementation
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Figure 4.4: Stress-strain curves for the different implementations

4.2.1 Conclusion

The lattice rotation update as approximated by the exponent of the incremental elastic spin tensor was
compared to the measure for rigid body rotations in Abaqus. As both measures give the same results
in a tensile test following a rigid body rotation, the functioning of the lattice rotation update was verified.
The behaviour of three possible implementations of the gradient enhanced crystal plasticity model was
simulated in a simple shear test. All implementations provide results that meet expectations. Both
large-strain formulations converge to the small-strain results in the vicinity of small strain, which is an
important verification criterion. GND calculations resulting from referential as well as spatial gradients
yield the same outcomes. This verifies their implementations. The finite-strain implementation based
on referential slip gradients is argued to be most robust with respect to modelling assumptions and
convergence errors.

Verification of the crystal plasticity model Verification of the finite strain implementation



5 | Predicting macroscopic phenomena
using a gradient-enhanced crystal
plasticity model

In the introduction, three macroscopic phenomena were identified as difficult to be represented by con-
tinuum models. These are the Hall-Petch effect, the Bauschinger effect and anelasticity. This section
is dedicated to the simulation of these phenomena using a gradient enhanced crystal plasticity model.
They will be separately treated in Sections 5.2 to 5.3 in the order in which they are listed above. Each
section will contain a short introduction that describes the phenomenon and possibilities of modelling it,
followed by an introduction of the simulations, numerical results and a discussion of the findings. Per
phenomenon, a partial conclusion on the applicability of gradient-enhanced crystal plasticity in repres-
enting it will be formulated.

Details about the FEM-models used for simulations are presented separately per section, but general
modelling aspects will be outlined in Section 5.1 first. Detailed information about the generation of the
representative volume elements is limited to Section 5.2.2.

5.1 Modelling aspects

For simulating the macroscopic behaviour of a material using a crystal plasticity model, analysis are
often performed on a Representative Volume Element (RVE). Such an RVE consists of only a limited
amount of grains, as computational time does not yet allow for the simulation of full structures composed
out of multiple grains. The size of the RVE is to be chosen small enough to ensure that extracted results
are representative for a single material-point of a full-size structure. On the other hand, a sufficient num-
ber of grains should be included to capture the macroscopic behaviour of the material, i.e. its response
does not change upon adding further grains to the model [33].

Closely related to the number of grains is the distribution of crystallographic orientations. Especially for
a limited number of grains, care must be taken to ensure that the individual grain orientations result in a
satisfactory uniform distribution of grain orientations in the polycrystal RVE [34]. The better such uniform
distribution is captured, the better the generated model will be able to capture the macroscopic material
behaviour.

Besides specifying the grain morphology in terms of size, grain number and orientations, appropriate
boundary conditions have to be selected to ensure the RVE response is representative for its macro-
scopic counterpart. Kraska et. al. [35] distinguish three types of boundary conditions. For homogeneous
deformation, all nodes are displaced such that the deformation field within the RVE is uniform. Using ho-
mogeneous boundary conditions, only the nodal boundaries are prescribed using the global strain field.
For periodic boundary conditions, all interior nodes are free, but boundary nodes are related such that
the model is periodic in all its dimensions. Deformations are prescribed within the constrain equations
that relate opposing nodes.

All of the three aforementioned boundary conditions can be used to exactly prescribe an overall deform-
ation. Periodic boundary conditions however pose the least restrictions to the anisotropic deformation
of the different grains [35]. As most macroscopically observed phenomena in the plastic deformation of
polycrystalline materials are believed to be caused by this crystal anisotropy, all simulations performed
in this work are subjected to periodic boundary conditions.
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Figure 5.1: Schematic overview of the implications of periodicity on the generation of an RVE

A correct application of periodic boundary conditions poses additional constraints on the generation of
RVEs and their finite element models, as seen in Figure 5.1. If a grain is cut by one of the RVE edges,
the cut-off part must be continued from the opposed edge. Only then, a model is created that can be
unlimitedly tiled. The Python code for generating the RVEs take this requirement into account during cre-
ation of the grains and material assignment. Furthermore, it is required that nodes on parallel edges of
the RVE share the same coordinate along the length of the edge. This condition is enforced by seeding
the exterior edges using a regular pattern during mesh generation. The periodic gradient computation
script from Section 3.2 is used. All integration points no further away from the edge than the search
radius of the gradient calculation script, are therefore added as ghost points near the opposed edge.
The search radius is set to one-fourth of the incircle radius of the grains.

Within this work, RVEs consisting out of equally sized, hexagonal grains are used. This allows for
exact control over the grain size. Furthermore, it is ensured no effects resulting from the presence
of texture or grain size mismatches in realistic microstructures are affecting the results. Thus, any
difference between simulations arises from the constitutive model and is not related to the statistics of the
microstructure. The generation method and structure of the RVEs is discussed briefly in the subsequent
sections. Where needed, further details are elaborated on in the discussion of the simulation procedures
of the investigated phenomena.

5.1.1 RVE with hexagonal grains

Figure 5.2: RVE with 8 hexagonal grains.
Corresponding colours indicate identical

material assignment and crystal orientation.
Symbols show location of mesh seeds.

For the generation of RVEs with hexagonal grains, a rect-
angular face is partitioned by a set of tiled hexagons. To
be able to create a periodic model, only full, half and
quarter hexagonal sections may be present. Hexagon
quarters are located at the corners of the model, full and
half sections are alternated along the edges of the rect-
angle, as seen in Figure 5.2. Due to the geometrical con-
straints posed by this grain layout, the size of the RVE
cannot be specified directly. The model dimensions are
controlled by the number of grains along the horizontal
and vertical direction of the model and the edge length of
the hexagons instead.

Predicting macroscopic phenomena using a gradient-enhanced crystal plasticity model Modelling aspects



Investigation of the Scope and Limitations of Gradient Enhanced Crystal Plasticity in Explaining Macroscopic Phenomena | 31

Each full hexagon is assigned a material and grain orientation. Grains cut by the model edges are
thus continued at the opposite side of the RVE, as visualised by the colours in Figure 5.2. As due to
the mismatch in lattice orientations between adjacent grains, most incompatibility based effects take
place near the grain boundaries, a finer mesh is required near those boundaries. The grain boundaries
are meshed by specifying the number of equidistantly spaced nodes along the edges of the hexagons.
Additionally, a smaller hexagon is constructed within each grain. Its size and number of nodes along its
edges can be used to control the mesh in the grain interior. A Python script ran through Abaqus CAE is
used to automatically generate and mesh the hexagonal grains, assign material parameters and crystal
orientations and generate the required constraint equations for the periodic boundary conditions.

5.2 The Hall-Petch effect

The macroscopic behaviour of polycrystalline materials is determined, among other things, by the size
of its grains. In general, a material with finer grains is harder and exhibits a higher initial yield stress than
a material with coarse grains. In the 1950s, Hall and Petch independently found an identical relation
between yield strength and grain size:

σy = σ0 + k/
√
d (5.1)

It was found a Hall-Petch-like relation can also be used for indentation hardness, cleavage fracture stress
and ductile-brittle transition temperature [36]. Several models have been proposed for justifying the Hall-
Petch relation and as an attempt to find an expression for the Hall-Petch constant. The majority of this
models explicitly makes use of the abovementioned dependency on the inverse of the square root of the
grain size. However, recent comparisons of large sets of available data have shown that the Hall-Petch
relation in its original form may be questioned, as the experimental data could also be related to the
grain size using other relations (e.g. by a simple reciprocal or logarithmic function) and the proposed
theoretical predictions of the Hall-Petch constant are insufficient [37].

The grain size-dependency of the yield stress and work hardening behaviour, where smaller grains
imply a stronger and harder material, is nevertheless still acknowledged. The Hall-Petch effect can thus
at least be regarded as a general size effect. A Hall-Petch relation, extended to the full work-hardening
regime, that is in line with these findings can be written as [12]:

σy(ε) = σ0(ε) + k(ε)d−n (5.2)

in which the Hall-Petch exponent n may take a wider range of values than the original -0.5.

5.2.1 The Hall-Petch effect in crystal plasticity models

Several attempts to model the Hall-Petch behaviour using the crystal plasticity method have been pub-
lished in literature. Most authors add a size dependency by means of including GNDs in the hardening
model. Often, the GND density is determined using the gradient of plastic slip ( [6, 12, 34, 38]). Haouala
et. al. however calculate the GND density as function of the distance to the grain boundary [15]. Evers
et. al. [13] have proposed a composite model, in which grains are split in core and boundary volumes.
By enforcing the average deformation gradient in corresponding boundary elements from two adjacent
grains to equal the globally prescribed average deformation gradient, a mismatch in lattice orientation
between the core and boundary volume is created. The GND-density is calculated as function of this
disorientation. This however implies that no presence of GNDs in the core region is possible and the
ratio between core and boundary volumes must be determined from experimental data.

By including GNDs in the crystal plasticity model, a size-dependent hardening behaviour is obtained.
For fine grained materials, the work hardening rate becomes higher. The effect on work hardening rate
was found similar to that observed in experiments in the work of Becker [12]. The initial yield stress
however remains unchanged, as the dislocation densities do not develop prior to plastic deformation.
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Several authors try to capture the Hall-Petch behaviour at yield by initialising dislocation densities.
Cheong et. al. [38] fit the simulation results to experimental data by including and scaling an initial
SSD-distribution. In their scaling approach, they however directly introduce the square root dependency
on the grain size. Counts. et. al. [34] introduce preliminary kinematics, in which an undistorted single
crystal is transformed to a grain in a polycrystalline material. Based on the deformation gradients in
the preliminary kinematics, an initial GND density is calculated. In the paper of Evers et. al. [6], the
mismatch in orientation of adjacent grains in the undeformed configuration is used to initialise the GND
density. The latter two approaches obtain a qualitative representation of the Hall-Petch effect at yield, but
the resulting Hall-Petch exponents still differ from the experimentally observed values. It must however
be noted that the size-dependent yield stress is found without explicitly including a length scale.

From the conclusions drawn in literature, it is found no modelling of the precise interaction mechanisms
at the grain boundaries is required to capture a size-dependent stress-strain response. Including a size-
dependency in the work hardening relations by means of GNDs is sufficient to render the work hardening
behaviour size-dependent. To model a size-dependent transition between elastic and plastic deforma-
tion with this approach, a realistic initial dislocation density is required. As the gradient-enhanced crystal
plasticity formulation discussed in this work includes a length scale in the evolution of GNDs, it should be
possible to observe a different hardening behaviour for different grains sizes. As no initialisation method
for the dislocation densities is included, the elastic-plastic transition is expected to remain unchanged
though.

The following research question is formulated to investigate the applicability of the crystal plasticity
method in predicting the Hall-Petch effect in metals:

Research Question 1.1

To what extent can size-dependent stress-strain behaviour of a material be predicted solely by
including GNDs as function of slip gradients in the crystal plasticity framework?

5.2.2 Setting up the FEM-models

The simulations within this section are partly inspired by the approach described by Becker to investigate
the Hall-Petch effect in polycrystalline materials [12, p. 135]. In his work, a 12 grain, rectangular RVE
with realistic microstructure is subjected to a uniaxial tensile deformation under plane strain conditions.
This deformation is obtained by vertically constraining one edge of the RVE and prescribing a horizontal
displacement at the opposed edge. The average grain size is varied by scaling the dimensions of the
RVE, while keeping the morphology of the grains constant. Simulation results are compared to exper-
imental stress-strain curves for pure aluminium with average grain sizes of 34, 88, 240 and 500 µm.
The material parameters are obtained by fitting the numerical stress-strain response to the experimental
data for the largest grain size. This set of parameters is then used for simulating the smaller grain sizes.
Becker obtains an almost perfect agreement with the experimental data.

(a) Fixed-grain morphology RVEs (b) Fixed-size RVEs

Figure 5.3: Different methods for scaling RVEs
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(a) 8 grain RVE (b) 32 grain RVE (c) 64 grain RVE

Figure 5.4: Best-obtained disorientation distributions for various numbers of hexagonal grains

In this work, RVEs with equally sized, hexagonal grains will be used to have direct control over the size
of the grains. The incircle diameter of the hexagons is set equal to the desired grain size. In contrast
to the work of Becker, fully periodic RVEs will be used. This avoids additional strengthening effects
resulting from displacement constraints, which restrict the anisotropic deformation of crystals near the
constrained edges. Two scaling methods are proposed as shown in Figure 5.3. For method 1, the
grain number is kept fixed while changing the outer dimensions of the sample. For method 2, the outer
dimensions of the sample are kept fixed while changing the grain number. The difference between the
scaling method lies in the ratio between grain boundary area and RVE volume. For method 1, this ratio
remains constant, whereas for method 2, it is varied. As several authors attribute the Hall-Petch effect
to grain boundary effects [6, 13, 14], the second method is used to investigate the influence of the grain
boundary area ratio.

Fixed-grain morphology RVEs

Simulations for this scaling method will be performed for 8.5, 17, 34, 88, 240 and 500 µm grains. For
each sample, the grain number and morphology is kept constant. The grain size is altered by changing
the size of the RVE. To make sure the numerical results will most closely resemble the response of a
real polycrystalline material, it is important to obtain a good distribution of grain orientations over the
model. For a computationally efficient model, the number of grains should be as low as possible. Due
to geometrical restrictions posed by the periodicity of the RVE, the smallest possible RVEs consist out
of 8, 16, 32 or 64 grains.

Figure 5.5: 64-grain FEM-model used for
simulating the Hall-Petch effect

Following the approach in Appendix E, a number of trial
RVEs with random assignment of grain orientations was
generated for each grain number. The resulting distribu-
tion of disorientations between adjacent grains was com-
pared to that of a random polycrystals, as specified by
the MacKenzie-distribution [39]. It was found that for all
considered grain numbers, an RVE with a reasonably ran-
dom disorientation distribution can be obtained. The best-
obtained distributions are shown in Figure 5.4. Pres-
ence of the low range of disorientation angles is how-
ever only observed in the 32 and 64-grain RVEs. For
those angles, incompatibility between grains is low and
less GNDs are expected to be generated at the corres-
ponding grain boundaries. This results in less additional
hardening. To avoid an overprediction of the harden-
ing effect by not including low disorientation angles, the
64-grain RVE with the disorientation distribution in Fig-
ure 5.4c will be used for the simulations. Details about
the assignment of grain orientations can be found in Ap-
pendix E.
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E ν b c ρ
0,(α)
SSD ρ

∞,(α)
SSD γ∞ τ0 Qαβ0 - Qαβ5

[MPa] [-] [nm] [-] [mm−2] [mm−2] [-] [MPa] [-]

68758.93 0.348214 0.286 0.3 2·104 2.2·108 0.23 0 0.1, 0.3, 0.16, 0.22, 0.38, 0.45

Table 5.1: Material parameters used in the Hall-Petch simulations

An overview of the model with applied boundary conditions is shown in Figure 5.5. Each individual
grain is meshed with 132 plane strain quadratic triangular elements. The mesh is refined near the
grain boundaries. Each simulation will be performed up to 4% equivalent strain in horizontal direction,
for which ūx = 0.04 ·W . The material parameters for pure aluminium are adapted from [12] and are
shown in Table 5.1. The hardening parameters ρ0,(α)

SSD , ρ∞,(α)
SSD and γ∞ will be fitted to the results from

Honeycombe for 500 µm grains [40, p. 238] and used in the simulations for the other grain sizes.

Fixed-size RVEs

For the second sizing method, the outer dimensions of the rectangular RVE are kept constant. The
grain size is now specified by varying the number of grains. A 32-grain model with 34 µm grains is used
as reference model. One 8-grain model with 68 µm grain size can be created with still a reasonably
uniform disorientation distribution (Figure 5.4a) within the same rectangular area. Increasing the grain
numbers to 128 and 512 creates periodically tiled models with grain sizes of 17 and 8.5 µm. In this way,
a similar range of grains sizes compared to that in the fixed-morphology RVEs is covered. For the two
smallest grain sizes, each grain is randomly assigned an orientation as generated using the method in
Section E.1. The boundary conditions applied to the models for the second sizing method are identical
to those in Figure 5.5.

5.2.3 Results

Results for fixed grain morphology

The stress-strain responses of the fixed-morphology RVEs are given in Figure 5.6a. The experimental
data that was used to fit the material model is also included in this plot. It is found that the experimental
results are represented very well by the 500 µm-grain model. As the grain size decreases, an increase
in the stress level is observed. Also, the work hardening rate of the material at fixed strain levels is
found to increase with decreasing grain size. With developing strain, this rate decreases and eventually
saturates to a constant level.

(a) Stress-strain curves (b) Evolution of averaged SSD and GND-numbers

Figure 5.6: Results for tensile deformation of hexagonal-grained RVEs with fixed grain morphology
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Figure 5.7: Comparison of the SSD evolution as function of strain for the different models (left) and SSD
distribution in the 500 µm fixed-morphology model(left)

The total SSD-number normalised by the RVE area as function of strain is plotted in Figure 5.7 together
with the SSD-density distribution at 4% strain in the 500 µm-grain model. Dislocation numbers are cal-
culated using the approach in Appendix F. The effect of the different grain orientations can clearly be
recognised from the difference in ρSSD between the different grains. The normalised number of GNDs
generated is plotted as function of strain in Figure 5.6b.

When comparing the evolution of dislocation densities for the various grain sizes, it is found that no
difference in the SSD-distribution is found between the different grain sizes. This is a direct result of
scaling the RVE while keeping the grain morphology the same, as each model is subjected to the same
deformation and thus obtains the same distribution of plastic slip. By the direct dependence of the SSD-
number on the plastic slip, the SSD-distribution will remain unchanged.

Figure 5.8: Total GND number at fixed strain level
versus inverse grain size for the fixed- morphology

models. Red lines indicate linear fit

With a decreasing grain size, a larger num-
ber of GNDs is present. For grains smal-
ler than 34 µm, the total number of GNDs
starts to significantly outweigh the SSD num-
bers and thus the hardening becomes domin-
ated by the GND evolution. The GND gen-
eration rate also increased with grain size and
is linear with respect to the average strain in
the RVE, whereas the generation rate for SSDs
drops with increasing strain due to the char-
acteristics of (2.14). When plotting the nor-
malised GND number against the inverse of
the grain size in Figure 5.8, the GND num-
ber at fixed strain is found to be inversely
proportional to the grain size. This res-
ult can be related to the length scale in-
troduced by the gradient calculations and is
a direct consequence of the used scaling
method.

A comparison of the GND-density distribution between the models with 8.5 and 500 µm grains is shown
in Figure 5.9. It is again clearly noticed that for the large grains, virtually no GNDs are present. It can also
be seen that the formation of GNDs is concentrated around the grain boundaries. A similar result is found
when comparing the Von Mises stresses between the two aforementioned models. A larger distribution
of stresses is present for the smaller grain size and regions with high stress are concentrated around
grain boundaries due to the enhanced hardening caused by the GND presence.
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Figure 5.9: Comparison of GND-densities for the 8.5 and 500 µm fixed-morphology models.

Results for fixed RVE dimensions

The simulations with RVEs of identical outer dimensions show comparable results to those discussed
above. An important observation is made from the evolution of SSDs with strain in Figure 5.11a. Despite
the varying number of grains and thus changing orientation distributions, the curves are virtually identical
to each other and comparable in magnitude and trend to those obtained from the fixed-morphology
RVEs. This indicates that comparison between the different results of the second scaling method is
possible, as well as a comparison between the results from both scaling methods. It validates that a
sufficient number of grains and a sufficiently random orientation distribution is present in all models and
the periodic boundary conditions are applied appropriately. This is the case if the response does not
change upon adding a further amount of grains to the RVE [33], which is what is observed in the results
and essentially what is done in the second scaling method.

The trends in the stress-strain curves (Figure 5.11b) and GND-evolution versus strain (Figure 5.11c) are
similar to those found from the fixed-morphology simulations. A decreasing grain size gives rise to a
larger number of GNDs and thus higher stress levels. The increase of the GND number is again found
to be linear with strain and at fixed strain level is inversely proportional to the grain size (Figure 5.11d).
A difference between the two scaling types is primarily found in the results for the 8.5 µm grains. For the
fixed-size RVE, the total GND number and stress levels are lower than observed for the fixed-morphology
RVE. The distribution of the GND-densities in the 8.5 and 68 µm models is compared in Figure 5.10.
Also here it can be seen that GNDs concentrate near the grain boundaries and higher numbers are
observed for smaller grains.

Figure 5.10: Comparison of GND-densities for the 8.5 and 68 µm fixed-dimension models.
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(a) Comparison of the SSD evolution as function of
strain

(b) Stress-strain curves

(c) Comparison of the GND evolution as function of
strain. Indicated SSD-curve for 17 µm grains

(d) Total GND number at fixed strain level as function of
inverse grain size. Red lines indicate linear fit

Figure 5.11: Results for tensile deformation of hexagonal-grained RVEs with fixed outer dimensions

5.2.4 Discussion of results

The Hall-Petch plots at 0.2% strain are shown for both scaling methods in Figure 5.12. Both are in well
agreement with the classically obtained exponent of 0.5. For the fixed-morphology simulations, a some-
what larger exponent of 0.72 produces a better fit. This indicates a slight overprediction of the grain size
effect on the flow stress. Literature findings obtain exponent values close to or exceeding 1 ([6, 12, 34])
and thus a significant overprediction of the size effect. Overall, the experimentally observed size-effect
can thus be regarded to be captured very well using the approach in this work.

Differences between the current findings and ([6, 12]) can be attributed to effects of non-periodic mod-
els and thus restricted anisotropic behaviour. Also, the low grain number (12 grains were used) with
non-random misorientation distribution used in these two publications is believed to have significant in-
fluence on the results. In the paper of Counts et. al. [34] an initial GND density is used, but no details
are provided on the GND-evolution and thus the effect of this initial density on the final results cannot
be traced. A fair comparison with these results is thus not possible. In its formulation, the implement-
ation of GNDs in the model of Becker [12] is equal to that used in this work. It is therefore posed that
including periodicity and a sufficiently random misorientation distribution is of great importance when
using gradient-enhanced crystal plasticity models, due to the increasing effect of inhomogeneities on
the macroscopic response of the RVE.
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(a) Results for fixed-morphology RVEs (b) Results for fixed-size RVEs

Figure 5.12: Hall-Petch plots at 0.2% strain

(a) Results for fixed-morphology RVEs (b) Results for fixed-size RVEs

Figure 5.13: Hall-Petch plots for the work hardening rate at various strain levels

The concentration of GNDs primarily near grain boundaries as claimed by ([21, 22]) is in accordance
with literature findings. The precise relation of this fact to the increase of GND numbers with decreasing
grain size can be explained as follows. It was stated by Evers et. al. [6] that with decreasing grain
size, inhomogeneities due to incompatibility at the grain boundaries increase. They claim that this effect
too, but primarily the Burgers vector length that relates the slip gradients to GND densities, cause an
increasing hardening effect near the grain boundaries. For the fixed-morphology simulations, the abso-
lute incompatibility in terms of misorientation between two crystals remains unchanged. An increasing
GND-number with decreasing grain size is still observed though. It is thus indeed the spatial distance
in which a difference in plastic slip levels is to be accounted for, that is the driving mechanism for grain
size hardening.

Experimental results for 99.99% pure aluminium showed that initially, the work hardening rate Θ = dσ̄
dε̄

obeys a Hall-Petch-like dependency too. With prolonged strain, the influence of grain size becomes less
visible, i.e. the Hall-Petch slope decreases. Already at strain levels of 5%, no grains size dependency in
the work hardening slope can be observed anymore [41]. Figure 5.13 shows the work-hardening rates
versus inverse square root of the grain size for both scaling methods. Contradictory to the experimental
observations, the work hardening rates do not saturate to the same constant level.

In (2.11), the critically resolved shear stress of a slip system is described as function of the square root of
its total dislocation density. A similar dependency is observed macroscopically for the stress σ̄, as shown
in Figure 5.14a. Due to the evolution behaviour of the GNDs, the total dislocation number increases
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(a) Stress-dependency on total dislocation number (b) Work-hardening dependency on total dislocation
number

Figure 5.14: Results found to scale linearly with the square root of the total dislocation number

almost linear with macroscopic strain ε̄, especially for the smaller grain sizes. As a consequence, the
inverse of the work hardening rate Θ is found to be directly proportional to the square root of the total
dislocation density ρtot:

ρtot = aε̄+ b

σ̄ ∝
√
ntot

}
→ σ̄ ∝

√
aε̄+ b→ Θ =

dσ̄

dε̄
∝ 1√

aε+ b
→ 1

Θ
∝
√
ntot (5.3)

as is visualised in Figure 5.14b. This implies that a saturation of the work hardening rates to an identical,
constant, level together with a constant GND-generation rate is not possible.

5.2.5 Conclusions

The grain-size dependency of the flow stress was studied using a gradient-enhanced crystal plasticity
model. It was shown that the incorporation of slip gradients in the slip system hardening function through
the GND-density renders a size-dependent work-hardening behaviour. The initial yield stress remains
unchanged though. The results for both the fixed-morphology as well as the fixed-size RVEs agrees
well with the classical Hall-Petch exponent of 0.5. However, the larger Hall-Petch exponent of 0.72 in
the fixed-morphology results indicates that here the effect of grain size may be overpredicted to some
extent. Compared to literature results, the Hall-Petch fit obtained with the current models is significantly
better. Application of periodic boundary conditions and using RVEs with a sufficient number of grains
and random disorientation distribution was found to be crucial in the application of the crystal plasticity
model.

The driving mechanism for the size-dependency of a gradient enhanced crystal plasticity model was
identified as the spatial distance in which differences in plastic slip levels have to be accounted for. For
prolonged deformation, no size-independent saturated work hardening was observed. This is derived
to be caused by the ever-increasing GND-number. For higher strain levels, it therefore seems that the
work-hardening behaviour is overpredicted.

Research Question 1.1 - Answer

Size-dependent work-hardening behaviour is obtained by including GNDs as function of slip gradi-
ents. The inclusion of GNDs does not affect the initial yield stress. The fit to the Hall-Petch relation
is good for small strains, but deviations with experimental results increase with increasing strain.
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5.3 The Bauschinger effect

Upon loading a pre-strained crystalline material in reverse direction, the yield stress in this direction is
lower than the original yield stress in the pre-strain direction. This effect is called the Bauschinger effect.
The extent to which this effect is observed, depends on the load history of the material, the strain rate
and texture of the microstructure [42]. Numerous attempts have been made to model the Bauschinger
effect in both single and polycrystals, but the generally accepted underlying mechanism can in essence
be derived to be based upon formation of back stresses [43]. These back stresses result from disloca-
tion pile-ups around obstacles. Piled-up dislocations develop a stress opposing the loading direction,
hindering the motion of dislocations with the same sign. This causes the material to work-harden. Upon
reversing the load direction, piled-up dislocations are repelled by this stress in the direction of the re-
versed load. The back stress thus helps moving dislocation in the new loading direction and therefore
lowers the yield stress in that direction [42].

The concept of back stress has been applied to various rate-dependent crystal plasticity models to
determine the cyclic loading behaviour of (poly-)crystalline materials (a.o. [17, 44, 45]). Herein, the
resolved shear stress acting on a slip system is modified to include the back stress τ

(α)
b as τ

′(α) =

τ (α) − τ (α)
b . With the exception of [44], GNDs as function of strain gradients are not included. In this

work, Bayley et. al. use a gradient-enhanced crystal plasticity formulation with a back stress formula-
tion in terms of GND gradients [44]. From their application of the model to constrained simple-shear
of a semi-infinite block, they observe the back stress evolution to be the sole cause for the observed
Bauschinger effect. The GND-induced slip system hardening did not affect the Bauschinger effect. One
could raise the assumption that the Bauschinger effect could only be modelled by including a back stress
term in the constitutive relations.

It was however shown by various authors that this is not required for polycrystalline materials. For
instance, Tóth et. al. use a conventional rate-dependent crystal plasticity formulation to predict cyclic
plasticity phenomena in copper [45]. The Bauschinger effect was observed, caused by plastic anisotropy
of the grains. A similar observation was made by Li et. al. [17]. They compared cyclic results for AL7075
from a three-dimensional texture based RVE with and without the contribution of back stress. Both the
back stress as well as residual stresses were shown to contribute to the macroscopic Bauschinger ef-
fect. The presence of such residual stresses as probable cause of the Bauschinger effect has been
more elaborately studied during the last years. As a fact, experimental studies on mainly austenitic
stainless steel have identified residual lattice stresses as primary source of the Bauschinger effect in
these materials [4, 8, 46].

The observations from literature show that including a back stress measure is not required to capture
the Bauschinger effect. The comparison of numerical results with experimental data in the works cited
above, however shows that a conventional crystal plasticity model could not fully predict it. If the hypo-
thesis is posed that the Bauschinger effect in polycrystalline materials is caused by residual stresses,
increasing the extent to which these are predicted by a crystal plasticity model may resolve this short-
coming.

Unlike what is found in the work of Bayley et. al. [44] for single crystals, the influence of GNDs on slip
system hardening may affect the Bauschinger effect in polycrystalline materials. As GNDs form primarily
near grain boundaries [21, 22], they will enhance the non-uniformity of the stress distribution within the
material. This was observed from the results in Section 5.2.3 too. It will therefore be investigated whether
the inclusion of GND-induced hardening in the constitutive framework can solve the shortcoming of the
conventional model to predict the residual stress-state within the material. Therefore, the following
research questions are formulated:
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Research Question 1.2

1. Can the Bauschinger effect observed from crystal plasticity simulations be explained by the
presence of residual stresses?

2. Can the representation of the Bauschinger effect as a result of residual stresses be improved
by inclusion of GNDs in the hardening model?

5.3.1 Setting up the FEM-models

Two materials will be used for simulating the Bauschinger effect using (gradient enhanced) crystal plasti-
city in the remainder of this section, being a 6000-series aluminium alloy (FCC-lattice) and a dual-phase
steel (BCC-lattice). For both materials, the 32-hexagonal-grain RVE with random orientation distribution
from Figure E.4b is used with boundary conditions as in Figure 5.5. Consistent with the Hall-Petch mod-
els, grains are meshed with 132 plane strain quadratic triangular elements each.

The aluminium model will be subjected to cyclic tests and compared to cyclic stress-strain data retrieved
from literature [47], to allow for the assessment of the extent to which the model can represent the
experimentally observed Bauschinger effect. The material is strained uniaxially up to levels of ±0.5,
1.0, 1.5 and 2.0% engineering strain in horizontal direction. To determine the effect of the presence of
GNDs, simulations are performed using both the gradient enhanced crystal plasticity formulation as well
as using the stress-update algorithm in which the GND-induced hardening terms are omitted.

Figure 5.15: Fit to experimental data for different grain
sizes

Material parameters are fitted to the exper-
imental loading curve of 2.0% engineering
strain. The grain size was determined first
using assumptions that were derived from the
Hall-Petch results. For small grain sizes, GNDs
outnumber SSDs already at small strain levels.
The (saturated) work hardening rate is there-
fore mainly controlled by the GND generation
rate and thus the grain size. Following this ob-
servation, a uniaxial tensile strain of 2% was
applied to a range of RVEs with grain sizes of
2, 3, 3.5, 4, 4.5 and 5 µm. The SSDs evolution
parameters were taken equal to those in the
Hall-Petch simulations. The saturated slopes
of the stress-strain curves were compared to
that of the experimental stress-strain curve in
Figure 5.15. The grain size was found to be 3
µm.

With this given, the evolution parameters of the SSD-density could be fitted for both the gradient-
enhanced as well as the SSD-only simulations. The entries of the interaction matrix for latent hardening
are chosen identical to those in Section 5.2.2. The final parameter values are given in Table 5.2.

A load-reversal test is applied to the dual-phase (DP) steel model to investigate the effect of the harder
second phase present in this type of material on the Bauschinger effect. Prestrain levels of 3% and
4% engineering strain in horizontal direction are applied before unloading the material to zero strain.
Martensite material data is assigned to grains 3, 5, 17 and 32 to mimic a martensite content of 12%.
The components of the interaction matrix are taken from [16]. The SSD-evolution parameters for both
the ferrite and martensite grains are fitted simultaneously to match experimental tensile data of DP600.
The average grain size is set to 20 µm in accordance with the experimental results. The final material
parameters are shown in Table 5.2.
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E ν b c ρ
0,(α)
SSD ρ

∞,(α)
SSD γ∞ τ0 Qαβ0 - Qαβ5

[MPa] [-] [nm] [-] [mm−2] [mm−2] [-] [MPa] [-]

Alu (SSD+GND) 61500 0.3 0.286 0.3 2·104 1·108 0.1 51 0.1, 0.3, 0.16, 0.22, 0.38, 0.45
Alu (SSD-only) 61500 0.3 0.286 0.3 2·104 3·109 0.5 51 0.1, 0.3, 0.16, 0.22, 0.38, 0.45
DP (ferrite) 210000 0.3 0.286 0.4 2.3·107 8·108 0.4 7 1, 1.4, 1.4, 1.4, 1.4, 1.4
DP (martensite) 210000 0.3 0.286 0.3 1·108 3·109 1 7 1, 1.4, 1.4, 1.4, 1.4, 1.4

Table 5.2: Material parameters used in the Bauschinger effect simulations

The influence of production-induced dislocations is tested in additional simulations by mimicking a cold-
rolling step. Prior to the abovementioned simulations, the RVE is compressed in vertical direction and
elongated in horizontal direction. This deformed state is then used as initial configuration for the cyclic
and reload tests and is subjected to identical strain levels as discussed above. For the dual-phase steel
RVE, a 1%-compression - 1%-tension pre-deformation is applied. For the aluminium model, a 10% -
10% deformation is used to exaggerate its resulting effects.

5.3.2 Results

The stress-strain curves for unrolled aluminium with and without GNDs are shown together with the
experimental data in Figure 5.16a. In initial tension, both curves agree well with the experimental data
and the size of the elastoplastic-transition is captured. Upon compressive reloading, the reyield stress
is underpredicted compared to the experiments, where the elastoplastic transition starts earlier. The
size of the transition region is also larger than obtained from simulations. During compressive loading,
the increase in work hardening rate that is observed in the experimental data is overestimated by the
crystal plasticity model. This causes the simulated material response to be flatter that its experimental
counterpart. This effect is most pronounced for the SSD-only simulations. After tensile reloading, again
the size of the elastoplastic transition region is smaller than experimentally observed and macroscopic
yield occurs later. In the second tensile load step, the slope of the stress-strain curve resembles that
of the experiments very well for the simulations with GND-presence. For the SSD-only results, the re-
sponse appears still too flat. An increase in transition region size upon load reversal is observed for both
simulation types. Its size also increases with plastic deformation.

(a) Results for aluminium with and without GNDs (b) Normalised stress-strain plots for the aluminium
simulations

Figure 5.16: Stress-strain curves from the aluminium cycle tests
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Figure 5.17: Stress-strain curves for dual-phase steel

Figure 5.16b shows the cyclic stress-strain curves for the simulations without GND-presence, with GND-
presence and with the applied 10%-10% rolling deformation, normalised with respect to the initial flow
stress. It is observed that initially, the stress for the rolled specimen is higher than that of the non-rolled
RVEs. This is a direct consequence of the additional hardening resulting from the plastic deformation in
the rolling step. The macroscopic elastic modulus is found to be increased. This clearly shows the in-
fluence of the plastic anisotropy of the individual grains, which respond differently to the uniaxial tension
after the plastic deformation applied in the rolling step. Overall, the sizes of the elastoplastic transition
regions increase. Yielding upon load reversal occurs earlier, indicating that the Bauschinger effect is
enhanced by the pre-rolling.

The load reversal curves for both the dual-phase steel RVEs with and without pre-rolling are shown in
Figure 5.17. The experimental tensile data is also shown to indicate the fit of the material model. In
these results too, the applied pre-rolling raises the flow stress levels due to additional hardening. The
size of the elastoplastic transition region is again found to be increased with increasing prestrain and
rolling deformation.

The distribution of integration point stresses in the loading direction (σ11) at 2% tensile strain is shown
in Figure 5.18 for the different simulations. The stress levels are normalised with respect to the macro-
scopic prestress level at this point. All plots show a distribution that is centred around the macroscopic
stress level. Comparing the results for aluminium, it is shown that including GNDs in the crystal plas-
ticity model results in a wider stress distribution. The same holds for applying an initial deformation
step. When comparing the distribution from the aluminium simulation with GND-presence to that of the
dual-phase steel, it is seen that the stress distribution is wider for the latter material. The presence of
a hard second phase thus also results in a widening of the distribution. The significant difference found
between the aluminium results with GNDs and with and without pre-rolling is not observed in the DP
steel. It must however be noted that the pre-rolling deformation applied to the DP steel is significantly
lower than that applied to the aluminium RVE.

Figure 5.19 shows the dependency of the stress distribution on the prestrain level for the aluminium
RVE simulated with the gradient enhanced crystal plasticity model. It is observed that with increasing
plastic deformation, the width of the distribution increases. This is in line with the findings from the
comparison between the unrolled and rolled RVEs, where also an increasing distribution with was found
upon applying an initial plastic deformation. This is a direct result of an increased amount of work
hardening.
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(a) Aluminium without GNDs (b) Aluminium with GNDs (c) Aluminium with GNDs and
pre-rolling

(d) DP steel (e) DP steel with pre-rolling

Figure 5.18: Stress distributions after tensile loading up to 2% strain for different RVEs.

(a) Prestrain 0.5% (b) Prestrain 1.0%

(c) Prestrain 1.5% (d) Prestrain 2.0%

Figure 5.19: Stress distributions as function of prestrain level for aluminium with GND presence
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Aluminium w/o. GNDs Aluminium w. GNDs Aluminium w. GNDs + rolling
Prestrain Cycle 1 Cycle 2 Prestrain Cycle 1 Cycle 2 Prestrain Cycle 1 Cycle 2
0.5% 0.20 0.24 0.5% 0.20 0.25 0.5% 0.51 0.41
1.0% 0.28 0.34 1.0% 0.29 0.37 1.0% 0.53 0.51
1.5% 0.32 0.39 1.5% 0.34 0.43 1.5% 0.54 0.54
2.0% 0.35 0.43 2.0% 0.38 0.47 2.0% 0.55 0.56

Dual-phase steel Dual-phase steel w. rolling
Prestrain Cycle 1 Prestrain Cycle 1
3.0% 0.31 3.0% 0.33
4.0% 0.34

Table 5.3: Bauschinger stress parameters for the different simulations

5.3.3 Discussion of results

The simulations for aluminium qualitatively show the same results as experimentally observed in terms
of elastoplastic transitions. Considering the availability of the material data underlying the experimental
stress-strain curves, the fit to the experiments can be regarded reasonable. It is however not good
enough for a direct comparison. No further comparison with experiments will be therefore be made, as
validity of such conclusions may be questionable. Based on the observed effect of a pre-rolling step on
the final response, the fit may be improved if more detailed information on the deformation history of the
material used for the experiments is given and included in the simulations. This is in line with the findings
in [48], where the pre-straining history was found to influence the difference in tension and compression
response. A change towards a model with non-uniform grain size distribution will affect the elastoplastic
transition region, as a wider grain size distribution leads to a larger transition region size [49]. This can
also improve the fit with the experimental results.

Table 5.3 provides the Bauschinger stress-parameters for the different simulations and prestrain levels.
The Bauschinger stress-parameter is a non-dimensional constant to indicate the magnitude of the
Bauschinger effect and is defined as

βσ =
|σp| − |σr,0.2%|

|σp|
(5.4)

where σp is the stress level just before load reversal and σr,0.2% is the 0.2% reyield stress after load
reversal. In all simulations, even those without GND presence, the Bauschinger effect is observed.

Based on the stress distributions in Figure 5.18 and the Bauschinger parameters in Table 5.3, there
exists a correlation between the distribution width and the magnitude of the Bauschinger effect. The
wider the distribution becomes, the more pronounced the Bauschinger effect is encountered. This can
be explained by considering Figure 5.20, which shows the evolution of the distribution throughout the
deformation cycle for DP-steel. The macroscopic stress level and negated initial yield stress are indic-
ated as well. This figure is representative for the other simulation results too.

Upon compressive reloading, the total distribution is shifted in negative direction. Parts of the RVE
become loaded in compression while the remaining material points are still in tension. Once the com-
pressed points exceed their local flow stress, microscopic yielding occurs. Their flow is however re-
stricted by surrounding elastic regions. It is also known that after yielding, the stress decrease with
increasing compression lowers due to a reduction of the instantaneous modulus. Plastically deforming
points within an elastic matrix would thus be characterised by a changing shape of the distribution: bins
at the left side (characterising the plastified points, hindered in flow by the elastic points) will not move in
negative direction whereas those to the right side (characterising the elastic points) will. Subsequently,
the height of the distribution increases.
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Figure 5.20: Evolution of stress distributions with strain in DP steel. Blue line indicates negated initial yield stress

Once a sufficient number of points has been plastified, macroscopic plastic flow can occur. The left
bins of the stress distribution can then move in negative direction. Parts of the material with the highest
stresses may not have yielded in compression yet. If surrounding plastic points allow flow of material
around these elastic regions, the stress distribution shape will change opposite to the behaviour dis-
cussed above. Now, the rightmost bins of the distribution will be unable to move further left, whereas the
left bins will move and the distribution height decreases.

Both abovementioned phenomena are observed in the elastoplastic transition and plastic region of Fig-
ure 5.20, respectively. A transition between plastic points within an elastic matrix towards elastic points
within a plastic matrix thus takes place, initialised by the points initially loaded in compression most. The
increase in distribution height, indicating plastic deformation has occurred, is observed before the mac-
roscopic stress reaches the negated initial yield stress. The observed Bauschinger effect is accordingly
found to be caused by the presence of a distribution of stresses in loading direction.

It will now be investigated what microstructural behaviour can explain the evolution of the stress distribu-
tions. As the grains within the RVE are plastically anisotropic, the difference in grain orientations within
the material is most likely to underlie this evolution. Considering the initial tensile load step, two types
of grains can be distinguished. Plastically soft grains yield earlier in tension, showing higher levels of
plastic slip. Plastically hard grains yield later and show low levels of plastic slip. This can be shown
in Figure 5.21, where the total plastic slip distribution after tensile preloading to 4% strain is plotted for
the ferrite grains. Similar to Figure 5.20, stress distribution at various points of the unloading curve are
shown for two adjacent grains. Results for the grain with a low amount of slip are shown at the left side
of the figure, those for a grain with a high amount of slip on the right side. The grain with the lowest
amount of plastic slip is indicated in magenta. The point on the stress-strain curve where this grain is
first fully in compression is marked with an asterisk (*).
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Figure 5.21: Evolution of stress distributions in plastically hard and soft grains with strain

At the prestrain level (point 1), stresses in the plastically soft grain are higher due to increased hardening.
As a result of the differences in slip between grain boundary and core, its stress distribution is also wider.
At the compressive 0.2% re-yield stress (point 2), the plastically harder grain is fully in compression,
whereas the plastically softest one is still partly in tension. Similar findings were also reported in [17, 42].
The hardest grain has reached this state of full-compression considerably earlier. The shapes of the
distributions at grain level evolve with strain similarly to those of the total RVE as discussed above.
It is seen in Figure 5.21 that a significant difference in plastic slip between grains can exist. Therefore,
macroscopic plastic deformation may be a result of plasticity within single grains only. Together with the
observation that plastically hard grains reach a compressive state before soft ones upon reloading, it is
found that the onset of macroscopic yield in compression is determined by yield in the plastically hardest
grains. The observed Bauschinger effect is thus a direct result of differences in grain yield stresses. This
is in agreement with the observations made in [4, 8].

Differences in grain yield stresses can be caused by plastic anisotropy and thus orientation mismatches
between grains, but also directly by differences in material parameters in multi-phase materials. These
differences in yield stress will increase by plastic pre-deformation due to work-hardening. This explains
why the Bauschinger effect becomes larger with increasing prestrain or by applying the pre-rolling de-
formation. Analogously, the presence of GNDs enhances the Bauschinger effect. It was found in Sec-
tion 5.2.3 already that GNDs were found to form primarily around grain boundaries. This results in wider
stress distributions within grains. Thus, besides increasing differences in grain yield stresses as a direct
result of GND-induced hardening, GNDs also magnify the integranular Bauschinger effect.
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5.3.4 Conclusions and recommendations

The Bauschinger effect observed from the simulations is found to be caused by the presence of a distri-
bution of stresses in the loading direction, which causes parts of the material to yield earlier upon load
reversal than would have been expected from the macroscopic stress level. These distributions are a
direct result of differences in the response of individual grains to the macroscopic deformation. Plastic
anisotropy and presence of a second-phase within the material are the underlying cause for these differ-
ences. They are widened by plastic deformation due to work hardening and GND-presence due to work
hardening and magnification of the intergranular Bauschinger effect. This leads to a more pronounced
macroscopic Bauschinger effect. Additional tests are required to further validate this conclusions with
experimental results. Detailed information on the pre-deformation during the material manufacturing and
grain-size distribution is to be included in the simulations in order to do so.

Research Question 1.2 - Answer

1. The presence of a Bauschinger effect in the crystal plasticity results can be explained by
residual stresses in the material.

2. Considering contributions of GNDs in the slip system hardening equations increases differ-
ences in grain yield stresses and thus enhances the Bauschinger effect at the RVE level.
It also widens the stress distributions within grains, enhances the Bauschinger effect within
grains.

5.4 The anelasticity effect

In his work, Brown [50] described the typical behaviour of a polycrystalline material in a microstrain ex-
periment. If a material is loaded up to a point below its elastic limit and then unloaded, the stress-strain
curve is linear and cycles over the same straight line. If the elastic limit is exceeded by a small extent, the
unloading curve forms a closed loop. This indicates that, in contradiction to what is commonly believed,
the unloading curve of the material is not linear. A small amount of hysteresis is observed. The higher
the preload stress, the bigger the width of the area contained within the loop becomes. This nonlinear
unloading behaviour is referred to as anelasticity. After exceeding a certain preload stress, the loop fails
to close. This stress level is termed the anelastic limit and defines the onset of a remaining (micro-)
plastic deformation. If cycled below the anelastic limit, the hysteresis behaviour is completely reversible.

Anelastic effects are also observed after plastic deformation in various metals [51]. Upon unloading, a
clear and nonlinear deviation from the initial elastic modulus is observed. Hysteresis loops are formed
if the material is reloaded again. Similar to the microstrain behaviour discussed above, the nonlinear
effects increase with the amount of plastic deformation. Over the past decades, various physically based
explanations have been proposed to model the anelastic behaviour as summarised in [50].

Hill [52] described a possible cause for nonlinear unloading and hysteresis behaviour already in 1950.
According to his reasoning, nonlinear unloading is caused by different orientations of grains within a
material. This causes residual stresses which may cause a small amount of plasticity already before
completely removing the external load on the material, producing an additional strain component. In his
discussion, the initial parts of the unloading and reloading curves are however considered fully elastic.
It may however be reasoned that this does not have to be the case in general, as for particular resid-
ual stress distributions some grains may already yield in compression at the very moment the load is
reversed. An observation that is in line with the presence of residual stresses was made by Hama et.
al. [51]. They found from a crystal plasticity simulation that nonlinear unloading behaviour could be
caused by differences in critical resolved shear stresses on various slip systems. As these stresses are
governed by hardening and thus the amount of plastic deformation, different grain orientations give rise
to dissimilarities here.
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Anelastic effects were also attributed to the bowing-out of dislocation segments [53–55]. This mech-
anism causes limited and reversible dislocation motion. It appears in conjunction with the atomic bond
stretching responsible for the elastic Hookean response. Under an applied shear stress τ , an initially
straight dislocation segment is bent into a circular arch. The final curvature is reached when the line
tension in the dislocation segment due to stretching equilibrates the shear stress. The resulting slip,
proportional to the area A spanned by the arch, is the cause for the anelastic strain. Its magnitude can
be derived to be a function of the total dislocation density ρ and average dislocation segment length l
[53]:

εan =
ρ

cl
bA (5.5)

in which c is the Taylor factor. The anelastic strain is thus a function of the dislocation structure, determ-
ined by ρ and l. With increasing plastic deformation, and thus increasing ρ and decreasing l, anelasticity
effects become more visible. Below the critical shear stress, which equals the stress to produce the
minimum arch radius l/2, the bow out mechanism should be fully reversible.

In cyclic loading below the flow stress, hysteresis behaviour and microplasticity are however observed
[50, 54]. This contradicts the reversibility assumption. The authors in [54] explain small irreversibilities
by the presence of obstacles to dislocation motion. These obstacles exert back stresses on the dis-
location segment. As a result, the stress levels for dislocations to pass the obstacles in forward and
reverse loading differ. As long a no obstacles are passed in forward loading, the mechanism remains
reversible. The same is true if some obstacles will be passed in both forward and reverse loading. If not
all obstacles are passed in reversed loading, some permanent deformation remains and microplasticity
occurs.

Another explanation for nonlinear unloading that is related to back stresses and obstacles are disloca-
tion pile-up and release mechanisms [9, 56]. Such mechanisms are in line with what was discussed in
Section 5.3 in conjunction with the Bauschinger effect. Upon loading, repellent forces hinder the forward
movement of dislocations, whereas the backward movement is aided by these forces. This would lead
to the additional strain component observed as anelasticity.

In the current crystal plasticity model, no back stress formulation is present at the slip system level. A
direct incorporation of dislocation pile-up and release mechanism is thus not available. The mechanism
of dislocation bow-out can also not be represented at the continuum level, as the motion of individual
dislocation segments is not taken into account. In Section 5.3.2, small-scale plasticity effects during un-
loading were however observed, caused by residual stresses, leading to an additional strain component
on top of the elastic unloading strain. If anelasticity effects could be explained by the residual stresses
originating from differences in grain orientations in a polycrystalline material, as found by Hill [8], this
would be observable from the simulation results. To investigate upon the prediction of anelasticity by a
gradient-enhanced crystal plasticity model, the following research question is posed:

Research Question 1.3

To what extent can anelasticity effects be explained by microplasticity effects due to residual stresses
originating from plastic anisotropy using a gradient-enhanced crystal plasticity model?
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5.4.1 Setting up the FEM-models

Within this section, simulations will be performed using models identical to those in Section 5.3.1. 32-
hexagonal-grain periodic RVEs representing a 6000-series aluminium alloy and a DP600-grade dual
phase steel are used. GNDs are included in the hardening model for all simulations.

The models will be subjected to a loading-unloading-reloading deformation. In the initial load step, the
RVEs are uniaxially strained up to 0.5, 1.0, 1.5 and 2.0% engineering strain (aluminium) and 3 and 4%
engineering strain (DP-steel). After that, the strain level is reduced such that the macroscopic stress in
loading direction goes to 0. The amount of strain corresponding to the point of zero stress is obtained
from the unloading curves in Figures 5.16a and 5.17. Finally, the material is strained up to the respective
prestrain level again and deformation is continued up to 1.1 times that level.

5.4.2 Results and discussion

The stress-strain plots for the various simulations are shown in Figure 5.22. Once the stress level is
lowered, the slope of the unloading curve is virtually identical to that of the initial elastic part. The same
applies for the reloading curves. A small amount of hysteresis in the unloading-loading curves is how-
ever observed in all simulations. This effect becomes more notable if the prestrain level is increased and
is shown clearly in the magnified sections of the plots. As soon as the reloading stress approaches the
prestress level, the curves sharply bend over and continue as if the tensile loading had not been inter-
rupted. This sharp elastoplastic transition after tensile reloading is in line with experimentally observed
behaviour [52].

The Kocks-Mecking plots, which show the instantaneous modulus Θ = dσ/dε versus stress, are shown
for both materials in Figure 5.23. They are normalised with respect to the elastic moduli. A reduction of
the effective unloading modulus with decreasing load is observed. Initially, the unloading modulus equals
the elastic one. At the end of reloading, the effective modulus is 0.26% less than the elastic modulus at
2% prestrain for aluminium and 0.78% at 4% prestrain for DP-steel. Small amounts of anelastic strain
are thus present in unloading. The effective modulus during reloading is equal to the elastic modulus up
to the point where macroscopic flow is observed, characterised by the sharp drop in the Kocks-Mecking
plot. This indicates that no additional anelastic strain component is present during reloading.

(a) Results for aluminium (b) Results for DP-steel

Figure 5.22: Stress-strain curves for the anelasticity simulations
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(a) Aluminium (unloading) (b) DP-steel (unloading)

(c) Aluminium (reloading) (d) DP-steel (reloading)

Figure 5.23: Kocks-Mecking plots for the anelasticity simulations

In their paper, Cleveland and Gosh [9] describe the evolution of experimentally obtained Kocks-Mecking
plots for the unloading of aluminium 6022 and a high strength steel. They observe reductions of the
instantaneous moduli up to 12% and 22%, respectively. This is significantly more than found from
the simulations. Furthermore, the initial unloading modulus does not equal the elastic modulus but is
reduced rapidly by 6-10% immediately after load reversal. This reduction is also observed in the exper-
imental results in [53, 55]. The simulated behaviour in the reloading step contradicts with the findings
in [55], where the instantaneous modulus decreases gradually upon reloading too. Anelasticity effects
are thus not represented completely by the crystal plasticity model, even though some departures from
linear unloading behaviour are seen.

Figure 5.24: Mechanism for plastic slip
during unloading

To determine the cause of this underprediction, the under-
lying mechanism for the observed behaviour will be iden-
tified. When comparing the slip levels at the start and end
of the unloading phase, it is seen that small differences
arise around locations at which most slip has accumulated
as indicated in Figure 5.25. Plastic slip in unloading thus
only occurs in the plastically weakest grains and can be
explained by plastic anisotropy as in Figure 5.24. If strain
recovery in the plastically hardest grains is fully elastic, an
amount of plasticity is required for strain recovery in the
plastically weakest grain if the difference in the onset of
plastic deformation is large enough. When the evolution
of plastic slip in the plastically weakest grains is investig-
ated, the following is recognised:
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(a) Results for aluminium (b) Results for DP-steel

Figure 5.25: Locations with additional plastic slip during unloading

• Anelastic effects are caused by increasing amounts of plastic slip on slip systems that were not
or significantly less active than the systems accountable for the majority of the deformation during
preloading.

• In the reloading step, plastic strain after elastic deformation initiates from those slip systems that
were most active during preloading.

It is thus shown that load reversal gives rise to slip on systems that were less favourably oriented during
forward loading. As these systems have hardened less, small amount of plastic slip can accumulate dur-
ing unloading relatively easy, leading to the observed macroscopic anelasticity effect. As the additional
plastic slip during unloading is small compared to that accumulated during preloading, no noteworthy
changes are made to the slip and dislocation density distributions. Hence, tensile reloading activates the
same slip systems that were active in preloading. As they have already hardened, the material first be-
haves elastically. Only as the stress level starts to reach the preload stress, the critically resolved shear
stresses resulting from this hardening are overcome and macroscopic yielding starts. This explains why
no nonlinearities are observed during reloading.

The observed effects are thus solely manifestations of small scale plasticity resulting plastic anisotropy
and differences in slip system hardening. This is in accordance with the findings in [51]. From the
present results it can neither be deduced with certainty whether or not such small-scale plasticity effects
are the underlying mechanism for anelasticity, nor is fully determined whether these effects are predicted
to the right extent by the current FEM-models.

The nature of the RVEs will namely influence the macroscopic response. They are currently limited
to the two-dimensional space, whereas only in three dimensions the anisotropic nature of the grains
is fully captured. A more realistic three-dimensional stress state in combination with plastic anisotropy
may enhance differences in slip system hardening and thus result in a wider distribution of stresses in
the material. The same is true if a non-uniform grain size distribution is chosen [49]. As wider stress
distributions were shown to earlier initiate plastic deformation after load removal in Section 5.3.2, it is
expected that anelasticity effects caused by small-scale plasticity become more pronounced. Results
from two-dimensional RVEs with realistic grain morphology [57] have indeed shown larger nonlinearities
in unloading than were observed in Figure 5.22.

If better fitting results cannot be obtained using realistic, three-dimensional models, one could raise the
assumption that the current crystal plasticity formulation is unable to capture the underlying physics of
anelasticity effects. Given the excellent resemblance of unloading-reloading curves for a HCT780 grade
steel obtained by a constitutive model based upon the dislocation bow-out mechanism in [53], it can
be argued that additional detail about the dislocation structure is to be added to the model formulation.
This would enable to capture deformations that are not a result of atomic bond stretching (as elastic
deformation), nor result from an increase in the number of dislocations (as plastic deformation), but
results from reversible dislocation motions within the developed dislocation structure.
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5.4.3 Conclusions and recommendations

A small amount of anelasticity was observed in the unloading curves of aluminium and dual-phase steel.
With increasing prestrain, its magnitude increases. The observed effects are caused by small scale
plasticity resulting from the different orientations of the material’s slip systems and plastic anisotropy.
Compared to experimental results, the reduction of the unloading moduli is underpredicted to a great
extent. Further simulations should be performed on three-dimensional RVEs with realistic grain morpho-
logy to see if this underprediction can be explained by the FEM-models. Including dislocation structure
details in the crystal plasticity formulation could help to be able to describe reversible dislocation motion
without the necessity of increasing the dislocation density.

Research Question 1.3 - Answer

Microplasticity effects originating from plastic anisotropy and differences in slip system hardening
add an additional strain component to the elastic unloading strain, leading to anelasticity. Its mag-
nitude was however significantly underpredicted by the current simulations.

Predicting macroscopic phenomena using a gradient-enhanced crystal plasticity model The anelasticity effect



6 | Experimental validation of the
GND-evolution

From the various simulation results, a linear increase in the total number of GNDs as function of macro-
scopic strain was observed. Additionally, GNDs primarily formed near grain boundaries. To be able to
assess the validity of the crystal plasticity model used in this work, it has to be determined whether or
not this behaviour is in accordance with the real-life material response.

In order to do so, a method that can be used to determine the GND densities within a material is
required. Using electronic backscatter diffraction (EBSD), it is possible to study crystallographic orient-
ations. Local changes in crystallographic orientation (of points within one grain) are a manifestation of
lattice curvature. As introduced before, GNDs are required to account for such gradients. It is therefore
possible to relate local orientation changes to the densities of geometrically necessary dislocation. Res-
ults from EBSD measurements can thus be used to characterise GND densities.

In their paper, Calcagnotto et. al. [58] compare two methods for this purpose. The first method is based
on the work of Kubin and Mortensen [59] and uses the kernel average misorientation (KAM), that is
directly found from the EBSD data, as measure for the local misorientation angle ϕ. The second method
is adopted from the work of Demir et. al. [60] and uses the full dislocation tensor to determine the GND
density. It was concluded that both methods are appropriate for the calculation of GND densities from
EBSD data. The first method will be used within this work for its simplicity. The GND density can then
be found from

ρGND =
2ϕ

ub
(6.1)

where u is the unit length in which the curvature is to be accommodated for and b is the length of the
Burgers vector.

The aim of this section is to provide a quantitative comparison between simulation outcomes and ex-
perimental results in terms of the evolution behaviour of GNDs. This will be done by comparing exper-
imentally characterised GND-density distributions and total GND numbers at various strain levels with
results from a simulated RVE with material parameters fitted to the response of the experimentally tested
material.

6.1 Methods

Determining macroscopic response

Experimental characterisation of the material is performed using the Kammrath & Weiss tension- com-
pression module. It can be placed directly under a microscope to be able to photograph the sample
during deformation. Tensile specimens fitting the module are laser cut from a sheet of interstitial free
(IF) steel. The samples are aligned in the rolling direction of the sheet. To be able to graphically evaluate
deformations, a square pattern consisting of four dots is painted onto one side of each specimen using
black silicone kit.

One specimen is placed in the tensile stage, after which the module is positioned under a stereo mi-
croscope. An image of the dots in the reduced section is captured to serve as reference for the strain
calculations. The specimen is now elongated while recording the tensile load. Elongation is increased
in regular intervals. At the end of each interval, a further image of the dots is taken. This process is re-
peated until the material reaches its ultimate tensile strength, marked by the moment where the applied
load first decreases with increasing elongation.
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Figure 6.1: Microscope images used for quantifying the stress-strain response of IF-steel. Top left: no
deformation, bottom right: deformation after reaching UTS

Strains are calculated from the images in Figure 6.1 by measuring the spacing between two dots aligned
horizontally in tensile direction using

εxx,i =
∆xi −∆x0

∆x0
(6.2)

where ∆xi is the interdot spacing in image i and ∆x0 is the interdot spacing in the original image.
Stresses are found by dividing the maximum load prior to interruption by the nominal area of the tensile
specimen, 3.00 x 0.70 mm.

Experimental characterisation of GND-densities

GND-densities will be characterised for three samples, elongated with 100, 200 and 300 µm, respect-
ively. For each sample, a microscope image is captured prior and after completion of the deformation
process to determine the strain level. The reduced regions are cut out of the deformed specimens. A
further sample is cut out of an undeformed specimen to serve as reference for the initial GND-density
distribution. The cut parts are placed together in a cylindrical mount.

The mounted sample is grinded in multiple steps using silicon carbide grinding paper, the coarsest grit
being 500 and the finest grit being 4000. Polishing is done in multiple steps using diamond suspensions
ranging from 9 to 0.25 µm grain size and finished by a silica suspension with a grain size of 0.04 µm.

An EBSD analysis is then performed on each sample, capturing a rectangular area of 160x120 µm with
a resolution of 0.1289 µm. KAM data is obtained for each sample by postprocessing the EBSD-results.
A kernel size of 5x5 pixels is used, corresponding to second neighbour rank. Misorientations can be
calculated between the central pixel and each pixel within its surrounding kernel using

ϕ = cos−1

(
1

2

[
max
i,j

Tr
(
SiGcG

−1
k Sj

)
− 1

])
(6.3)

where Gc and Gk are the orientation matrices for the central and kernel pixel, respectively and Si are
the proper symmetry matrices listed in Table E.2. The orientation matrices can be calculated from the
EBSD-obtained Euler angles according to (E.3) in Appendix E. The KAM-calculations are performed
using the Matlab toolbox MTEX [61]. Kernel pixels with misorientations larger than 2◦ are excluded from
the calculations.

Numerical comparison

A simulation is performed on the same 64-grained FE-model as shown in Figure 5.5. A BCC crystal
structure is assigned to the grains to represent the ferrite phase in the IF-steel. The grain size is set to
the average grain size of the experimentally characterised samples, being 12 µm as found after running
a grain detection algorithm on the EBSD-data. The sample is strained up to 8% engineering strain. The
material parameters are fitted to the experimentally determined response and are shown in Table 6.1.

E ν b c ρ
0,(α)
SSD ρ

∞,(α)
SSD γ∞ τ0 Qαβ0 - Qαβ5

[MPa] [-] [nm] [-] [mm−2] [mm−2] [-] [MPa] [-]

208199 0.3 0.286 0.1 1·107 2·109 1.0 25 1.0, 1.4, 1.4, 1.4, 1.4, 1.4

Table 6.1: Material parameters used in the validation simulations
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6.2 Results

Figure 6.2: Experimentally and numerically obtained
stress-strain results for IF-steel

The stress-strain data retrieved from the mi-
croscope images is shown in Figure 6.2, to-
gether with the best fit to this data ob-
tained from the crystal plasticity simula-
tion. The experimentally determined stress-
strain points for the samples analysed us-
ing EBSD are included in this figure too.
The numerical fit to the simulation data
is good, but is must be noted that the
value of the Taylor factor (c = 0.1)
is relatively low, indicating the magnitude
of the dislocation-induced work-hardening is
high.

The crystallographic orientations obtained from
the EBSD-measurements are shown in Fig-
ure 6.3 together with the detected grain bound-
aries. The elongation of the grains with strain

can clearly be seen from these plots. The KAM-values as derived from this data are visualised in Fig-
ure 6.4. It is shown that some scratches remain after polishing, as apparent from the straight lines
running from one edge of the image to the other. Comparing both figures shows that high misorienta-
tions are present around grain boundaries. High misorientation values also occur as parallel and evenly
spaced lines within grains.

Figure 6.3: Crystal orientations obtained using EBSD. Orientation colour code indicates pole orientations aligned
with the out-of-plane direction of the sample.

Figure 6.4: KAM-results obtained from the EBSD-data

Experimental validation of the GND-evolution Results
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Figure 6.5: Visualisation of scratch-removal filtering steps for one KAM-data image slice

To filter the scratches left from polishing, a line detection algorithm is employed to the KAM-image fol-
lowing the approach of [62]. Its subsequent steps are schematically shown in Figure 6.5. The image is
first split up into slices containing misorientation angles 0-0.2◦, 0.2-0.3◦, 0.3◦-0.4◦, . . . , 0.9◦-1◦, 1-1.25◦,
1.25◦-1.5◦, ..., 1.75-2◦. Each slice is converted into a black-and white image, from which the edges are
detected. The Hough-transform of the edge detection image is computed. Peaks in the Hough transform
are used to detect straight lines in the image’s edges. For the line finding function, a minimum length
of 10 pixels is selected. Gaps between aligned line segments are filled up to 500 pixels. Pixels on
identified lines are removed from the data set if the total line length exceeds 140 pixels. A limit is set
to the maximum number of lines that may be removed per step. The detection-and-deletion process is
repeated 5 times per image slice to remove the full width of the scratches. The remaining data points of
the slices are then assembled together again to form the cleaned KAM-image.

Each data point in the cleaned KAM-image is assigned a GND-density using (6.1). The Burgers vector
length b is 2.86·10−7 mm and the unit length u is 0.129·10−3 mm, corresponding to the EBSD pixel size.
The maximum number of lines removed per filter step is set to 20 to generate the plots. The resulting
GND-density distributions are visualised in Figure 6.6a. As they directly correlate with the KAM-values,
it is seen here too that GNDs form near grain boundaries, but also in regular patterns within grains.
With increasing strain, the overall number of GNDs within the material increases. Numerically obtained
GND-density distributions are evaluated at strain levels comparable to those of the experimental data.
The results are visualised in Figure 6.6b. GNDs are forming primarily around grain boundaries and their
number increases with strain.

The total number of GNDs is calculated by multiplying each pixel’s density by the pixel area and summing
over the total number of pixels. To allow for comparison between the experimental datasets, the total
GND number is divided by the area of the set of pixels A that were not removed during the scratch-
removal procedure:

n̄GND =

n∑
i=1

ρGND,iAi∑
j∈A

Aj
(6.4)

Averaged total GND-numbers from simulations are found using the approach in Appendix F. A qualitative
comparison of the evolution of the total GND number with strain between experimental and simulation
outcomes is shown in Figure 6.7. For the experimental results, GND numbers obtained from unfiltered
KAM-data are indicated together with those obtained from data filtered using the procedure described
above. The maximum number of lines to be removed per filtering step is set to 20, 40 and 80 to indicate
the effect of the filtering process.

The unfiltered experimental data does not show an increasing GND-number with strain. Such an in-
creasing dislocation number would be expected though, as with ongoing tensile deformation differences
in slip between grain boundary and core regions would increase due to the plastic inhomogeneity of the
material. The resulting increase in slip gradients can only be present if the number of GNDs is raised
too.

Experimental validation of the GND-evolution Results
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(a) Experimentally obtained results

(b) Numerically obtained results

Figure 6.6: Evolution of GND-density distributions with strain

Experimental results from filtered KAM-data show that the GND-number decreases if the maximum
number of filtered lines is increased. This indicates that there are still some scratches present in the
cleaned KAM-data. The GND-evolution in the remaining unscratched regions shows an approximately
linear dependence on the macroscopic strain for all filters. A linear increasing dislocation density with
strain is observed from the simulations too. However, here the initial GND-number equals zero. This is
similar to the results of the Hall-Petch simulations but contradicts the experimental findings.

Figure 6.7: Evolution of the averaged GND-number with strain
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6.3 Discussion of results

The evolution behaviour of GNDs is found comparable between experiments and simulations. No initial
GND-distribution is observed in the numerical results, though. This is caused by the fact that initially, no
plastic deformation is present in the material and thus no slip gradients are present. Only at the start
of plastic deformation, GNDs start to form and evolve with deformation. Results from the cyclic loading
tests performed using pre-deformed samples in Section 5.3.2 show that GND-numbers always increase
linearly with strain, even if an initial dislocation distribution is present. Their evolution behaviour is thus
maintained with the presence of an initial dislocation density. This indicates that the fit of the simulations
with reality can be improved by a suitable GND-distribution initialisation strategy. It may even lower the
GND-induced hardening rate, as the experimentally observed initial dislocation number results in a lower
GND-generation rate.

In experiments, higher amounts of GNDs seem to be present within the core regions of the grains,
especially at higher strain levels. The evenly spaced and parallel directions of the lines in which they
tend to form within grains, may however indicated that these apparent GNDs are artefacts of remaining
scratches on the material’s surface. This aspect may thus require further investigation using even finer
polished samples.

In a very recent publication, Kundu and Field [63] performed experiments similar to those within this
work. They characterised GND densities in interstitial-free steel samples up to plastic strain of 13.6%
using dislocation density tensors obtained by EBSD-measurements. They found a linear increase of
the average GND-density, which is directly correlated to the averaged GND-number used in this work,
with increasing strain. The GND-distribution showed concentration of GNDs near grain boundaries, just
as observed experimentally and numerically in this work. The GND-patterns observed within grains as
visual in Figure 6.6a are however not present. This raises the assumption that they indeed originate
from polishing scratches.

6.4 Conclusions and recommendations

Experimentally obtained GND-distributions using EBSD-characterisation show that GNDs form primar-
ily around grain boundaries and their number increases with strain. This behaviour is in accordance
with the simulation results. The initial GND-distribution present in the experimental samples is miss-
ing in the numerical results and should be incorporated to improve the simulations. Plotting the total
GND-numbers versus strain reveals that GND-numbers increase approximately linear with strain in both
experiments and simulation. This is in accordance with recent experimental findings in literature and in-
dicates the validity of the GND-calculations implemented in the crystal plasticity model. The correctness
of simulated GND-distributions within grains needs to be further validated using finer polished samples
to rule out artefacts from surface scratches.

Experimental validation of the GND-evolution Discussion of results
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The elastic check in a conventional stress-update algorithm can be omitted if a suitable, continuously
differentiable approximation of the max-function is applied to the flow-criteria. Within the crystal plasticity
framework, the application of such a modified algorithm was found to be limited to problems with small
incremental lattice rotations. For large incremental rotations, the stability of the active set of slip systems
could not be maintained. Further research into the incorporation of stable tracking method for the active
set is required for the modified code to become fully implementable.

The GND-density computation script that originated from the small-strain definition of the Burgers tensor
is also applicable in a finite-strain framework. As perquisite, the plastic slip gradients have to be pro-
jected onto slip systems that are expressed in the same (referential or spatial) configuration as these
gradients. For the latter variant, a suitable lattice rotation update scheme has to be employed. The
version based on referential gradients is most accurate in terms of modelling assumptions and most
resistant against convergence errors in FEM-simulations.

Three macroscopic phenomena were investigated using two-dimensional, rectangular RVEs with hexag-
onal grains, being the Hall-Petch, Bauschinger and anelasticity effect. From these simulations, a number
of general conclusions can be made. GNDs form primarily around grain boundaries, as caused by the
presence of large slip gradients in these regions. Slip gradients near grain boundaries are a result of
the plastic anisotropy of adjacent grains, which by the requirement of continuous deformations leads to
differences in slip between a grains core and outer region. The total number of GNDs increases linearly
with strain, whereas the SSD-number tends to saturate with increasing strain. The total GND-number is
linearly dependent on the inversed grain size, originating directly from the Burgers vector length relating
the slip gradients to the GND density.

The experimentally observed grain size-dependent work hardening behaviour as described by the Hall-
Petch relation is captured very well by the gradient-enhanced crystal plasticity model. The presence of a
realistic initial dislocation distribution can further enhance these results, as reasoned from the absence
of a grain size-dependent initial yield stress. The Bauschinger effect as predicted by the crystal plasti-
city model was found to originate from a non-uniform stress-distribution within the material, caused by
plastic anisotropy and the continuity requirement at grain boundaries. Incorporation of the GND density
in the slip system hardening equations increases the magnitude of the Bauschinger effect by widening
of these stress-distributions. This widening is attributed to the non-uniform distribution of GNDs over
the grains. Fitting material data to an experimental tensile curve did not necessarily produce a good fit
to experimental cyclic results. The clear influence of a pre-rolling step on the simulated macroscopic
response however supports the hypothesis that the results can be improved if the material’s deformation
history is included in the simulations. In unloading, a nonlinear and increasingly reducing instantaneous
modulus was observed. This qualitatively corresponds to anelasticity effects observed experimentally,
but the magnitude of this effect was significantly underpredicted by the current implementation of the
crystal plasticity model. The origin of the observed anelasticity lies in small-scale plastic deformation of
a limited number of material points during unloading. Enhancement of the RVEs to three-dimensional
models with realistic texture can increase the magnitude of anelasticity. Another option to improve its
representation is to include reversible dislocation motion in the constitutive framework of the crystal plas-
ticity model.

EBSD-characterised GND-density distributions in interstitial-free steel show GNDs primarily accumulate
around grain boundaries. The total GND number rises almost linearly with strain and an initial disloca-
tion density is present. The GND-evolution is thus found to be correctly predicted by the crystal plasticity
model, but the initial dislocation density is to be included to improve the results.

Altogether, a gradient-enhanced crystal plasticity model can be regarded to be well applicable in pre-
dicting macroscopic phenomena that can clearly be related to size effects and plasticity effects resulting
from plastic anisotropy of a material’s constituent grains. It is not yet fully applicable to effects that may
originate from microstructural effects that do not involve dislocation-generation, as is the case for the
anelasticity effect.
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A | Derivation of kinematical model assuming
small elastic stretch

The aim of this section is to derive the kinematical description of finite strain crystal plasticity under the
assumption of small elastic stretch and arbitrary large plastic deformation. The derivation serves as val-
idation of the kinematical basis for the lattice rotation update that is currently implemented in the stress
update algorithm of the crystal plasticity finite element model, as described by Perdahcioğlu [29].

The kinematic framework for a crystal plasticity model is commonly based on a multiplicative split of the
deformation gradient, also known as the Kröner decomposition:

F = FeFp (A.1)

An intermediate configuration is defined that leaves the crystal lattice of the material undistorted and
unrotated. The plastic deformation gradient Fp maps the initial configuration B0 to this fictitious inter-
mediate configuration B̄. It is defined such that the lattice rotation is completely included in the elastic
deformation gradient Fe, which maps the intermediate configuration to the current configuration B. This
decomposition forms the basis for [29].

Kok et. al. [64] use the polar decomposition of the elastic deformation gradient into Fe = VR, with V the
left stretch tensor and R the rotation tensor, to define another intermediate configuration B̂. A schematic
overview of this decomposition is given in Figure A.1.

Figure A.1: Schematic representation of the multiplicative decomposition F = VRFp. Figure adapted from [64]

The spatial velocity gradient L now can be written as

L = ḞF−1 =
(
V̇RFp + VṘFp + VRḞp

)(
F−1
p RTV−1

)
= V̇V−1 + VṘRTV−1 + VRḞpF

−1
p RTV−1 (A.2)

If Fp leaves the lattice undistorted, the spatial velocity gradient expressed in the coordinates of B̄ is given
by

L̄ = ḞpF
−1
p (A.3)
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and because F̂p = RFp, the definition of the velocity gradient in configuration B̂ reads

L̂p =
(
ṘFp + RḞp

)
F−1
p RT = ṘRT + RL̄pR

T (A.4)

The left stretch tensor contains the elastic strains. Assuming small strains, this tensor can also be written
as V = I + ε and thus V̇ = ε̇ and V−1 = I− ε, where I is the second order identity tensor. Substitution
of these relations in (A.2) yields

L = ε̇ (I− ε) + (I + ε) ṘRT (I− ε) + (I + ε) RḞpFpR
T (I− ε)

= ε̇− ε̇ε + ṘRT + RḞpFpR
T + ε

(
ṘRT + RḞpFpR

T
)
−(

ṘRT + RḞpFpR
T
)
ε− ε

(
ṘRT + RḞpFpR

T
)
ε

= ε̇− ε̇ε + L̂p + εL̂p − L̂pε− εL̂pε (A.5)

By definition, all second order tensors can be decomposed into a symmetric and a skew-symmetric parts
and thus L = D + W. Here, the rate of deformation tensor D resembles the symmetric and the spin
tensor W resembles the skew-symmetric part of the velocity gradient. As the total deformation gradient
L can be decomposed as such, so do the representations L̄ and L̂. This makes it possible to write the
resulting expression from (A.5) as

D = ε̇− 1

2

(
ε̇ε + (ε̇ε)

T
)

+ D̂p + εŴp − Ŵpε− εD̂pε

W = − 1

2

(
ε̇ε− (ε̇ε)

T
)

+ Ŵp + εD̂p − D̂pε− εŴpε (A.6)

by considering its symmetric and skew-symmetric parts.

Further simplification of (A.6) is possible if the elastic strain is assumed to be so small that V ≈ I and
thus all terms containing ε and ε̇ in (A.6) disappear. The final configuration is then represented by B ≈ B̂
and the final velocity gradient equals the definition in (A.4): L ≈ L̂. By using the formal definition of the
symmetric and skew-symmetric part of this tensor, the additive decomposition is derived as:

D =
1

2

(
L + LT

)
=

1

2

(
ṘRT + RṘ

T
)

+ RD̄pR
T = RD̄pR

T

W =
1

2

(
L− LT

)
=

1

2

(
ṘRT −RṘ

T
)

+ RW̄pR
T = ṘRT + RW̄pR

T (A.7)

by making use of ṘRT = −RṘ
T

. Recalling that the elastic velocity gradient can be written as Le =
ṘRT in the case of negligibly small elastic stretch, it has now been shown that the plastic velocity
gradient can be rewritten as an additive decomposition of its plastic and elastic parts as

L = D + W = We + Re

(
D̄p + W̄p

)
RT
e (A.8)

which equals the final result obtained in [29]. The derivation therein has thus been validated by applying
the small elastic stretch assumption to the decomposition proposed by Kok et. al.

Derivation of kinematical model assuming small elastic stretch



B | Continuously differentiable approximation
of the max() function

The max() function can be approximated with several continuously differentiable functions, each of which
have different characteristics in terms of approximation accuracy, numerical stability and convergence
behaviour in a stress-update algorithm. Three different functions were tested in the context of this work,
being a modified generalised mean function, the soft maximum function and the hyperbolic tangent
smoothing function. These functions and their derivatives are given in Table B.1.

A parameter q is introduced in each function. This parameter controls the rate with which the approx-
imation function changes its slope in the transition region between the function value of φ and 0. The
relation between q and the resemblance between φ̄ and max(0, φ) is indicated in Table B.1. The shift
parameter δ > 0 in the generalised mean function also affects the size of the transition region.

(a) Approximation of φ(x) (b) Approximation of ∂φ
∂x

Figure B.1: Comparison of different approximations for the max() function with φ = 1− x

Figure B.1a shows the three approximations applied to the test function φ = 1 − x. The approximated
derivatives ∂φ̄

∂x = ∂φ̄
∂φ

∂φ
∂x are depicted in Figure B.1b. The control parameter q is set to 10 for both the

generalised mean and soft maximum functions. For the tanh-smoothing function, q = 10−1 and δ = 10−1.
Both the generalised mean function and soft maximum function lie above the original lines and converge
to 0 in the limit x→∞. The tanh-smoothing function lies below the original lines in the transition region,
apart from the point where φ(x) = 0, where also φ̄(x) = 0.

Table B.1: Overview of continuously differentiable approximation of the max() function

φ̄ = ∂φ̄
∂φ = φ̄→ max(0, φ) if

generalised mean 1
2

(
(φq + δq)

1/q
+ φ

)
1
2

(
φq−1 (φq + δq)

1
q−1

+ 1
)

q →∞, δ → 0

soft maximum 1
q log

(
1 + eqφ

)
eqφ/

(
1 + eqφ

)
q →∞

tanh-smoothing φ
2

(
1 + tanh

(
φ
q

))
1
2

1 + tanh

(
r̃
(α)
0

q

)
+ φ

q cosh2

(
r̃
(α)
0
q

)
 q → 0
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For the chosen control parameters, the error in the transition area is largest for the generalised mean
function. A significant reduction of this error is however possible by reducing δ and, less effective, by
increasing q. The approximation error for the soft maximum function can partially be remedied by in-
creasing the value for q, but this can cause overflow of the term eqφ especially when φ takes larger
values. The soft maximum function is thus less suitable for numerical implementation. The approxima-
tion of the tanh-smoothing function is already good for a relatively large value for q and can be effectively
improved by further reducing this control parameter.

Convergence behaviour of approximation functions

In terms of accuracy, the generalised mean and tanh-smoothing function seem favourable choices to
replace the max() function in the modified stress-update algorithm. To determine the version that will
finally be implemented, the approximation functions are implemented in a single yield surface return
mapping algorithm and their convergence behaviour is studied. A material model with Von-Mises plasti-
city and Nadai hardening is simulated. The original yield criterion for this material is defined in terms of
the plastic parameter γ as

φ = σ̄∗ − E

1 + ν
γ −

√
2

3
(σ0 + C (εeq + ε0)

n
) (B.1)

and will be approximated by φ̃ using the equations in Table B.1. The derivative of the flow criterion with
respect to the plastic parameter is

∂φ

∂γ
= − E

1 + ν
− nC

√
2

3

(√
2

3
γ + ε0

)n−1

(B.2)

and will be approximated by ∂φ̃
∂γ = ∂φ̃

∂φ
∂φ
∂γ using the relations in Table B.1. In (B.1) and (B.2), σ̄∗ is the

trial Von-Mises equivalent stress and εeq is the equivalent plastic strain. σ0, C, ε0 and n are hardening
parameters. E is the material’s Young’s modulus and ν is the Poisson’s ratio.

The return-mapping algorithm is applied to a test problem with the parameters shown in Table B.2. The
strain is prescribed in one load increment. Figure B.2 shows the convergence rate of the different func-
tions. It is seen that all approximation functions converge, but at different rates. Both the generalised
mean as well as the hyperbolic tangent function initially show a quadratic convergence rate, whereas
the convergence rate of the soft maximum function is linear and thus unfavourable.

The numerical outcomes of the different simulations are given in Table B.3. The deviation of the final
result obtained using the soft maximum function compared to that of the original code is significant.
This difference can be attributed to the asymptotic behaviour of the soft maximum and the inability to
decrease the size of the transition region due to overflow of the exp() operator. The final results of the
other approximations are identical to that of the original code up to the precision of the convergence
tolerance.

Due to its favourable convergence behaviour and ability to exactly capture the elastic-plastic transition
point φ(γ) = 0, the tanh-smoothing function will be implemented in the modified crystal plasticity stress
update algorithm in Section 3.1.1.

Continuously differentiable approximation of the max() function
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Table B.2: Parameters for the covergence test

Parameter Value Parameter Value

σ0 315.7 MPa C 957.9
ε0 0.177 n 0.0017143
E 210000 MPa ν 0.3
q (generalised mean) 10 δ 10−8

q (tanh-smoothing) 10−5 q (smooth maximum) 1

ε [0.005,−0.0025,−0.0025, 0, 0, 0]T

Convergence criterion |φ̄| < 10−8 (for original code, |φ| < 10−8)

Table B.3: Final solution values obtained with the different algorithms

Algorithm Equivalent plastic strain σ

Original (with elastic check) 0.00341768 [255.605, −127.803, −127.803, 0, 0, 0]T

Soft maximum approximation 0.00317253 [295.206, −147.603, −147.603, 0, 0, 0]T

Generalised mean approximation 0.00341768 [255.605, −127.803, −127.803, 0, 0, 0]T

Tanh-smoothing approximation 0.00341768 [255.605, −127.803, −127.803, 0, 0, 0]T

(a) Convergence rate for
the soft maximum function

(b) Convergence rate for
the generalised mean function

(c) Convergence rate for
the tanh-smoothing function

Figure B.2: Comparison of convergence rate of the different approximation functions

Continuously differentiable approximation of the max() function



C | Stress-update algorithm flowcharts

Table C.1: Original algorithm formulation

Initialisation:

1. Define γk = γn
2. Get trial stress σ∗ = σn + Ce : dεn

Elastic check

3. Determine flow criteria φ(α) ∀ α ∈ [1, ..., n]

(a) Get Schmid tensor
P

(α)
k = sym

(
Re,nRm,n s(α) ⊗ n(α)RT

e,nR
T
m,n

)
(b) Calculate resolves shear stress τ(α)

k = σ∗ : P
(α)
k

(c) Determine flow criterion φ(α) = τ
(α)
k − τ(α)

cr

(
γ

(α)
k ,∇γ(α)

n

)
4. If φ(α) ≤ 0 ∀ α ∈ [1, ..., n], the step is elastic,

set εpn+1 = εpn+1, σn+1 = σ∗, Cepn+1 = Ce, An+1 = ∅ and
exit.

Plastic slip update

5. Set active set A = An
6. Initialise k = −1, γk = 0

7. While
∑
α∈A

||r(α)
k+1|| > tol and k < max iter do:

(a) Update k = k + 1

(b) If k > 0, calculate ∆γ
(α)
k+1 = B(αβ)∗−1

r(β).

i. Update γ(α)
k+1 = γ

(α)
k + ∆γ

(α)
k+1

ii. Apply scaling update γ(α)
k+1 = γ

(α)
k + (1− θ)∆γ(α)

k+1 with

θ = min
α∈A

(
1−

γ
(α)
k

∆γ
(α)
k+1

)
if any ∆γ(α) < 0 and store most

violated system

(c) Update plastic strain εp,k+1 =
∑
α∈A

γ
(α)
k+1P

(α) and

stress state σk+1 = σ∗ − Ce : εp,k+1

(d) Calculate r(α)
k+1 ≡ φ

(α) (σ∗) as defined in 3.

(e) Determine Jacobian B(αβ)∗ = P(α) : Ce : P(β) +
∂τ

(α)
c

∂γ
(β)
k+1

and perform perturbation B̂(αβ)∗ = B(αβ)∗ + εI for singular
B(αβ)∗

8. If
∑
α∈A

r(α)∆γ(α) < 0,

remove most violated system as in 7(b) from A and go to 6.
9. If φ(α) > 0 for some α ∈ [1, ..., n]/A,

add maximally loaded system to A and go to 6.

Elastoplastic moduli update

10. Cepn+1 = Ce−
n∑
α=1

n∑
β=1

B(αβ)∗−1
(
Ce : P(α)

)
⊗
(
P(β) : Ce

)

Algorithmic stress update with active set search

Table C.2: Modified algorithm formulation

Initialisation:

1. Define γk = γn
2. Get trial stress σ∗ = σn + Ce : dεn

Plastic slip update

3. Initialise k = −1, γk = 0

4. While
n∑
α=1
||r(α)
k+1|| > tol and k < max iter do:

(a) Update k = k + 1

(b) If k > 0, calculate ∆γ
(α)
k+1 = B(αβ)∗−1

r(β)

i. If r(α)∆γ(α) < 0 for a system α, set r(α) and corres-
ponding rows in B(αβ) to 0, perform perturbation B̂(αβ)∗ =

B(αβ)∗ + εI for singular B(αβ)∗ and go to 4(b)
ii. Update γ(α)

k+1 = γ
(α)
k + ∆γ

(α)
k+1

(c) Update plastic strain εp,k+1 =
∑
α∈A

γ
(α)
k+1P

(α) and

stress state σk+1 = σ∗ − Ce : εp,k+1

(d) Calculate r(α)
k+1 ≡ φ̃

(α) = f
(
φ

(α)
0 (σ∗)

)
i. Get Schmid tensor

P
(α)
k = sym

(
Re,nRm,n s(α) ⊗ n(α)RT

e,nR
T
m,n

)
ii. Calculate resolves shear stress τ(α)

k = σ∗ : P
(α)
k

iii. Determine flow criterion φ(α)
0 = τ

(α)
k − τ(α)

cr

(
γ

(α)
k ,∇γ(α)

n

)
iv. Calculate residual r(α) = 1

2φ
(α)
0

(
1 + tanh

(
φ

(α)
0
q

))
(e) Determine Jacobian:

A(α) = 1
2

(
1 + tanh

(
φ

(α)
0
q

)
+ q−1 cosh−2

(
φ

(α)
0
q

))
B

(αβ)∗
0 = P(α) : Ce : P(β) +

∂τ
(α)
c

∂γ
(β)
k+1

,

B(αβ)∗ = A(α)B
(αβ)∗
0 and perform perturbation B̂(αβ)∗ =

B(αβ)∗ + εI for singular B(αβ)∗

Elastoplastic moduli update

5. Cepn+1 = Ce−
n∑
α=1

n∑
β=1

A(α)B(αβ)∗−1
(
Ce : P(α)

)
⊗
(
P(β) : Ce

)

Algorithmic stress update without active set search and elastic check
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D | Driver input files for future work

In the FEM-simulations performed with the modified stress-update algorithm, it was found that conver-
gence problems arise with increasing lattice rotations. A series of additional simulations was performed,
in which a square shell body was subjected to simple shear deformation. Using the original stress up-
date algorithm with active set prediction, the final strain state in one integration point of the most-rotated
elements was retrieved. These strains can be loaded into the material point driver to identify the dif-
ference in behaviour between the original and modified algorithmic formulations. A total of three input
files for the material point driver is shown below. For each of the inputs, the modified algorithm fails
to converge, whereas the original code finds a solution. These input files can thus be used in further
improvement of the modified stress-update algorithm.

STATE_VAR 60
LOAD_TYPE 4
TOLERANCE 1e−6

BEGIN_MATERIAL
210000.0d0 0.3d0 24.0d0 0.0d0 0.0d0 0.0d0 2.86d−7 0.7d0 1.0d6 5.0d7 0.5d0
END_MATERIAL

BEGIN LOAD
1 2 4
1000 −0.048784d0 0.0455731d0 0.0d0 0.00201369d0 0.0d0 0.0d0 1.0d0
END LOAD

STATE_VAR 60
LOAD_TYPE 4
TOLERANCE 1e−6

BEGIN_MATERIAL
210000.0d0 0.3d0 24.0d0 0.0d0 0.3d0 0.2d0 2.86d−7 0.7d0 1.0d6 5.0d7 0.5d0
END_MATERIAL

BEGIN LOAD
1000 −0.0281359d0 0.0237463d0 0.0d0 0.00734103d0 0.0d0 0.0d0 1.0d0
END LOAD

STATE_VAR 60
LOAD_TYPE 4
TOLERANCE 1e−6

BEGIN_MATERIAL
210000.0d0 0.3d0 24.0d0 0.0d0 0.0d0 0.0d0 2.86d−7 0.7d0 1.0d6 5.0d7 0.5d0
END_MATERIAL

BEGIN LOAD
1000 0.0188577d0 −0.0149592d0 0.0d0 0.00462693d0 0.0d0 0.0d0 1.0d0
END LOAD
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E | Generating RVEs with random
disorientation distributions

Within the crystal plasticity method, often representative volume elements (RVEs) with a limited amount
of grains are used. Each grain therein is assigned a specific crystallographic orientation. When RVEs
are computer-generated, i.e. its crystallographic orientations are not obtained from a physical crystallo-
graphic texture, often random Euler angles are assigned to each grain. However, not every combination
of random Euler angles represents a random crystallographic orientation. To address this problem, a
method for generating random orientations from Euler angles in introduced in Section E.1. Furthermore,
not every combination of random orientations will result in a random texture. This is especially the case
for RVEs with a small number of grains. A method for determining the distribution of disorientations in
an RVE is described in Section E.2. Combining the results from Sections E.1 and E.2, suitable models
for simulating the macroscopic behaviour of polycrystalline materials will be generated in Section E.3.

E.1 Generating random crystallographic orientations

For specifying the grain orientation in the crystal plasticity model used in this work, Euler angles in
Bunge format are used. The rotated basis (x′,y′, z′) specifying the grain orientation is found by rotating
the reference frame (x,y, z) using the angles φ1, Φ and φ2 as:

(x,y, z)
z-axis−−−→
φ1

(u,v,w)
u-axis−−−→

Φ
(u,w, z′)

z′-axis−−−−→
φ1

(x′,y′, z′) (E.1)

As the rotations are applied successively, a random selection of Euler angles will not automatically result
in a random final orientation. A method for generation random orientations is described by Becker [65].
First, a random rotation about the z-axis is performed. Then, the z-axis is rotated to a random point on
a sphere. The rotation matrix R specifying the rotated basis (x′,y′, z′) in terms of the reference frame
(x,y, z) is found as follows. Three random numbers ni ∈ [0, 1], i = 1, 2, 3 are generated. From those
numbers, the parameters

θ = n1 − π
φ = πn2

z = 2n3 (E.2)

are calculated. From these parameters, the material orientation matrix Rm is defined as

Rm =

cos θ − z sin(φ− θ) sinφ sin θ − z cos(φ− θ) sinφ sinφ
√

2z − z2

sin θ − z sin(φ− θ) cosφ cos θ − z cos(φ− θ) cosφ cosφ
√

2z − z2

− sinφ
√

2z − z2 − cosφ
√

2z − z2 1− z

 (E.3)

The calculation of the Euler angles from this rotation matrix follows the approach described in [66]
and is shown in Table E.1. For creating the RVEs, a total of 1000 random crystal orientations are
generated using Equations (E.2) and (E.3). Figure E.1 shows the set of Euler angles φ1, Φ and φ2

and the orientations of the z′-axis for this set. It is seen that the z′-axes are well-distributed over the
spherical domain, but that the Euler angles are not randomly distributed over the domain (φ1, Φ, φ2).
The generation method described above has thus provided a more randomly distributed set of crystal
orientations than that resulting from generating orientations from three random Euler angles.

73



Investigation of the Scope and Limitations of Gradient Enhanced Crystal Plasticity in Explaining Macroscopic Phenomena | 74

Figure E.1: Visualisation of generated random crystal orientations

Table E.1: Determining Euler angles from rotation matrix

φ = cos−1R33

if φ = 0:

φ1 = tan−1
(
−R21
R11

)
φ2 = 0

else if φ = π:

φ1 = tan−1
(
R21
R11

)
φ2 = 0

otherwise:

φ1 = tan−1
(
−R31
R32

)
φ2 = tan−1

(
R13
R23

)
if φi < 0, i = 1, 2:

φi = φi + π

Pseudo-code for computing Euler angles

E.2 Calculating disorientation distributions

Given two adjacent grains with orientation matrices G1 and G2, the misorientation between grains 1
and 2 can be calculated from R = G1G

−1
2 . The disorientation between the two grains is defined as

the smallest of all symmetrically equivalent misorientations. According to MacKenzie, the disorientation
angle ψd can be expressed as [39]:

1 + 2 cosψd = max
i,j

Tr (SiRSj)⇒ ψd = cos−1

(
1

2

[
max
i,j

Tr (SiRSj)− 1

])
(E.4)

in which Si is one of the 24 rotation matrices representing proper symmetry rotations as shown in
Table E.2. The disorientation distribution can be obtained by calculating ψd for every possible pair of
adjacent grains and computing the empirical cumulative density function (CDF) from this disorientation
data. The empirical CDF F̂n(t) can be found using

F̂n(t) =
number of elements in sample ≤ t

n
(E.5)
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Table E.2: Proper symmetry rotation matrices Si

S1 =

1 0 0
0 1 0
0 0 1

 , S2 =

−1 0 0
0 −1 0
0 0 1

 , S3 =

1 0 0
0 −1 0
0 0 −1

 , S4 =

−1 0 0
0 1 0
0 0 −1

 ,
S5 =

0 −1 0
1 0 0
0 0 1

 , S6 =

 0 1 0
−1 0 0
0 0 1

 , S7 =

1 0 0
0 0 −1
0 1 0

 , S8 =

1 0 0
0 0 1
0 −1 0

 ,
S9 =

 0 0 1
0 1 0
−1 0 0

 , S10 =

0 0 −1
0 1 0
1 0 0

 , S11 =

0 1 0
1 0 0
0 0 −1

 , S12 =

0 0 1
0 −1 0
1 0 0

 ,
S13 =

−1 0 0
0 0 1
0 1 0

 , S14 =

0 1 0
1 0 0
0 0 1

 , S15 =

 0 0 −1
0 −1 0
−1 0 0

 , S16 =

1 0 0
0 0 1
0 1 0

 ,
S17 =

0 0 1
1 0 0
0 1 0

 , S18 =

0 1 0
0 0 1
1 0 0

 , S19 =

 0 1 0
0 0 −1
−1 0 0

 , S20 =

0 −1 0
0 0 −1
1 0 0

 ,
S21 =

 0 −1 0
0 0 1
−1 0 0

 , S22 =

0 0 −1
1 0 0
0 −1 0

 , S23 =

 0 0 −1
−1 0 0
0 1 0

 , S24 =

 0 0 1
−1 0 0
0 −1 0



E.3 RVEs with random disorientation distributions

To obtain models with a sufficiently random disorientation distribution to be used in simulating the Hall-
Petch behaviour, trial RVEs consisting out of 8, 16, 32 and 64 grains were generated. For the first three
grain numbers, a total of 5000 RVEs is generated. For 64 grains, a total of 1000 RVEs is sampled. Each
grain within an RVE is randomly assigned an orientation from the set of 1000 Euler angles generated
in Section E.1. For each RVE, the empirical disorientation CDF is calculated. A histogram with equally
wide bins, centred around the disorientation angles ψd = 0◦, 5◦, ..., 70◦, is then calculated from this CDF.
This allows for comparison with the MacKenzie-distribution for disorientations in random polycrystals
[39]. The deviation with the random disorientation distribution is calculated from

δ =

15∑
i=1

|p(ψi)− p̂(ψi)| (E.6)

where p(ψi) is the MacKenzie-distribution evaluated at disorientation angle ψi, p̂(ψi) is the height of the
histogram bin centred around ψi obtained from the empirical CDF of the RVE and ψi ∈ [0◦, 5◦, ..., 70◦].

Figure E.2 shows the deviation with the MacKenzie-distribution for the generated trial-RVEs. It can be
seen that for a larger grain number, the spread in the deviations becomes less. This indicates that for
the 32 and 64-grain models, less effort has to be taken to obtain a more or less random texture. For
an 8-grain model, only a very limited combination of angles will result in a random texture. However, for
all four grain numbers, a satisfactory uniform disorientation distribution can be found as shown in Fig-
ure E.3. The grain orientation assignments for the best-possible disorientation distributions are provided
in Table E.3. The locations of the different grains in the RVEs are indicated in Figure E.4.
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(a) 8 grain RVE (b) 16 grain RVE

(c) 32 grain RVE (d) 64 grain RVE

Figure E.2: Sum of the differences between histogram bin heights at ψd = 0◦, 5◦, ..., 70◦ and the
MacKenzie-distribution

(a) 8 grain RVE (b) 16 grain RVE

(c) 32 grain RVE (d) 64 grain RVE

Figure E.3: Best-obtained disorientation distributions for various numbers of hexagonal grains

Generating RVEs with random disorientation distributions RVEs with random disorientation distributions
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(a) 8 grain RVE (b) 32 grain RVE

(c) 16 grain RVE (d) 64 grain RVE

Figure E.4: Grain assignments for various RVE sizes. Corresponding colours indicate grains with the same
material assignment and orientation.

Table E.3: Grain orientations used in the 8, 16, 32 and 64-grain RVEs

8 grains

Grain # φ1 Φ φ2

1 3.549 2.807 5.918
2 2.983 0.751 3.394
3 5.304 1.198 5.501
4 3.883 2.145 0.061
5 4.944 1.539 1.655
6 4.970 0.443 1.495
7 3.999 1.727 4.279
8 2.859 2.631 1.739

16 grains

Grain # φ1 Φ φ2

1 5.329 0.776 4.589
2 5.298 0.271 4.087
3 0.743 0.821 2.880
4 4.944 1.673 3.017
5 0.630 0.658 2.615
6 5.919 1.185 3.285
7 3.176 1.674 0.493
8 1.634 0.493 1.708
9 2.338 1.308 4.324

10 3.419 2.333 4.661
11 1.445 1.246 1.438
12 2.117 1.355 5.597
13 0.542 1.569 4.934
14 3.320 1.110 1.430
15 3.866 1.462 6.005
16 0.344 2.601 3.286

32 grains

Grain # φ1 Φ φ2

1 1.968 2.816 2.538
2 0.542 1.569 4.934
3 4.441 1.118 4.448
4 3.999 1.727 4.279
5 4.500 2.812 2.892
6 1.487 1.150 1.726
7 2.588 2.717 2.553
8 1.608 1.460 5.068
9 3.568 1.643 2.650

10 2.613 2.456 0.534
11 0.824 1.511 3.271
12 2.727 1.125 1.916
13 4.197 2.438 3.724
14 5.786 1.039 0.449
15 5.142 1.651 2.385
16 6.011 2.311 3.017
17 6.280 1.575 5.633
18 0.647 1.538 2.627
19 1.566 1.017 5.075
20 5.971 1.931 0.445
21 4.554 1.413 1.644
22 6.268 1.678 3.751
23 2.037 2.168 2.501
24 3.357 0.993 1.926
25 0.846 2.036 2.056
26 4.734 1.740 0.275
27 1.528 1.320 1.249
28 1.246 1.309 4.747
29 2.193 0.391 0.960
30 0.929 2.507 2.142
31 5.105 2.513 3.492
32 0.849 2.158 0.094

64 grains

Grain # φ1 Φ φ2

1 5.845 1.301 2.880
2 5.492 2.581 3.484
3 4.648 0.394 3.229
4 6.011 2.311 3.017
5 4.006 1.579 5.765
6 3.637 0.427 5.118
7 1.069 2.424 0.296
8 4.666 1.550 4.767
9 5.566 2.989 5.088

10 1.428 1.886 0.082
11 1.893 2.490 4.262
12 3.754 2.556 1.982
13 6.060 2.284 3.768
14 2.254 2.282 1.077
15 5.163 2.138 1.381
16 2.193 0.391 0.960
17 1.282 2.615 3.997
18 6.011 2.311 3.017
19 3.924 1.176 0.664
20 3.174 2.615 3.471
21 2.886 0.677 5.710
22 4.288 1.232 1.118
23 1.000 0.262 2.281
24 0.139 1.556 3.219
25 1.334 2.603 4.994
26 4.606 2.261 5.136
27 2.033 2.893 0.399
28 0.562 2.422 2.870
29 1.494 2.427 2.000
30 3.421 2.092 6.110
31 1.193 2.013 2.460
32 5.229 2.618 3.462

64 grains - continued

Grain # φ1 Φ φ2

33 3.576 1.599 2.545
34 3.278 0.799 2.150
35 3.385 2.143 6.087
36 4.709 1.843 2.765
37 4.622 1.783 3.240
38 4.107 1.143 3.165
39 1.634 0.493 1.708
40 2.316 2.327 2.718
41 3.428 2.589 0.934
42 2.481 2.092 2.799
43 5.588 1.721 3.220
44 3.931 1.527 5.458
45 4.788 0.290 0.927
46 5.054 1.254 4.047
47 2.027 1.295 1.783
48 6.123 2.224 1.141
49 1.391 0.765 4.549
50 1.968 2.816 2.538
51 2.727 1.828 0.709
52 3.056 1.960 5.606
53 0.266 1.868 1.584
54 4.775 0.623 5.751
55 1.858 2.821 2.372
56 3.023 1.109 0.155
57 0.010 1.679 2.366
58 6.123 2.224 1.141
59 0.784 0.729 0.912
60 3.884 0.574 3.824
61 2.319 1.185 1.528
62 3.216 0.793 0.672
63 2.201 2.254 0.371
64 0.540 1.597 6.278
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F | Numerical integration of dislocation
densities

Figure F.1: Schematic overview of a
quadratic triangular element

To obtain the total number of statistically stored and geometric-
ally necessary dislocation in an element, the dislocation dens-
ities must be integrated over the element surface:

nSSD =

∫∫
A

ρSSD(x, y)dA , nGND =

∫∫
A

ρGND(x, y)dA (F.1)

The stress update and gradient calculation user subroutines in
Abaqus calculate the values for the dislocation densities at the
integration points. The dislocation numbers can thus be found
from these values using numerical integration. For triangular
elements, the numerical approximation becomes:

n(·) =

∫∫
A

ρ(·)(x, y)dA =

∫ 1

0

∫ 1−L1

0

ρ(·)(L1, L2) det(J)dL1dL2 ≈
nGP∑
i=1

ρ(·)(L1i, L2i)wi det (Ji) (F.2)

in which i indicates the number of the integration point, wi are the weight factors for the element’s Gauss
integration scheme and J is the Jacobian matrix that transforms the integral into natural coordinates.
Its determinant det (Ji) is evaluated at the natural coordinates of the corresponding Gauss point. For a
fully integrated, quadratic triangular element as in Figure F.1, the interpolation functions, Gauss points
locations and corresponding weight factors are given in Table F.1.

The Jacobian matrix, defined as J =

[
∂x
∂L1

∂y
∂L1

∂x
∂L2

∂y
∂L2

]
can be calculated from the vector of nodal coordinates

X and the vector with interpolation functions N = [N1, N2, ... , N6] according to J =

[
∂N
∂L1

∂N
∂L2

]
X.

In principle, this Jacobian can thus be found at each integration point by substituting of its coordinates
in the derivatives of the interpolation functions and multiplying by the elements nodal coordinates. How-
ever, as dA = dxdy = det(J)dL1dL2 and the area of the element in natural coordinates is 1

2 , it is found
that det(J) = 2A (with A the element area in real coordinates) for triangular elements with straight sides.

A Python post-processing macro has been written for Abaqus which loops over all elements and Gauss
points and approximates the dislocation numbers using (F.2). The dislocation densities are directly
obtained from the state variables at each integration point. The element area is read from the element
volume output EVOL, which equals the element area for unit thickness shell elements. To be able to
compare results for different-sized RVEs, the total dislocation numbers can be normalised using the
total RVE area.

Table F.1: Interpolation functions and integration scheme details for quadratic triangular element

Interpolation functions: Gauss point locations: Weight factor:

N1 = (1− L1 − L2)(1− 2L1 − 2L2)

N2 = (2L1 − 1)L1

N3 = (2L2 − 1)L2

N4 = 4(1− L1 − L2)L1

N5 = 4L1L2

N6 = 4(1− L1 − L2)L2

GP 1: (L1, L2) =

(
1

6
,

1

6

)
GP 2: (L1, L2) =

(
4

6
,

1

6

)
GP 3: (L1, L2) =

(
4

6
,

4

6

)
GP 1: w1 =

1

6

GP 2: w2 =
1

6

GP 3: w3 =
1

6
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