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Management Summary 

Purpose - Large amounts of data are being collected at a dramatic pace. However, organizations 

often have difficulties to extract knowledge from data and selecting appropriate Machine 

Learning and User Profiling approaches to fully harness the potential of Behavioural Targeting 

techniques. Moreover, (university) marketing departments often lack a fundamental 

understanding on data-driven segmentation methodologies. In addition, lack of research and 

cases make it difficult to develop profiles of potential students based on their search behaviour 

and other characteristics. This paper aims to develop a framework of Unsupervised Machine 

Learning (UML) algorithms for User Profiling with respect to important data properties. 

Moreover, the aim is to discover high converting behavioural profiles among Dutch website 

visitors of the University of Twente (UT) interested in UT Master studies.  

Methodology - A literature review is conducted and the process of Knowledge Discovery in 

Databases is used as a research methodology. Data was collected between October 2016 and 

August 2017 from the UT CRM-system and Google Analytics. Complete Linkage and K-modes 

are used for data analysis in combination with Hybrid User Profiling. 

Findings - A framework is proposed of UML algorithms for User Profiling. It provides two-

stage clustering approaches for categorical, numerical, and mixed types of data with respect to 

the data size and data dimensionality. Six behavioural profiles were discovered of which two 

are most significant in terms of conversions. In addition, a model is developed that allows for 

a multi-criteria evaluation on different types of User Profiling and possible segmentation bases.  

Practical Implications - The framework and model can support researchers and practitioners 

to determine which UML algorithms are appropriate for developing robust User Profiles and 

data-driven segments. The discovered profiles provide valuable insights for the UT M&C 

department to tailor marketing campaigns and improve strategic decision making. 

Theoretical Implications - The framework and model contribute to literature regarding 

approaches and methodologies for UML and User Profiling in a marketing context. A two-stage 

clustering or hybrid user profiling approach can alleviate the drawbacks of one-stage clustering 

or solely using implicit and explicit user profiling. Discovery of micro-behaviours 

demonstrated that the proposed methods can generate profound insights and are indicative of a 

good performance by complete linkage and k-modes on a moderate sized and low dimensional 

symmetric binary dataset. 

Value/Originality – Originality lies in the combination of complete linkage with the hamming 

distance, followed by the k-modes algorithm. To the best of the authors knowledge, this 

combination has not been used in academic literature, especially in education recruiting. 

Moreover, originality lies in including two-stage approaches for different types of data and data 

properties in the framework. The value of the model lies in including criteria for effective 

segmentation and different types of user profiling. 

 

Keywords: Behavioural Targeting · Unsupervised Machine Learning · User Profiling ·  

Categorical Data · Digital Marketing · Education Recruiting 
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1. INTROCUTION  

1.1 Background Research 

Marketers are continuously challenged to understand consumer behaviour in order to improve 

an organization’s market position. A key competitive advantage for today’s organizations is the 

availability of large amounts of data for the purpose of segmenting a customer base, offering 

tailored services, and extracting meaningful information provided by various data sources. 

Customer (i.e., user) segmentation is one of the most central strategic issues in marketing. A 

fundamental task of segmentation is to group customers or users on the basis of similarities and 

develop specific marketing mixes or approaches per segment (Kotler, 2000). Tailoring an 

organisations offerings with the needs of a particular customer group enables the organization 

to gain a competitive advantage in the marketplace (Dolnicar 2008; Hiziroglu 2013). However, 

the success of targeted marketing efforts depend on the quality of the data-driven segments 

constructed. Today, organizations are confronted with rapid environmental changes such as 

technological developments and an increased audience fragmentation. The internet empowered 

consumers to gather quality information when planning to purchase new products and services. 

Therefore, organizations search for the most effective and efficient way to get their message in 

front of the right audience (Srimani & Srinivas, 2011). Moreover, organizations have been 

shifting their attention to generating online leads which refers to “an online visitor who 

registers, fills out a form, signs-up for, or downloads something on a website” (Mota et al., 

2016, p. 134). Due to widespread internet use and advancements in consumer tracking 

technology, digital marketing can now be enhanced by Behavioural Targeting (Summers, 

Smith, & Reczek, 2016).  

According to Srimani & Srinivas (2011) Behavioural Targeting (BT) is the ability to target 

users based on their behaviour on internet. Others define BT as an internet-based targeting 

strategy that uses several elements of a consumer’s online behaviour to create a user profile 

which determines the content displayed to the specific individual (Lu, Zhao, & Xue, 2016; 

Summers et al., 2016). According to Summers et al. (2016) organizations can collect 

information of consumers by placing tracking technology (i.e., cookies) on their hard drive. 

This technology enables to collect browsing data, search history, media consumption, data from 

apps, purchases, click-through responses, e-mails, or social media (Boerman et al., 2017). A 

User Profile can be created from the data so that software is able to predict what could be 

appealing to a certain individual (Summers et al., 2016). According to the Internet Advertising 

Bureau (IAB), the economic value of BT in digital marketing include the following trends: (1) 

Digital Marketing in the EU generated €41.9 billion, with a growth rate of 12.3% in 2016. (2) 

BT is used in 66% of all digital advertising and contributes to 90% of digital advertising growth. 

(3) Data-driven marketing is over 500% more effective than marketing advertising that is not 

data-driven (IAB, 2017). These figures demonstrate the importance of leveraging customer data 

to gain a competitive advantage. Traditionally, segmentation was based on explicit information 

whereas BT utilizes implicit information or a combination of both types. BT techniques enable 

to distinguish individual differences in behaviour between two apparently similar customers. 

Traditional techniques often ignore such differences resulting in more heterogeneity within 

segments. Machine Learning (ML) can play a key role to gain insights from unstructured data. 

According to Bose and Mahapatra (2001) ML is “the study of computational methods to 

automate the process of knowledge acquisition from examples” (p. 212). ML can be divided 

into unsupervised and supervised learning. In Unsupervised Machine Learning (UML), no 

target variable is specified and only input data are provided (Larose, 2014). In contrast, 

Supervised Machine Learning (SML) algorithms are given a specific goal (e.g., target variable) 

for grouping data (Prasad, 2016). This paper focuses on UML which is commonly used for 

clustering and gaining insights from unstructured data. 
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1.2 Research Problem and Research Questions 

Advancements in the Internet of Things, Neuroscience, Artificial Intelligence, and Data Mining 

have propelled the desire and collection of personal data for strategic decision making and 

personalisation (Chester, 2012). However, online customer data is considered to be one of the 

most underutilized sources of information. According to Subramaniam, Woo Tan, and Welge 

(2001) insights into behavioural characteristics and conversion patterns of users are often 

hidden or untapped by organizations. Similarly, according to Diapouli et al. (2017) 

organizations are often unable to gain meaningful insights out of data whereby a considerable 

amount of opportunities, resources, and marketing efforts are wasted. Moreover, the 

interpretability of data-driven segments continues to be an important research gap due to 

increasingly complex segmentation bases and a lack of guidance by literature (Dolnicar, 2009; 

Boratto et al., 2016). Additionally, there is a lack of understanding about the basics of data-

driven segmentation methodologies among marketing departments (Dolnicar, 2009; Boratto et 

al., 2016). Key issues in methodological decisions for data-driven segmentation are determining 

the number of clusters and which algorithm should be chosen (Dolnicar, 2009). The majority 

of prior research focused on the accuracy, effectiveness, and efficiency of various Behavioural 

Targeting and Machine Learning techniques to improve online advertising. Additionally, the 

majority of research is limited to using one type of user data which is often explicit and metric. 

For instance, Yan et al. (2009) segmented users based on their responses to advertisements. 

Their experiment showed that click-through rates improved by 670 percent when using BT. 

Bhatnagar and Papatla (2001) segmented customers by using their search behaviour to present 

personalised ads. Targeting was based on the keywords a consumer entered in a search engine. 

Another technique used was monitoring the clickstream on advertisements to measure an ad’s 

effectiveness in terms of click through ratios (Chen & Stallaert, 2014). Rindfleish (2003) 

focused on segment profiling based on geo-demographic data of students and how to use it to 

measure the potential of market segments in higher education. Yao et al. (2010) used Machine 

Learning to identify purchasing and spending amounts to generate customer profiles. Hence, 

numerous approaches and cases are available for numerical data but approaches for categorical 

or mixed types of data do not enjoy the same popularity. Moreover, none provided an outline 

of various Unsupervised Machine Learning approaches for User Profiling on categorical, 

numerical, and mixed types of data with respect to the characteristics of the dataset. 

Furthermore, prior research did not consider the different types of user profiling and the criteria 

that are essential for effective segmentation. Therefore, it is important to outline approaches in 

order to support researchers and practitioners to select appropriate methods and gain valuable 

insights out of data.  

The first objective is to develop a methodology and a framework of Unsupervised Machine 

Learning algorithms for User Profiling with respect to important data properties. The second 

objective is to conduct a case study by utilizing the framework on data of University of Twente 

(UT) website visitors. The Marketing and Communications department (M&C) of the UT is 

among others responsible for monitoring the Higher Education market and developing student 

recruitment campaigns. A lot of data is available from the UT CRM-system and Google 

Analytics. Until now the M&C department was not able to find the right structure in their data 

and develop behavioural profiles. Moreover, the higher education market (HE) has to cope with 

increasing competition to recruit students. Marketing concepts which have been effective in 

business, are now needed by many universities looking to gain a competitive edge and gaining 

market share (Hemsley-Brown, & Oplatka, 2006). Changes in the HE market are, among others, 

caused by the increasing cost of education, globalization, or numerus fixus (Barber et al., 2013). 

Furthermore, Barber et al. (2013) argues that it is of increasing importance that “each university 

needs to be clear which market segments it wants to serve and how” (p. 5). Additionally, 
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potential applicants face complex challenges of narrowing down personal interests and motives 

into a single HE programme.  

Hence, the M&C department can benefit from BT and ML techniques to develop more 

efficient and effective marketing campaigns. 10.435 students enrolled in 2017, including 79 

different nationalities (Facts & Figures, 2018). However, Dutch students are the largest group 

of applicants and belong to the majority of website visitors (Facts & Figures, 2018). In order to 

develop the most accurate behavioural profiles the researcher specifies the target data to only 

include visitors interested in Master studies. To discover differences among behavioural 

profiles the selected data will consist out of two groups: (1) all website visitors interested in UT 

Master studies and (2) all Dutch website visitors interested in UT Master studies.  

In brief, the first objective is to develop a framework of UML algorithms for User Profiling 

with respect to their requirements regarding data properties. The second objective is to discover 

high converting online behavioural profiles among Dutch website visitors interested in Master 

studies at the University of Twente (UT). The framework is aimed at supporting researchers 

and practitioners to determine which UML approach is most appropriate for developing robust 

user profiles. The discovered profiles can enable the UT M&C department to develop more 

effective and efficient marketing campaigns. The research questions are as follows:  

 

1. What is an appropriate framework for outlining UML Algorithms for User Profiling? 

 

The following sub-questions are addressed: 

- What UML Algorithms are appropriate for categorical, numerical, or mixed data? 

-  What are their requirements regarding important data properties? 

 

2. What online behavioural profiles of Dutch website visitors interested in UT Master  

studies are most significant in terms of conversions? 

 

The following sub-questions are addressed: 

-  What UML Algorithm/similarity measure is appropriate for a symmetric binary dataset? 

-  What are the characteristics of different types of user data and customer attributes  

for Profiling? 

-  What type of User Profiling is appropriate for developing robust User Profiles for  

marketing purposes?  

 -  What data mining/knowledge discovery process is appropriate? 

-  What segmentation criteria are essential for User Profiling? 

-  Are the discovered behavioural profiles among Dutch website visitors interested in Master  

studies consistent with the behavioural profiles of all website visitors interested in Master 

studies at the University of Twente? 
 

1.4 Thesis Outline 

The paper is organised in 5 chapters and structured as follows. The next chapter covers the 

theoretical framework whereby literature is reviewed on behavioural targeting, knowledge 

discovery, machine learning, customer segmentation, and user profiling. Chapter 3 outlines the 

research methodology based on the process of Knowledge Discovery in Databases (KDD). In 

chapter 4 the results are analysed and presented. Moreover, a comparison analysis is conducted 

to identify differences between All Visitors and Dutch Visitors interested in UT Master studies. 

Chapter 5 includes the discussion and conclusion, theoretical and practical implications, 

directions for future research, and research limitations. 
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2. THEORETICAL FRAMEWORK 
A literature review is conducted on the core topics of this research which includes a definition 

of behaviour, Behavioural Targeting, Knowledge Discovery, Machine Learning, Segmentation 

Approaches, and User Profiling. Reviewing the core topics enables the researcher to develop a 

methodology and a framework including Unsupervised Machine Learning strategies for User 

Profiling with respect to the data properties. Additionally, a model can be developed for a multi-

criteria evaluation on different types of User Profiling and customer attributes for effective 

segmentation. Relevant Literature of each subject is summarized and discussed briefly. An 

overview of the literature search strategy is given in appendix A. 

 

2.1 Definition of Online Behaviour 

Understanding the meaning of behaviour is essential in order to discover behavioural profiles. 

Behaviour can be explained as the manner of behaving or acting, and the action or reaction of 

systems and organisms under various circumstances. According to Cao (2014) behaviours can 

be recognized by the actions and mannerisms made by such organisms or systems in 

conjunction with their environment. Examples of more common terms are human behaviour, 

customer behaviour, or organizational behaviour. However, behaviour in the non-digital world 

is explicit and therefore it has been vastly studied from various aspects (Cao, 2014). 

Developments in computing technologies enabled a more social and digitalized life wherein 

behaviour becomes increasingly more complex as it includes the implicit form of digital 

information (Cao, 2014). For example, this may include the way an individual search for 

information or reacts to the digital environment. Behaviours documented in a digital format are 

often referred to as Behaviour Informatics or Behaviour Computing (Cao, 2014). Among 

others, behaviour informatics and behaviour computing consist of methodologies and 

techniques to represent, model, analyse, discover, and utilize human and organizational 

behaviours, virtual behaviours, behavioural relationships, and behavioural patterns (Cao & Yu, 

2012; Cao, 2014). Furthermore, Cao (2010) refers to behaviour as “activities that present as 

actions, operations, events or sequences conducted by humans in a specific context and 

environment in either a virtual or physical organization” (p. 3069). Hence, behavioural patterns 

are an increasingly important asset to analyse and understand in order to disclose the implicit 

and explicit business value (Cao, 2014). A pattern can be described as “an expression in some 

language describing a subset of the data or a model applicable to the subset” (Fayyad et al., 

1996). However, such patterns need to exceed a particular threshold in order to provide useful 

knowledge. Therefore, Fayyad et al. (1996) argues that the discovered patterns must be 

understandable and valid to some degree of certainty on new data that could provide meaningful 

information that benefits its users. 

 In brief, according to Cao (2010) behaviour can be defined as “activities that present as 

actions, operations, events or sequences conducted by humans in a specific context and 

environment in an either virtual or physical organization” (p. 3069). An example of behaviour 

in a digital form includes the actions manifested by visitors whilst surfing the UT website in 

order to acquire information. A combination of behaviours represent a behavioural pattern by 

which behavioural profiles can be described in this study. Techniques for data analysis are 

carefully selected and applied to the behavioural data of website visitors in order to extract 

meaningful information and develop behavioural profiles. Therefore, the following sections 

describe the fundamentals of such techniques that allows information to be extracted from raw 

data sources. In this study the raw data sources consist of behavioural data of UT website 

visitors. 



5 

 

2.2 Knowledge Discovery and Data Mining 

A key competitive advantage for today’s organizations is to be able to explore data in order to 

understand customer behaviour, segmenting a customer base, offering tailored services, and 

gaining meaningful insights from data provided by various sources. Traditionally, researchers 

and practitioners used (statistical) surveys to study customer behaviour or relied on manual 

analysis and interpretation to discover knowledge (Romdhane, Fadhel, & Ayeb, 2010; Fayyad 

et al., 1996). However, advancements in information technology enabled organizations to 

generate large volumes of data as a result of monitoring business processes, user activity, 

website tracking, sensors, finance, human resources, and accounting (Assunção et al, 2015). 

Therefore, various data mining techniques have been developed in order to extract knowledge 

from data (Romdhane et al., 2010).  

First, it is important to describe the relationship between the concepts of Knowledge 

Discovery in Databases (KDD) and Data Mining. Fayyad et al. (1996) defines KDD as “a non-

trivial process of identifying valid, novel, potentially useful, and ultimately understandable 

patterns in data” (p. 4). As mentioned previously, data refers to a set of facts and a pattern to 

“an expression in some language describing a subset of the data or a model applicable to the 

subset” (Fayyad et al., 1996, p. 5). Data Mining is referred to as the application of specific 

algorithms for extracting patterns from data (Fayyad et al., 1996) . A similar but more recent 

paper of Assunção et al. (2015) states that KDD is a process to extract non-obvious information 

and data mining refers to unveiling previously unknown patterns or interrelations among 

apparently unrelated attributes and datasets by utilizing methods from different areas, such as 

statistics and machine learning. These analytics consist of techniques including KDD, data 

mining, text mining, statistical and quantitative analysis, explanatory and predictive models, 

and advanced visualization to support decision making (Assunção et al., 2015). It can be 

concluded that KDD can be regarded as the overall process of discovering useful knowledge 

from databases whereas data mining can be considered as a particular step within this process 

which is concerned with the application of algorithms. 

 

2.2.1 Fundamentals of Knowledge Discovery in Databases 

In order to extract knowledge from data the concept of Knowledge Discovery in Databases 

(KDD) was introduced by Fayyad et al. (1996). They distinguished two main categories of 

knowledge discovery goals, including Verification and Discovery. Verification refers to 

verifying a user’s hypothesis whereas Discovery refers to the autonomous identification of 

patterns within data (Fayyad et al., 1996). Additionally, the Discovery category is divided into 

two sub-categories of Prediction and Descriptive. Prediction attempts to predict a future event 

or behaviour by using historical data. The descriptive sub-category aims to identify naturally 

occurring patterns in the dataset, creating management reports, and is concerned with modelling 

past behaviour (Fayyad et al., 1996; Assunção et al., 2015). Recently, prescriptive analytics 

emerged which assist users in decision making by determining actions and assessing their 

impact regarding business objectives, resources, and constraints (Assunção et al, 2015). Hence, 

this research is primarily concerned with discovery-oriented data mining in the descriptive sub-

category. The KDD techniques have been widely applied in marketing, fraud detection, 

telecommunication, and manufacturing (Fayyad et al., 1996; Preeti et al., 2016). Hence, 

Knowledge Discovery is a research field concerned with the development of methods and 

techniques for making sense of data (Fayyad et al., 1996; Preeti et al., 2016). For example, a 

marketing application of KDD is to analyse business data to identify customer needs, distinct 

customer groups, or predict customer behaviour. The KDD process involves multiple iterative 

steps as depicted in Figure 1.  
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Figure 1. KDD-process (Fayyad, Shapiro, & Smyth, 1996; Preeti, Kalia, & Rani, 2016) 

 
 

According to Fayyad et al. (1996) the first step is to determine the knowledge discovery goal 

and understanding the application domain. The second step is selecting the dataset or a subset 

of data on which discovery is conducted. Thirdly, the data is pre-processed if necessary, 

including data cleaning, removing noise, handling missing data fields, or accounting for 

unknown changes. Data transformation is the Fourth step and includes discovering useful 

attributes to represent the selected data depending on the research goal. One example is 

dimensionality reduction (e.g., Factor Analysis) to reduce the number of variables under 

consideration. The Fifth step is to match the Knowledge Discovery goals to specific data mining 

methods such as clustering, classification, and regression. Step six includes selecting an 

appropriate algorithm (e.g., for categorical data) and selecting methods to identify data patterns 

(e.g., distance measures). Step 7 is data mining which includes searching for patterns of interest 

in a representational and understandable form. Step eight is interpreting the discovered patterns, 

visualization of patterns, and possibly reconsidering step 1-7. Finally, step nine includes using 

the discovered knowledge directly or simply reporting it to interested parties (Fayyad et al., 

1996). A comprehensive overview of various other data mining and knowledge discovery 

process models and their application areas are depicted in appendix B. 

 In summary, this research considers using the KDD-process because (1) the processes are 

similar, (2) KDD is widely applied in academic research and marketing, and (3) KDD is 

comprised out of more complete stages. Furthermore, the goal of this research is primarily 

concerned with discovery-oriented data mining and the descriptive sub-category which is used 

to identify naturally occurring patterns in data. In contrast, the prediction sub-category can be 

used in future studies for predicting customer behaviour with labelled data. Techniques for the 

descriptive and prediction sub-categories are outlined in the following sections. 
 

2.2.2 Fundamentals of Data Mining 

The data mining component of the KDD process involves iterative application of specific data 

mining methods. Generally, data mining methods consist of three primary algorithmic 

components including (1) model representation, (2) model evaluation, (3) and search (Fayyad 

et al., 1996). Respective to each of the three aspects: (1) refers to the language used to describe 

the discoverable patterns. It is important to understand the representational assumptions which 

might be inherent to the data mining method. (2) refers to statements of how well a model or 

pattern meets the knowledge discovery goals and (3) refers to parameter search and model 

search to fully optimize the data mining model. As mentioned, the primary goals of data mining 

are prediction and description. Related data mining methods can perform one or more of the 

following types of data modelling: Classification, Clustering, Regression, Association, 

Sequence Discovery, Summarization, Dependency Modelling, Deviation Detection, and Data 
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Visualization (Fayyad et al., 1996; Shaw et al., 2001; Ngai, Xio, & Chau, 2009). Furthermore, 

Data Mining involves selecting, exploring, and modelling large data sets to reveal unknown 

patterns and comprehensible information from large databases (Shaw et al., 2001). Big Data 

and Data Mining are therefore closely associated. Big Data is characterized by the three V’s 

including Volume, Variety, and Velocity (McAfee & Brynjolfsson, 2012). However, 

Demchenko et al. (2013) has extended the three V’s by including Veracity and Value. Volume 

refers to the data size, velocity to the data production and processing speed, variety to the 

distinct data types, veracity to the data validity in relation to its intended use, and value 

represents the worth derived from exploiting Big Data (Assunção et al, 2015). However, 

utilizing such analytics is still a labour intensive task because contemporary solutions for 

analytics are often based on appliances or software built for general purposes (Assunção et al, 

2015). Hence, substantial effort is needed to tailor such solutions to the specific needs of the 

organisation or knowledge discovery goal.  

In the field of information technology, data mining methods can be divided into two main 

categories of Machine Learning including unsupervised and supervised learning (Larose, 2014; 

Prasad, 2016; Walter & Bekker, 2017). The unsupervised method is associated with the 

descriptive sub-category of knowledge discovery as described by Fayyad et al. (1996). This 

type of Machine Learning aims to unveil naturally occurring patterns within the data without a 

target variable (Larose, 2014). The Supervised Machine Learning method relates to the 

prediction sub-category of knowledge discovery goals. The latter is given a specific target 

variable to classify certain events, objects, or attributes within the database to predict a future 

event based on historical data (Larose, 2014). Hence, the goal of this research is primarily 

concerned with Unsupervised Machine Learning. The following section provides a description 

of Machine Learning and its Unsupervised and Supervised Learning methods. 

2.3 Machine Learning 

The beginning of artificial intelligence (AI) in academic literature can be found around 1950 

wherein Turing (1950) wrote the paper Computing Machinery and Intelligence. The topic 

received a lot of attention and particularly in recent years. Within AI, Machine Learning (ML) 

has become the technology of choice in achieving practical solutions (Jordan & Mitchell, 2015). 

They argue that the fast decrease in the cost of computational power and the availability of 

accumulating amounts of data are the two factors that drive the developments in ML. ML is 

currently on the top of the hype cycle which is characterized by extremely high expectations 

(Gartner, 2016). Hence, the expectations will drop significantly when a technology passes the 

top of the cycle. ML will become a mainstream application within the next three years if it 

proceeds through the hype cycle as expected. ML can play a key role in data mining applications 

to gain insights from unstructured data. According to Bose and Mahapatra (2001) ML is “the 

study of computational methods to automate the process of knowledge acquisition from 

examples” (p. 212). The goal of ML is to create algorithms which can learn or make predictions 

based on data and feedback. An important feature is that ML is not programmed to follow 

particular decision rules to create results, but rather, it has the capability of creating those rules 

by data and feedback (Jordan & Mitchell, 2015). ML techniques can be divided into two main 

categories of unsupervised and supervised learning (Larose, 2014; Prasad, 2016). The 

techniques and requirements related to both categories are described in the following 

subsections. 
 

2.3.1 Unsupervised Machine Learning 

In unsupervised Machine Learning, no target variable is specified and only input data are 

provided (Larose, 2014). Clustering and its variations are often referred to as Unsupervised 

Machine Learning (Larose, 2014; Prasad, 2016; Walter & Bekker, 2017). Clustering is used to 

discover the natural or arbitrary structural patterns in data determined by calculating the 
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distances between data entries. Clustering is a multivariate technique whose primary purpose 

is to group objects so that each object is similar to the other objects in the cluster and different 

from objects in all the other clusters (Larose, 2014; Prasad, 2016). Examples of applications of 

clustering analysis are understanding consumer behaviour by identifying homogeneous groups 

of customers, identifying new product opportunities by clustering products or brands, 

relationship identification, or for data reduction purposes. Clustering can be regarded as market 

segmentation which is one of the most central strategic issues in marketing (Dolnicar, 2002). 

The success of targeted marketing activities depend on the quality of the (data-driven) market 

segments constructed. Hence, a benefit of clustering lies in being able to tailor an organisations 

offerings with the needs of a particular customer group, in doing so, the organization gains a 

competitive advantage in the marketplace (Dolnicar 2008; Hiziroglu 2013). Important issues 

and requirements for clustering analysis are the research question being addressed, variables 

used to characterize objects, data type, data size, data dimensionality, distance measures, outlier 

detection, and the interpretability (Han, Kamber, & Pei, 2012; Larose, 2014).  

The major fundamental clustering algorithms can be classified as: (1) Hierarchical-based, 

(2) Partitioning-based, (3) Density-based, (4) Grid-based, and (5) Model-based (Han et al., 

2012; Fahad et al., 2014). In Density-based methods objects are separated based on their 

density, connectivity, and boundary (Fahad et al., 2014). Here, the density of objects is analysed 

to determine the functions of datasets that influence a particular object. In Grid-based methods 

the space of the data objects are separated into grids. In Model-based methods the fit between 

the data and a predefined mathematical model is optimized based on the assumption that the 

data includes a mixture of underling probability distributions (Fahad et al., 2014; Han et al., 

2012). Model-based methods are able to automatically determine the number of clusters and 

taking outliers into account. Examples are Neural Networks such as Self-Organising Maps 

developed by Kohonen (1982).  

For the sake of brevity, this study is limited to Hierarchical-based and Partitioning-based 

methods. These are discussed in more detail in the following sections to demonstrate their 

suitability in relationship to the goal of this research. Moreover, Dolnicar (2002) studied the 

standards of various clustering methods used in academic literature and found that the majority 

of segmentation applications (73%) either used hierarchical or partitioning methods. 
 

2.3.2 Hierarchical Clustering 

Hierarchical clustering methods are aimed at finding a structure in the data (i.e., a hierarchy) 

depending on the medium of proximity and are represented in a tree-like structure known as a 

dendrogram. Hierarchical clustering can be either agglomerative (i.e., bottom-up) or divisive 

(i.e., top-down). Agglomerative clustering initiates with one object for each cluster and 

reclusively merges it with two or more similar clusters (Fahad, 2014). A divisive variant 

operates in the opposite direction, wherein it initiates with the dataset as one cluster and 

reclusively separates objects to the most appropriate clusters (Fahad, 2014). However, 

drawbacks of hierarchical methods are that they cannot handle large datasets or high 

dimensionality well (Fahad, 2014; Pandove, Goel, & Rani, 2018). An advantage of hierarchical 

methods is that it is not required to specify the number of clusters a-priori. Furthermore, five 

agglomerative approaches exist including Single Linkage, Complete Linkage, Average  

Linkage, Centroid’s method, and Ward’s method (Fahad et al., 2014; Tamasauskas et al., 2012). 

According to Malhotra (2004) Single linkage combines two clusters with the smallest distance 

between objects and can be helpful to identify outliers but may depict snakelike “chains” 

clusters. Complete Linkage combines clusters with the smallest largest distance between objects 

and eliminates the chaining problem but is affected by outliers. Average Linkage combines two 

clusters with the smallest average distance between objects and is less affected by outliers. The 

Centroid’s Method measures the smallest distance between cluster centroids and is less affected 
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by outliers. Ward’s Method combines clusters so that the within cluster variance of the new 

cluster is as small as possible. It leads to equilibrated clusters, but it is easily distorted by outliers 

(Malhotra, 2004). More than half of the studies considered by Dolnicar (2002) used Ward’s 

method for data-driven market segmentation. 
 

2.3.3 Non-Hierarchical Clustering  

Non-hierarchical clustering algorithms divide data objects into several partitions where each 

partition represents a cluster. Non-hierarchical methods are commonly used for handling large 

datasets because they are computationally less expensive (Fahad et al., 2014; Pandove, 2018). 

Non-hierarchical clustering can be Hard or Soft (Prasad, 2016). The basic methods typically 

adopt hard clustering known as exclusive cluster separation (Han et al., 2012). Here, each object 

must belong to exactly one group. In soft methods this requirement is relaxed by techniques 

such as fuzzy clustering. A requirement (or drawback) of non-hierarchical methods is that the 

number of clusters need to be specified beforehand so that initial seed points can be provided 

according to some practical, objective, or theoretical basis. However, non-hierarchical 

clustering methods are generally more robust against outliers. The k-means algorithm is one of 

the most prevalent in research (76%) (Dolnicar, 2002). In k-means, the centre is the average of 

all points representing the arithmetic mean (Fahad et al., 2014). K-modes replaces the means 

with modes (Huang, 1998). Other examples are k-medoids where objects near the centre 

represent the cluster (Fahad et al., 2014). However, most methods are distance-based. Distance 

measures are often used as a measure of similarity where higher values indicate greater 

dissimilarity between cases. These measures are calculated across the entire set of clustering 

variables which allow for the grouping of observations and their comparison to each other. 

However, distance measures should be chosen in accordance with the data format. Various 

distance measures available, with Euclidian distance being the most popular similarity measure 

in academic literature (Dolnicar, 2002).  

 In brief, non-hierarchical methods are preferred for large datasets and are more robust 

against outliers. Hierarchical clustering is preferred when more than one clustering solution is 

of interest or the sample size is moderate. A key step in applying such methods is to select an 

appropriate similarity measure based on the data type to calculate the distance between objects. 

For non-hierarchical methods it is required to specify the number of clusters. The data in this 

study is categorical. Specifically, it concerns a symmetric binary dataset. Hence, it is important 

to address the issues stated above in the following sections to select the most appropriate 

algorithms, distance measures, and approaches to determine the number of clusters for a 

symmetric binary dataset for unsupervised machine learning. 
 

2.3.4 Binary Data: Algorithms, Similarity Measures, and Data Properties 
Determining the similarity measure to calculate the distance between objects is a key step for 

clustering analysis. Similarity measures for continuous data are relativity well-understood and 

widely available but for categorical data it is not as straight forward (Boriah, 2008). In contrast 

to continuous data, categorical data is deficient of default ordering relationships on the attribute 

values which make the task of developing distance measures and clustering algorithms for 

categorical data more challenging (Alamuri, Surampudi, & Negi, 2014). A distinctive 

characteristic of data mining applications is that it deals with large, complex, or high 

dimensional datasets. Datasets can include millions of objects and hundreds of attributes. 

Attributes can be divided into metric (i.e., quantitative) or nonmetric (i.e., qualitative). 

Nonmetric measurement scales are nominal (e.g., gender), ordinal (e.g., education level), and 

binary (e.g., yes/no) whereas metric measurement scales are interval (e.g., temperature) and 

ratio (e.g., weight) (Huang 1998; Prasad, 2016). Hence, ML algorithms are therefore required 

to be scalable and capable of handling different types of attributes. Interesting clustering 
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algorithms are those who can handle large datasets of numeric or categorical variables because 

these types of data are most frequently present in real world data (Dolnicar, 2002). However, 

most clustering algorithms can either handle large data sets but are limited to numeric attributes 

or they are able to handle both types of data but are inefficient at handling large datasets (Fahad 

et al., 2014). 

For non-hierarchical clustering, MacQueen (1967) introduced the k-means algorithm which 

can efficiently handle large datasets and is therefore well suited for data mining tasks. In the k-

means algorithm the centre is the average of all points representing the arithmetic mean (Fahad 

et al., 2014). It iteratively searches the cluster centres and updates the memberships of objects 

to minimise the within cluster sum of squares (WCSS) using the (squared) Euclidean distance 

measure. A drawback is that k-means only works efficiently on numerical data (MacQueen, 

1967; Fahad et al., 2014). Huang (1998) introduced the k-modes non-hierarchical algorithm 

which is suitable for clustering large categorical datasets. The key differences are that k-modes 

uses a simple matching dissimilarity measure (i.e., hamming distance) instead of Euclidean 

distance, replaces the means of clusters with modes, and uses a frequency-based method to 

update cluster modes (Huang, 1998). Using the modes of clusters makes more sense for 

categorical data than using means or averages. The k-modes dissimilarity measure is defined 

by the total mismatches of corresponding attribute categories of the two objects (Huang, 1998). 

Hence, the smaller the amount of mismatches the higher the similarity between objects. 

Furthermore, k-modes is faster compared to k-means because it converges in less iterations 

(Huang, 1998). A similar algorithm is k-medoids introduced by Park and Jun (2009) wherein 

medoids are considered instead of centroids or modes. It is based on the most centrally located 

object within a cluster and therefore less sensitive to outliers (Park & Jun, 2009). Hence, k-

medoids is suitable for categorical data and handling outliers (i.e., noise) but it does not handle 

large datasets efficiently (Fahad et al., 2014). 

The non-hierarchical methods mentioned above are most suitable to either handle numerical 

or categorical attributes. However, objects encountered in real world databases are often mixed-

types of data. Huang (1998) integrated the k-means and k-modes algorithms and introduced the 

k-prototypes algorithm that can be used to cluster mixed-type objects and is capable to handle 

large datasets and high dimensionality. The algorithm includes the squared Euclidean distance 

measure for numeric attributes and the simple matching dissimilarity measure for categorical 

attributes (Huang, 1998). A certain weight is used to avoid favouring a type of attribute whereby 

the researcher’s knowledge about the data is an important factor. 

For hierarchical clustering various algorithms are available in literature. Guha, Rastogi, and 

Shim (1998) introduced and applied the hierarchical algorithm CURE for clustering large 

datasets. The algorithm considers the scattered points as representatives to capture the shape 

and extent of the cluster (Guha et al., 1998). The closest pair of representative points are merged 

at each step to generate the clusters. According to Guha (1998) and Fahad et al. (2014) it can 

not only handle large datasets but also high dimensionality and it is more robust against noise 

because shrinking the scattered points toward the mean reduces sensitivity to outliers. However, 

it is applicable on numerical data only (Fahad et al. 2014). Karypis, Han, and Kumar (1999) 

introduced and applied the hierarchical algorithm Chameleon which is based on dynamic 

modelling. A key feature is that it considers the interconnectivity and closeness in identifying 

the most similar pair of clusters (Karypis, 1999). Hence, two clusters are merged when the 

interconnectivity and proximity (closeness) between clusters is high compared to the within 

cluster interconnectivity and closeness of objects. Karypis et al. (1999) states that as long as a 

similarity matrix can be provided, the dynamic modelling of clusters in the Chameleon 

algorithm is applicable to all types of data. Guha et al. (2000) introduced the ROCK algorithm 

which is applicable to both numerical and categorical variables (Guha et al., 2000; Fahad et al., 

2014). As argued in Guha et al. (2000) the ROCK algorithm uses a links-based measure and 



11 

 

not a distance-based measure as a basis to merge neighbouring data points to create clusters. 

While the ROCK algorithm is capable of handling large datasets, it is less efficient at handling 

high dimensionality or noise (Guha et al., 2000; Fahad et al. 2014).  

A binary dataset is considered in this study whose values can indicate an attributes absence 

(0) or presence (1). Nominal scaled variables can only be allocated to different classes but 

cannot be ordered or measured like metric variables. Hence, the (dis)similarity or distance 

among two categorical attributes is proportional to the number of characteristics in which they 

match. Binary attributes can be symmetric or asymmetric (Ordonez, 2013). Symmetric binary 

data is when the outcomes are of equal importance and have assigned equal weight when 

calculating the similarity. A match of 0/0 or 1/1 are equally important. In contrast, matches of 

asymmetric binary attributes are not equally important (Ordonez, 2013). In this study, the 

matches are of equal importance and thus symmetric. For instance, it is of equal importance to 

consider visitors who manifested a particular behaviour (1/1) and visitors who did not (0/0) to 

discover accurate behavioural profiles. In contrast, a positive or negative result of a medical 

test might not be of equal importance. Hence, it is important to briefly discuss appropriate 

combinations of hierarchical clustering methods and distance measures for a symmetric binary 

dataset. Boriah et al. (2014) studied which similarity measures could be recommend and 

concluded there is no best performing similarity measure. However, for symmetric and 

asymmetric binary data Tamasauskas, Sakalauskas, & Kriksciuniene (2012) evaluated the 

performance of ten different hierarchical clustering methods by experimenting with ten 

different similarity measures in terms of accuracy. Similarity measures including the hamming 

distance, dmatch, dsqmatch, rogers and tanimoto, and sokal and sneath1 were tested on 

symmetric binary data. Djaccard, Dice, Russell and Rao, Bray and Curtis, and Kulcynski1 were 

tested on asymmetric binary data (Tamasauskas et al., 2012). Furthermore, the study included 

the hierarchical methods of single linkage, complete linkage, average linkage, centroid’s 

method, density linkage, flexible-beta, McQuitty’s, median, two-stage density linkage, and 

Ward’s method. Performance evaluation revealed that the best methods are complete linkage, 

flexible-beta, and Ward’s method (Tamasauskas et al., 2012). Complete Linkage performed best 

among all symmetric distance measures (Tamasauskas et al., 2012). An overview of the findings 

of Tamasauskas et al. (2012) is depicted in Appendix F. 

In addition to hierarchical and non-hierarchical methods the model-based method is often 

used in academic literature for clustering. Dolnicar (2002) and Fahad et al. (2014) mentioned 

Neural Networks became a more prevalent application in literature for clustering solutions. 

According to Santana et al. (2017) the Self-Organising Maps (SOMs) algorithm introduced by 

Kohonen (1998) is the most used type of neural network. SOMs can provide models for 

clustering, classification, and forecasting (Sathya, & Abraham, 2013). The goal of SOMs is to 

convert an input signal (high dimensional) into a simpler discrete map (Larose, 2014). 

Additionally, it used for data visualization or dimensionality reduction purposes (Kohonen, 

2013). SOMs structures output nodes into clusters of nodes where nodes in closer proximity are 

more similar than to other nodes that are further apart (Larose, 2014; Kohonen 2013). SOMs 

are less sensitive to initialization and it is not required to specify the number of clusters a priori 

(Murray, Agard, & Barajas, 2017). However, while SOMs is capable of handling high 

dimensionality, it is less robust against noise (Fahad et al., 2014). Another drawback of SOMs 

is that it is computationally expensive when handling large datasets (Murray et al., 2017). 

Moreover, SOMs was developed to cluster real-valued data whereby the range of variation 

allowed by Euclidean distance cannot be matched by binary measures (Lourenco et al., 2004). 

They concluded it is less appropriate to apply binary similarity measures when using SOMs and 

learning other data types remains a challenge. However, Santana et al. (2017) proposed an 

modified SOM for improved binary or categorical clustering. Results indicated that the 

modified SOM delivered more robust results compared to other SOM variants for binary data. 



12 

 

However, non-hierarchical clustering requires to specify the number of clusters a priori. 

When the number of clusters are not determined properly, it will significantly impact the results 

and mislead interpretations in data-driven market segmentation. The next section is aimed at 

proposing the solution as well as taking into account the sample size.  
 

2.3.5 Two-Stage Clustering and Data Size 

Determining the number of clusters a priori most strongly influences the clustering solutions. 

The problem of selecting the number of clusters is one of the oldest unsolved problems in 

clustering analysis (as cited in Dolnicar, 2002). One of the first approaches were suggested by 

Milligan (1981) and Milligan & Cooper (1985) which are based on an internal index 

comparison. However, a two-stage clustering methodology was proposed by Punj and Stewart 

(1983) wherein they recommended to identify clusters by first using Ward’s method or average 

linkage (i.e., hierarchical clustering) followed by non-hierarchical clustering for cluster 

refinement. They concluded a two-stage approach yields better results than solely using a 

hierarchical or non-hierarchical approach. Mazanec and Strasser (2000) adopted a two-stage 

approach of hierarchical and non-hierarchical clustering and drew similar conclusions. Kuo, 

Ho, and Hu (2002) modified the two-stage approach and proposed to use self-organising maps 

to determine the number of clusters followed by the k-means algorithm. They concluded their 

modified two-stage method provided good solutions for determining the initial segments and 

observed  a reduced number of misclassifications compared to conventional methods. Hence, 

determining the number of clusters by hierarchical clustering before applying a non-hierarchical 

procedure might be an advisable approach for this study. 

Hierarchical clustering methods are computationally expensive and slow when handling 

large datasets or high dimensionality (Fahad et al., 2014). Therefore, literature is reviewed in 

order to provide some indications on what data size could be referred to as large or small. 

Generally, non-hierarchical methods have superior performance on large data sets whereas the 

performance of hierarchical methods decreased as the number of observations increased (Zhao 

& Karypis, 2002; Abbas, 2008). Dolnicar (2002) studied the standards of clustering analysis in 

academic literature for data-driven market segmentation and found that the smallest data size 

contained only 10 objects, the largest 20.000 objects, and the average size was 700. In case of 

hierarchical clustering methods the data sizes contained 530 observations on average and for 

partitioning methods 927. The number of variables in the datasets ranged between10 and 66 

variables, with a mean number of 17 variables (Dolnicar, 2002; Dolnicar, 2003). Therefore, one 

could potentially regard 10 variables as low dimensionality and more than 10 variables as high 

dimensionality. Other studies have applied hierarchical clustering methods on varying data 

sizes. For instance, Abbas (2008) evaluated the performance of hierarchical and non-

hierarchical clustering methods on data sizes of 4000 and 36000 with varying dimensionality 

and numbers of clusters. Results indicated that hierarchical clustering performed best on the 

smaller dataset with low dimensionality. Therefore, a data size of less than 4000 observations 

could potentially be considered as being small enough for hierarchical clustering and its 

computation time. Datasets with more than 4000 observations could be considered as large and 

potentially less suitable for hierarchical clustering methods except for the Chameleon, ROCK, 

and CURE algorithms. Due to a lack of rules regarding the data size, the only recommendation 

that could be given is to question if the dimensionality is not too high for the number of cases 

to be grouped (Dolnicar, 2002; Dolnicar, 2003). One approach to determine the minimum data 

size is to include no less than 2k cases (k = number of variables), and preferably 5*2k (Dolnicar, 

2002). This study considers 10 behavioural attributes. Hence, the sample size should be at least 

between 1024 and 5120 observations according to the suggested recommendation. 

In summary, for this study a combination approach is advisable using a hierarchical approach 

followed by a non-hierarchical approach. Hierarchical clustering is applicable when more than 
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one clustering solution is of interest or the sample size is moderate. The number of clusters is 

determined by hierarchical clustering and a non-hierarchical procedure then clusters all 

observations using the determined number of clusters or initial seed points to provide more 

accurate cluster memberships. The best performing hierarchical clustering method was 

complete linkage in combination with the hamming distance for moderate sized datasets, low 

dimensionality, and symmetric binary data. For non-hierarchical clustering the most 

appropriate algorithm is k-modes because it is specifically developed to handle categorical 

datasets and it is based on the simple matching dissimilarity measure (i.e., hamming distance). 

Lastly, no previous studies have been encountered in the field of higher education marketing 

and student recruitment that applied the combination of methods as proposed in this research. 
 

2.3.6 Supervised Machine Learning 

Supervised Machine Learning algorithms are given a specific goal (e.g., target variable) for 

grouping data (Larose, 2014; Prasad, 2016; Walter & Bekker, 2017). Prediction and 

classification are often regarded as Supervised Learning. In supervised learning the purpose is 

to learn from input variables whereby the correct values are provided by a supervisor (Walter 

& Bekker, 2017). Examples of classification techniques include: Neural Network (SOMs), K-

nearest neighbour, Decision Trees, Support Vector Machines, Bayesian, and naïve bayes (Ngai, 

Xio, & Chau, 2009; Larose, 2014; Walter & Bekker, 2017). Classification is a type of prediction 

that partitions data into categorical variables. A well-known technique is the Decision Tree 

which makes use of recursive partitioning to divide the objects by a data-driven threshold for 

each variable in multiple levels (Chorianopoulos, 2016). Hence, a classification technique can 

be used to allocate observations to various pre-determined segments. 

2.4 Behavioural Targeting 

According to Srimani & Srinivas (2011) BT is the ability to target users based on their 

behaviour on internet. Moreover, BT can be defined as an internet-based targeting strategy that 

uses several elements of a consumer’s online behaviour to create a user profile which 

determines the content displayed to the specific individual (Lu et al., 2016; Summers et al., 

2016). In addition, BT techniques for online advertising is referred to as Online Behavioural 

Advertising (OBA). Boerman, Kruikemeier, and Borgesius (2017) define OBA as “the practice 

of monitoring peoples online behaviour and using the collected information to show people 

individually targeted advertisements” (p. 2). Hence, it can be concluded that BT is based on 

past individual-level (online) behaviour to determine a user’s interest and accurately target 

potential consumers with tailored content. According to Summers et al. (2016) organizations 

are able to collect information of consumers by placing tracking technology (i.e., cookies) on 

their hard drive, enabling them to collect a visitor’s viewing and clicking patterns, searches, 

conversions, or social media use. Data from online behaviour can consist of web browsing data, 

search history, media consumption (e.g., photos or videos), data from apps, purchases (i.e., 

conversions), click-through responses to ads, and communications such as e-mails or social 

media posts (Boerman et al., 2017). A user profile can be created from the data so that software 

is able to predict what could be appealing to a certain individual (Summers et al., 2016).  

Different kinds of Behavioural Targeting (BT) techniques exist that serve different 

marketing purposes. Major categories are Contextual BT, Onsite BT, Ad Networks BT. 

Contextual Targeting (CT) aims to deliver online ads to a user based on the web content that is 

being viewed and aims to target consumers at the right time in a specific context (Lu et al., 

2016). In contrast, BT aims to identify consumers who are more likely to be interested in the 

content presented, that is, the right audience (Lu et al., 2016). Furthermore, Lu et al. (2016) 

found that combining BT and CT has a positive interaction effect on a consumers conversion 

behaviour. Related types of targeting include retargeting, IP-based geo-targeting, explicit 

profile data targeting, and search targeting (Lambrecht, & Tucker 2013; Lu et al., 2016). 
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Additionally, two different types are distinguished namely Ad Networks BT and OnSite BT 

(Srimani & Srinivas, 2011).  Ad networks refers to a company that serves advertisements on 

thousands of websites which enables them to collect data across various websites and ads 

(Boerman et al., 2017; Srimani & Srinivas, 2011). Onsite BT is aimed to improve a visitors 

experience on a single online property, such as a website (Srimani & Srinivas, 2011). An 

appropriate BT method can be selected, depending on the business goals, context, and 

information systems available. Traditional targeting techniques and BT are different in two 

ways. First, BT is the ability to target users based on data-driven segmentation of individual-

level behaviour on internet whereas traditional targeting techniques are based on common sense 

segmentation of markets using explicit information related to geo-demographics, 

psychographics, or social identities under the assumption that these groups share certain 

characteristics (Summers et al., 2016). Secondly, content presented by BT techniques is more 

person specific whereas traditional targeting techniques present similar content or ads to all 

visitors (Summers et al., 2016). For example, segmentation done by country can result in more 

heterogeneity within segments whereas segmentation based on individual behaviour (e.g., 

interests and needs) can result in more homogeneity within segments.Various studies suggested 

that using BT generates more conversions and revenue compared to instances where BT was 

not used. Chen and Stallaert (2014) found that conversion rates on behaviourally targeted 

content was more than twice as high compared to traditional targeted content. Similar results 

of Goldfarb and Tucker (2011) indicated that users were less likely to convert after viewing 

content that was not behaviourally targeted. Yan et al. (2009) segmented users based on their 

browsing and search behaviour and compared advertisement responses across segments. Their 

experiment showed that click-through rates improved by 670 percent when using BT 

techniques. Similar results were presented by Bhatnagar and Papatla (2001) who segmented 

customers by using their search behaviour to present personalised ads. Targeting was based on 

the keywords a consumer entered in a search engine. Another technique used was monitoring 

the clickstream on advertisements to measure and ad’s effectiveness in terms click through 

ratios (Chen & Stallaert, 2014). 

The success of behavioural targeting activities depend on the quality of the (data-driven) 

segments identified. Additional information is required for a good understanding on how 

segmentation and user profiling are ought to be done. The following sections outline common 

approaches to segmentation and user profiling.  
 

2.4 Segmentation Approaches 
Segmentation is one of the most central strategic issues in marketing. A fundamental task of 

segmentation is to group customers on the basis of similarities and develop specific marketing 

mixes or approaches per segment (Kotler, 2000). Being able to tailor an organisations offerings 

with the needs of a particular customer group enables the organization to gain a competitive 

advantage in the marketplace (Dolnicar 2008; Hiziroglu 2013). Segmentation results should be 

simple to interpret while the accuracy of the segments is as high as possible. All segmentation 

approaches can be classified into two categories. On one hand there is the common-sense 

(Dolnicar, 2004) or a priori (Saia et al. 2016) approach and on the other hand the post-hoc 

approach, also known as a posteriori or data-driven (Dolnicar, 2004; Boratto et al., 2016). 

Common-sense is based on a simple property such as country which is used to segment users. 

This technique generates segments that are easy to understand and can be generated at a low 

cost (Boratto et al., 2016). However, this  approach is trivial and runs the risk of superficial or 

generic segments. The post-hoc (i.e., data-driven/a posteriori) approach combines a set of 

attributes in order to create user segments (Boratto et al., 2016). Users are grouped based on 

data-driven similarities among multiple attributes. The post-hoc approaches provide more 

accurate segments (Dolnicar, 2004). However, due to a more complex segmentation base the 
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problem of properly understanding the results arises (Boratto et al., 2016). This is caused by a 

lack of guidance on how to understand the results of more complex segmentation approaches 

(Boratto et al., 2016). Easily understandable approaches generate ineffective segments while 

the complex approaches are accurate but not easy to use in practice. In order to address the 

shortcomings of common sense and data-driven approaches Dolnicar (2004) proposed a 

systematics resulting in a hybrid approach. The systematics leads to combining the 

aforementioned approaches as follows: Common-Sense/Common-Sense, Data-

Driven/Common Sense, Common Sense/Data-Driven, and Data-Driven/Data-Driven 

segmentation (Dolnicar, 2004). However, the systematics do not include three-step approaches 

as well as simultaneous combinations of data-driven and common sense approaches (Dolnicar, 

2004). In a study conducted a few years later, Dolnicar (2009) concluded that 65 per cent of the 

study subjects (Marketing Managers) have difficulties understanding a data-driven 

segmentation solution. Similarly, Boratto et al. (2016) argued that the understand-ability and 

interpretability of the segments continued to be an important research gap. The researcher could 

refer to this issue as the managerial usefulness of the results of a segmentation approach. For 

instance, the managerial usefulness of a user segment is higher when the results are easy to 

understand while maintaining a high match (segment quality) between the needs (i.e., segments) 

and offerings (i.e., organization). Furthermore, Dolnicar (2009) concluded that a large 

proportion of marketing managers lacked a fundamental understanding about data-driven 

market segmentation methodologies. Key issues in methodological decisions were determining 

the number of clusters, selecting the distance measure, and which algorithm should be chosen 

(Dolnicar, 2009).  

 In brief, there are three approaches to segmentation: Common Sense (a priori), Data-Driven 

(a posteriori), and hybrid. Common sense generates segments that are easy to understand but 

less accurate. Data-driven segmentation leads to segments that are more accurate but difficult 

to interpret. The hybrid approach includes combinations of segmentation approaches and 

alleviates the shortcomings of solely using either type. Furthermore, the approaches fail to 

acknowledge how different types of user data and evaluation criteria affect the managerial 

usefulness of the segmentation results. Hence, the following sections outline user profiling 

approaches based on different types of user data and criteria for effective user profiling. 

2.5 Types of User Profiling 

User profiling can be referred to as the process of gathering information specific to each visitor 

either explicitly or implicitly (Eirinaki &Vazirgiannis, 2003). A user profile generally includes 

a visitors demographic information, interests, or even their behaviour (Eirinaki &Vazirgiannis, 

2003). The collected information can be used to personalize a website, ads, or various marketing 

efforts to a specific individual’s interests. Poo, Chng, and Goh (2003) discussed various user 

profiling approaches and information filtering techniques. There are two types of user profiling 

namely, static profiling and dynamic profiling, and two kinds of information filtering namely, 

Content-based filtering and Collaborative filtering (Poo et al., 2003; Cufoglu, 2014).  

Static profiling analyses a user’s static and predictable attributes. Static information usually 

comes from the users themselves such as conducting online registrations or ratings (Poo et al., 

2003). However, a static profile degrades in quality over time as the users interests changes 

(Poo et al., 2003). This may result in a more subjective view that not accurately reflects the 

interests of other users with similar interests. Dynamic profiling is the process of analysing a 

user’s activities or actions to determine a user’s interests (Poo et al., 2003). This can be referred 

to as behavioural profiling. This method provides a more objective and accurate representation 

of users interests.  

Content based filtering compares the contents of items associated with a user profile and 

selects those documents whose contents best match the contents of another user profile (Poo et 

al., 2003 ; Cufoglu, 2014). This technique requires users to provide explicit feedback to the 
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system (e.g., ratings). This can be an issue as some users are reluctant to (voluntarily) provide 

such feedback. Hence, implicit user information is needed to address this problem. 

Collaborative filtering organizes users with similar interests into groups (Poo et al., 2003; 

Cufoglu, 2014). This is commonly done by clustering the users into different profiles. However, 

the effectiveness of this approach depends on how well the clustered profiles reflect the users 

interests (Poo et al., 2003). In order to alleviate these drawbacks Poo et al. (2003) proposed a 

hybrid user profiling system by combining the aforementioned concepts resulting in four user 

profiling approaches namely, static content profiling, static collaborative profiling, dynamic 

content profiling, and dynamic collaborative profiling. The model of Poo et al. (2003) is 

depicted in appendix D and user profiling methods of Cufoglu (2014) in appendix E.  

Cogfoglu (2014), Kanoje,Girase, & Mukopadhyay (2014), and Khosrow-Pour (2009) 

referred to the static and dynamic profiling strategies based on the nature of information 

namely, Explicit User Information and Implicit User Information. Explicit user profiling refers 

to the static profiling paradigm whereby the interests of a user is known once a user provides 

the information. However, there are various issues to consider when using explicit user 

information. According to Schiaffino and Amandi (2009), users may be reluctant or unwilling 

to provide such information. Secondly, users may not always provide the truth when completing 

some kind of form about themselves. Thirdly, when users are willing to provide information, 

some might be less able to accurately express their interests and needs. Hence, a more accurate 

method is to obtain implicit user information by observing the users interactions with the 

underlying application, tracking these actions, and discovering patterns by some data mining 

technique (Schiaffino & Amandi, 2009). Implicit user profiling relates to the dynamic profiling 

paradigm. This type of data provides a more objective and accurate view on a user’s interests. 

However, implicit user profiling often includes a more complex segmentation base which 

makes it less easy to understand. Hybrid User Profiling overcomes the drawbacks of explicit 

and implicit profiling by combining the two methods (Khosrow-pour, 2009, p. 2757).  Hence, 

user profiles would reflect more accurate and realistic preferences and interests of users. It 

works by first considering explicit user data which is then updated and supported by the implicit 

user data or the method can be reversed. An overview of the User profiling Concepts discussed 

by Kosrow-Pour (2009) are presented in appendix C.  

In brief, there are three types of user profiling which indicate that the nature of the collected 

information is important for obtaining meaningful and accurate user profiles. Static user 

profiling is based on obtaining explicit user information whereas dynamic user profiling is 

based on implicit user information. The hybrid approach combines both types of profiling to 

address their shortcomings in order to create superior user profiles. In order to make 

recommendations to groups, the individual profiles can be aggregated to obtain group profiles. 

This study initially obtains explicit data from the CRM database (e.g., Study Programme, 

Country, Study level). Secondly, implicit information is obtained from Google Analytics (e.g., 

PDF-downloads). However, user profiles can consist out of various types of customer attributes 

which are outlined in the following sections. 
 

2.5.1 Segmentation Bases for User Profiling 

There are various customer attributes that can be used for user profiling. However, it is 

important to recognize different categories to which these attributes are related in order to 

understand the information they yield. Utilizing various customer attributes may yield a 

different image of users and subsequently their user profiles. Profiling can be based on the 

following major characteristics, including: Geographic, Demographic, psychographic, 

behavioural, Propensity-based, and Value-based (Goyat, 2011; Chen & Stallaert, 2014; 

Tsiptsis & Chorianopoulos, 2011; Hiziroglu, 2013). 
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 Geographic attributes allow to segment consumers based on location. Variables that are 

often used are region, population density, and climate (Goyat, 2011). Demographic attributes 

segments consumers according to their age, gender, education, family size, family life cycle, 

income, ethnicity, religion, occupation, or social class (Goyat et al., 2011). Psychographic 

attributes allows to segment consumers according to their interests, activities, opinions, values, 

or attitudes (Goyat, 2011; Tsiptsis & Chorianopoulos, 2011).  Lastly, behavioural segmentation 

is based on the actual customer behaviour towards products and services including their needs 

and interests. Customers can be divided according to their identified behavioural and usage 

patterns. This type of segmentation is typically used to develop personalized offerings (Tsiptsis 

& Chorianopoulos, 2011). Examples are benefits sought, interests, preferences, intentions, 

brand loyalty, user status, or readiness to buy (Goyat, 2011; Jadczakova, 2013). Propensity-

based attributes allow for the grouping of customer according to their propensity scores such 

as churn scores or cross-selling scores (Tsiptsis & Chorianopoulos, 2011). These kind of 

attributes can often be combined with other segmentation schemes for improved targeted 

marketing actions. Lastly, value-based segmentation groups customers according to their value. 

It can be used to identify the most valuable customers, to track value, and how value changes 

over time, for differentiation in service strategies, and optimization of resource allocation for 

marketing activities (Tsiptsis & Chorianopoulos, 2011). In addition, it is important to describe 

the main data sources that allow to extract such information for behavioural profiling. 
 

2.5.2 Data Sources 

Various data sources can be considered for extracting customer attributes and creating 

meaningful behavioural profiles. According to Araya, Silva, and Weber (2004) there are three 

major categories of data sources for mining web usage behaviour namely, web data, business 

data, and meta data. Web data is generated by a visitors actions and interactions on a  website 

and stored in log files, cookies, and queries (Araya et al., 2004). Business data is data generated 

by the CRM systems of the respective business which often includes geo-demographics, 

product information, and other explicit data. According to Blackboard (2014) about 55% of 

higher education institutions do not use a CRM system for marketing or recruitment purposes.  

Moreover, Meta data describes the content and structure of the website. The structure is 

provided by the home page, links between pages, or navigational structure. The content is 

represented by a vector space model (Araya et al., 2004). In this study, web data is obtained by 

Google Analytics and Business Data is obtained by the UT’s CRM-system. According to 

Singal, Kohli, and Sharma (2014) the two major approaches for gathering data for website 

analysis are log files and page tagging. Log files record the user interactions with the website 

such as page views and conversions. Page tagging are tags inserted in an existing HTML source 

code of a website. These page tags allow to track and analyse the behaviour of visitors whilst 

surfing the website. Examples of page tagging tools are Google Tag Manager and Google 

Analytics. However, this study requires behavioural attributes in order to discover behavioural 

profiles among website visitors of the University of Twente. Therefore, literature regarding 

behavioural attributes is reviewed in order to gain insights into what attributes might be 

appropriate to consider for this research. 
 

2.5.3 Behavioural Attributes 

Numerous academic studies are dedicated to behavioural attributes and user profiling in 

combination with various methods for data analysis. This study takes into account the 

assumption of the segmentation theory where groups of customers with similar behaviours and 

needs are likely to demonstrate a homogenous response to marketing activities (Tsai & Chiu, 

2004). Examples of behavioural attributes encountered in literature are mentioned below 

(Goyat, 2011; Pandey et al., 2011 Tsiptsis & Chorianopoulos, 201; Gutwirth 2012; 

Baranowska, 2014). 
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Pages views       Number of visits       Date  

Search Queries      Sequence of behaviour      Device 

Ads clicked       Time spent on page      Benefit sought 

Referring URL      Operating System      Product offers viewed 

Location        In-text semantics       Social Media Channels 

Purchasing activity     Campaigns         Conversion ratio 

Clickstream       Navigational behaviour     Average time on page 

2.6 Framework for User Profiling based on Unsupervised Machine Learning 

A framework is proposed to visualize User Profiling strategies based on unsupervised machine 

learning and the requirements and characteristics of the dataset. The framework is based on 

literature discussed in section 2.3. Selecting a particular algorithm for unsupervised machine 

learning problems is highly dependent on the data type, data size, and data dimensionality. 

These data properties have a significant effect on the quality and efficiency of the clustering 

procedure and solution (Fahad et al., 2014, Pandove et al., 2018, Dolnicar., 2002). For instance, 

when analysing a large numerical dataset one might apply k-means and for categorical data k-

modes. Additionally, a dataset containing numerous attributes is referred to as being high 

dimensional. However, only a limited number of algorithms is capable of handling high 

dimensionality. The main issue of high dimensionality is that objects appear to be alike due to 

a loss of meaningful differentiation between similar and dissimilar objects and the 

discriminative power of the similarity measure (Assent, 2012). There is a wide variety in the 

dimensionality and data size used in academic literature. Dimensionality can range from as little 

as ten attributes to thousands of attributes in domains such as molecular biology (e.g., Kailing 

et al., 2003). Similarly, a data size can range from a few objects to millions of objects. 

According Asset (2012) no standards or rules exist in literature which indicate what can be 

considered as a high dimensional dataset. Similarly, there is a lack of rules regarding the data 

size and what can be considered as small or large (Dolnicar, 2002).  

However, Dolnicar (2002) studied the standards of clustering analysis in academic literature 

for data-driven market segmentation and found that the smallest data size contained only 10 

objects, the largest 20.000 objects, and the average size was 700. The number of variables in 

the datasets ranged between 66 and 10 variables, with a mean number of 17 variables (Dolnicar, 

2002; Dolnicar, 2003). Therefore, one could potentially regard 10 variables as low 

dimensionality and more than 10 variables as high dimensionality. Additionally, Abbas (2008) 

evaluated the performance of hierarchical and non-hierarchical clustering methods on data sizes 

of 4000 and 36000 with varying dimensionality and numbers of clusters. Results indicated that 

hierarchical clustering performed best on the smaller dataset with low dimensionality. 

Therefore, a data size of less than 4000 could potentially be considered small enough for 

hierarchical clustering and its computation time and interpretability. Datasets with more than 

4000 observations can be considered as large and potentially less suitable for hierarchical 

clustering methods except for the Chameleon, ROCK, and CURE algorithms (Section 2.3.4). 

The assumptions mentioned above provide a rough estimation about what could be considered 

as high or low dimensionality and large or small data sizes. However, they remain to be 

assumptions and a lack of rules exist regarding these categorizations in academic literature. 

According to Dolnicar (2002) the only recommendation that could be given is to question if the 

dimensionality is not too high for the number of cases to be grouped (i.e., 2k cases and 

preferably 5*2k). Table 1 provides an overview of the clustering algorithms with respect to the 

data characteristics as described in section 2.3.4.  

Section 2.3.5 proposed a two-stage clustering approach to determine the number of clusters 

and obtaining accurate clustering solutions. The Framework in Table 2 outlines various 

strategies for User Profiling based on unsupervised machine learning and the data properties 
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including the data type, data size, and dimensionality. The framework includes strategies for 

categorical, numerical, and mixed types of data. The first stage consists of an hierarchical or 

model-based clustering procedure to determine the number of clusters and identify initial seeds. 

Secondly, a non-hierarchical clustering procedure is applied to provide more accurate cluster 

memberships.  
 

Table 1 

Overview of clustering algorithms and data characteristics as reviewed in section 2.3.4 

Category  Algorithm Data Type Data Size 
Handling High 

Dimensionality 

Handling 

Noise 

Model-Based 

Algorithms 

SOMs                   

(Kohonen, 1998) 
Multivariate Data Small/Moderate Yes No 

Hierarchical 

Algorithms 

Chameleon             

(Karypis et al., 1998) 
Categorical/Numerical Large Yes No 

ROCK                          

(Guha et al., 2000) 
Categorical/Numerical Large No No 

CURE                           

(Guha et al., 1998) 
Numerical Large Yes Yes 

Complete Linkage/Ward's      

(Tamasauskas et al., 2012; 

Pandove et al., 2018;) 

Dependent on Distance 

Measure 
Small/Moderate No No 

Non-Hierarchical 

Algorithms 

K-modes                 

(Huang, 1998) 
Categorical Large Yes No 

K-medoids                   

(Park et al., 2009) 
Categorical Small Yes Yes 

K-means           

(MacQueen, 1967) 
Numerical Large No No 

K-prototypes           

(Huang, 1998) 
Categorical/Numerical Large Yes No 

Note. Adapted from Fahad et al. (2014) 

 

Table 2 

Framework outlining various strategies for User Profiling based on Two-Stage clustering and the 

characteristics of the dataset 

Data Type Data Size Dimensionality Stage - 1 Stage - 2 

Categorical 

Large 
High  Chameleon K-modes 

Low ROCK K-modes 

Small/Moderate 
High  Chameleon K-modes/K-medoids 

Low  Complete Linkage/Ward's K-modes/K-medoids 

Numerical 

Large 
High CURE K-means 

Low  CURE K-means 

Small/Moderate 
High SOMs K-means 

Low SOMs K-means 

Categorical/Numerical 

(Mixed) 
Large/Small 

High Chameleon K-prototypes 

Low ROCK K-prototypes 
Note. A data size of <=4000 is considered to be moderate/small. High Dimensionality is approximately >10 variables and Low 

Dimensionality is <=10 variables. A lack of rules exists regarding these data properties in literature (see section 2.3). 
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2.7 A Multi-Criteria Evaluation Model for User Profiling 

The majority of literature focuses on the development of methodologies to data-driven 

segmentation and different types of user profiling approaches (e.g., Dynamic or Static). 

However, the requirements for effective user profiling have received less attention. As 

discussed in section 2.4, easily understandable profiling approaches generate ineffective 

segments while the complex approaches are accurate but not easy to use in practice (Cunfoglu, 

2014). Additionally, the user profiling methods fail to acknowledge how different types of user 

data  (i.e., implicit and explicit) affect the managerial usefulness of a segmentation base and 

User Profiling approach. For instance, Dolnicar (2009) studied the fundamental understanding 

of data-driven segmentation methodologies among marketing managers. The study concluded 

that 65 per cent of the study subjects had difficulties in understanding  data-driven segmentation 

solutions and lacked a basic understanding about data-driven segmentation methodologies. 

More recently, Boratto et al. (2016) argued that the understand-ability or interpretability of data-

driven segmentation methods continued to be an important research gap due to a lack of 

guidance by literature and the increasing complexity of the segmentation bases (e.g., amount of 

attributes). This issue can be referred to as the managerial usefulness of a segmentation base or 

user profiling approach. The managerial usefulness of segmentation results are higher when it 

is easy to interpret while the quality or accuracy of the profiles is high.  

The first criteria for effective segmentation approaches were introduced by Thomas (1998) 

who argued to consider measurability, accessibility, stability, and sustainability (as cited in 

Goyat, 2011). However, more recent studies omitted measurability but have add the principle 

of attractiveness by including identify-ability, action-ability and responsiveness (van der 

Zanden et al., 2014; Wedel & Karmakura, 2012; Jadczakova, 2013). The evaluation criteria for 

effective user profiling are operationalized as follows:  Identify-ability refers to approaches and 

attributes whereby profiles can be easily distinguished from each other on the basis of 

information that is obtained objectively (Zanden et al., 2014). Segments should be recognized 

easily so that they can be measured. 

Substantiality is satisfied when the segments or profiles represent a large enough portion of 

the market to ensure profitability of behavioural targeting and other marketing efforts. This is 

related to the marketing goals and cost structure of an organization. Personalization becomes 

more prevalent due to advancements in information technology. To its limit, substantiality can 

be applied to each individual (or profile) where the purpose is to target each individual who 

produces revenues greater than the costs of the firm.  

Accessibility is the degree to which users (i.e., marketing managers) are able to address the 

targeted segments with marketing efforts based on the customer attributes. Accessibility 

depends greatly on the availability and accuracy of (secondary) data sources and types of user 

data to generate user profiles or segments according to specific customer attributes (van der 

Zanden et al., 2014; Wedel & Karmakura, 2012) 

Responsiveness is when users within the profile respond uniquely different from other 

profiles to marketing efforts. Hence, this is an important aspect for the effectiveness of any user 

profiling approach because differentiation in marketing efforts are more effective when each 

user profile is homogeneous in terms of customer behaviour and thus uniquely responds (van 

der Zanden et al., 2014; Wedel & Karmakura, 2012). 

Stability of the user profiles or customer attributes is necessary for a long enough period in 

order to discover the user profiles, implement marketing strategies, and produce results. When 

the profiles to which a marketing effort is targeted change their behaviour or interests during 

the implementation, it is more likely not to succeed (van der Zanden et al., 2014; Wedel & 

Karmakura, 2012) 

Action-ability is satisfied when the identified user profiles provide guidance for strategic 

decisions on effective marketing strategies. It differs from identify-ability or responsiveness 
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which only states that segments should be recognized easily and respond uniquely whereas the 

focus of action-ability is whether the segments (e.g., interests or needs) are consistent with the 

goals and core competencies of the organization (e.g., offerings) (van der Zanden et al., 2014; 

Wedel & Karmakura, 2012). 

As discussed in section 2.5.1, customer segmentation variables can be classified into four 

major areas of geographic, demographic, psychographic, and behavioural variables (Goyat, 

2011; Chen & Stallaert, 2014; Tsiptsis & Chorianopoulos, 2011; Hiziroglu, 2013). However, 

some researchers classify the segmentation base according to the level to which the variables 

can be observed. A segmentation base can be defined as a set of variables or characteristics 

used to assign potential customers to homogenous groups (Wedel & Karmakura, 2012). 

According to Jadczakova (2013) segmentation bases can be broadly classified into observable 

(i.e., measured directly) and unobservable customer attributes which can include either general 

or product-specific features. The most frequently used are observable customer attributes which 

are often referred to as geo-demographics. An advantage of this base is that such data can be 

easily collected and identified (Wedel & Karmakura, 2012). Geo-demographics provide 

segments that are considerably stable (e.g., gender), substantial (e.g., education, country), easy 

identifiable by objective measures (e.g., age), and easy to understand and interpret (van der 

Zanden et al., 2014). Furthermore, geo-demographics are readily available and can be used as 

a basis for User Profiles which provide managers with information on the accessibility of 

consumers (Jadczakova, 2013; van der Zanden et al., 2014). However according to Jadczakova 

(2013) a drawback of geo-demographics is their low responsiveness and action-ability due to 

clustering regions or neighbourhoods instead of individual customers. Next, psychographics 

can be classified as unobservable customer attributes (Hiziroglu, 2013). Psychographics aim to 

capture a customer’s psyche, values, lifestyle, perceptions, and personality traits (Jadczakova, 

2013). Psychographics form lifelike descriptions of consumers which enables marketers to 

translate a customer’s triggers into marketing actions (i.e., very good action-ability and 

responsiveness) (Wedel & Karmakura, 2012). However, the stability of these segments are 

moderate and the accessibility is poor (Jadczakova, 2013; van der Zanden. 2014).  Lastly, 

behavioural variables indicate the actual customer behaviour and interaction towards products 

and services including their needs and interests. These variables are classified into the 

unobservable segmentation base. Customers can be divided according to their identified 

behavioural and usage patterns. This type of segmentation is typically used to develop 

personalized offerings (Tsiptsis & Chorianopoulos, 2011). Examples are benefits sought, 

interests, preferences, intentions, brand loyalty, user status, or readiness to buy (Goyat, 2011; 

Jadczakova, 2013). Similar to Psychographics, behavioural-based variables develop highly 

responsive and action-able segments since they demonstrate significant differences in attitudes, 

needs, or interests which enables managers to develop tailored marketing campaigns. However 

their accessibility is limited because of weak associations with more general customer attributes 

such as geo-demographics (Hilziroglu, 2013; Jadczakova, 2013). Furthermore, the stability and 

identifiability are moderate since these variables are affected by the dynamic and implicit nature 

of a customers’ needs and interests (Wedel & Karmakura, 2012). Hence, using variables of 

multiple segmentation bases can provide a more robust picture of the segments or profiles 

through which marketers can develop more effective and efficient marketing campaigns. 

In brief, there are six evaluation criteria for effective customer segmentation. Moreover, a 

segmentation base can be broadly divided into observable variables and unobservable  

variables. Various User Profiling approaches are available including are Explicit Profiling, 

Implicit Profiling, and Hybrid Profiling. The majority of research focused on developing user 

profiling models and data-driven segmentation methodologies, but none considered to consider 

the requirements for effective user profiling. Furthermore, the understandability and 

interpretability of data-driven segments is more difficult due to an increasingly complex 
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segmentation base and a lack of guidance by literature. The proposed model in Figure 2 

contributes towards these problems to some degree as it enables for a multi-criteria evaluation 

on different segmentation bases and types of user profiling based on implicit and explicit user 

data. The model is aimed at supporting both researchers and practitioners to determine which 

segmentation approach is appropriate for developing high quality profiles that are easy to 

interpret and utilize for marketing purposes. The model includes the six criteria discussed above 

which are considered to be essential for effective User Profiling. For instance, this paper 

segments website visitors according to ten behavioural attributes that indicate a visitors interests 

(i.e., implicit user data). From the model can be observed that these attributes yield profound 

insights which result in profiles that are highly actionable and responsive. However, the 

resulting profiles are less easy to understand, less stable, and less accessible. Combined with 

geo-demographics (e.g., country or study programme) makes the profiles easier to identify, 

understand, to access, and more actionable. An overview of the segmentation bases are depicted 

in Table 3 and the model is depicted in Figure 2. Nevertheless, the appropriateness of any User 

Profiling approach and segmentation base is highly dependent on the knowledge discovery 

goal. 

 

Table 3 

Overview and Example of Possible Segmentation Bases and Customer Attributes 

Segmentation Base General Attributes Specific Attributes 

Observable 
Geo-Demographics, Culture, 

Socio-Economics 
User Feedback, Usage Frequency, 

Loyalty, Readiness to Buy 

Unobservable Personality Traits, Values, Lifestyle 
Intentions, Preferences, Interests, 

Perceptions, Benefits Sought 

 

Figure 2. A Multi-Criteria Evaluation Model for User Profiling 
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3. METHODOLOGY 

This study aims to discover online behavioural profiles among Dutch website visitors interested 

in Master studies at the UT. The process of Knowledge Discovery in Databases (KDD) used as 

a research methodology. The process includes the following iterative steps: Understanding the 

application domain, Select Target Data, Data Pre-processing, Data Transformation, Data 

Mining, Interpretation and Evaluation, and Consolidating the Discovered Knowledge. The 

methodology chapter includes the first 5 steps of the KDD process. Chapter 4 and 5 consist of 

the remaining two steps. The proposed framework and model are used in order to obtain the 

most reliable results and realizing the goal of the paper. 

3.1 Understanding the Application Domain 

The UT aims to educate the professionals of the future. The educational institute distinguishes 

itself from other institutes by offering both technical and social studies. In total 10.435 students 

enrolled in 2017. Approximately 5.489 are Bachelor applicants and 4.010 Master applicants 

(Facts & Figures, 2018). The UT includes about 79 nationalities whereby most are Dutch (Facts 

& Figures, 2018). In total, there are five faculties, 20 bachelor programmes, and  about 33 

Master programmes (Facts & Figures, 2018). The M&C department of the UT is among others 

responsible for monitoring the Higher Education market (HE) developments and developing 

(online) student recruitment campaigns. A lot of data is collected and stored in the UT back-

end systems and the activities a lead is taking on the UT website are tracked. Osiris Application 

Submitted is an important conversion point as it indicates whether a visitor fully completed the 

application process. Until now the M&C department was not able to find the right structure in 

the data to discover behavioural profiles. In addition, the HE market has to cope with increasing 

competition to recruit students. Marketing concepts which have been effective in business, are 

now needed by many universities looking to gain a competitive edge and gaining market share 

(Hemsley-Brown, & Oplatka, 2006). Changes in the HE market are, among others, caused by 

the increasing cost of education, globalization, or numerus fixus (Barber, Donnelly, Rizvi, & 

Summers, 2013). Furthermore, Barber et al. (2013) argues that it is of increasing importance 

that “each university needs to be clear which market segments it wants to serve and how” (p. 

5). Additionally, potential applicants face complex challenges of narrowing down personal 

interests into a single HE programme. Therefore, it is important for the M&C department to 

benefit from BT and ML techniques in order to be more efficient and effective in their targeted 

marketing efforts. The outcomes would ideally unveil high converting behavioural profiles 

among Dutch website visitors of the University of Twente interested in Master studies. 

3.2 Target Data and Pre-Processing 

There are about 79 nationalities among UT students which make it nearly impossible to analyse 

all of them in a limited timeframe. Therefore, this study selects a country (i.e., A priori) where 

the majority of the traffic of prospective students arrive from at the UT website. Dutch students 

are the largest group of applicants for the UT and belong to the majority of the website visitors 

(Facts & Figures, 2018). Furthermore, the UT has to cope with increasing competition in the 

(Dutch) HE market and would like to tailor their marketing efforts to effectively and efficiently 

reach relevant potential prospects by data-driven insights. In order to yield the most accurate 

profiles the researcher further specifies the target data to only include visitors interested in 

Master studies. To discover important differences among behavioural profiles the selected data 

consists of two groups: (1) all website visitors interested in Master studies and (2) all Dutch 

website visitors interested in Master studies. These groups are referred to as All Master Visitors 

and Dutch Master Visitors from here on.  

The selected target data is of secondary nature meaning that the data was not collected first 

hand but extracted from the UT’s back-end systems. The data consists out of Excel databases 

wherein the rows represent website visitors and the columns represent the behavioural 
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attributes. Between October 2016 and August 2017, 32.495 observations have been collected 

by the CRM-system. Filtering the database to only include visitors interested in UT Master 

studies, removing duplicates, and missing values resulted in 5962 unique observations. Next, 

the CRM data is combined with the data extracted from Google Analytics. Within the same 

period, 57.598 observations were extracted with Google Analytics using the GA add-on to 

extract 3-4 weeks of data per report, and ensuring a sample percentage between 83.3% and 

100%. Website visitors are automatically anonymized by a unique user ID (wrd-id) assigned 

by the UT back-end systems. The unique ID’s are used to combine the CRM and Web data in 

Excel with matching wrd-id’s resulting in a clean dataset of 3612 observations for All master 

visitors and 412 observations for Dutch Master visitors. Lastly, this study adopts the hybrid 

approach of user profiling. The data extracted from Google Analytics is an implicit form of user 

data such as PDF downloads. Explicit user data is extracted from the UT’s CRM system such 

as the type of study programme. 

3.3 Data Transformation 

The pre-processing of the raw data sources generated many attributes that are potentially useful 

to discover behavioural profiles among Dutch website visitors interested in Master studies. The 

Osiris Application Submitted is an important conversion point as it indicates whether a visitor 

fully completed the application process. All extracted attributes are divided into five main 

categories namely, (onsite) behavioural attributes, traffic source, country, study programme, 

and preferred device type. The first category is the type of online behaviours manifested by 

visitors of the UT website. The traffic source category  indicates how visitors found their way 

to the UT website (e.g., referrals). The third category includes nearly two hundred different 

countries of the UT website visitors. The fourth category consists out of approximately thirty-

one Master studies wherein visitors are interested. Finally, the fifth category includes the device 

type used to surf the UT website. Ten behavioural attributes have been extracted from the pre-

processed data and are listed below. The remaining categories are used to describe the 

discovered profiles in more detail. Furthermore, the data consists of categorical attributes which 

are transformed into binary (0-1) attributes. A binary value of 1 indicates a presence of a 

particular behaviour and 0 indicates an absence. In this study a symmetric binary dataset is 

analysed including the following attributes: 
 

Osiris Application Submitted      Managed CTA click   

Educational Brochure Request     PDF Download 

Eligibility Check          Scholarship Finder 

Questions via Web Form       Open Day Registration 

Request Student for a Day       Frequently Asked Questions 
 

Osiris Application Submitted indicates whether a visitors fully completed the application 

process via the student information system Osiris. Educational Brochure Request is triggered 

when website visitors downloaded at least one kind of educational brochure. The Eligibility 

Check informs visitors whether they meet the minimum requirements for a particular UT study. 

Furthermore, it allows the UT to obtain more detailed information and to identify common 

strengths or weaknesses from its prospects. Questions via Web Form is manifested when a 

visitor asked a question via web forms on the UT webpages. The Request Student for a Day 

attribute implies that a visitor registered to try out or experience a day at the UT with a current 

UT student as a guide. Managed CTA Click is a call-to-action attribute to motivate a visitor to 

take a certain action. In this study, a Managed CTA is when a visitor revisits the UT website 

whereby the content or message of the CTA are automatically tailored to motivate the visitor 

to take action (e.g., Register Now). PDF download is triggered when a visitor downloads any 

form of PDF that is non-study related. Examples are financial information, a ground plan, 
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particular events, or a catalogue of the UT. The Scholarship Finder allows visitors of the UT 

website to search for available scholarships. An Open Day Registration is when a visitor 

registered for an open day at the UT. Finally, the Frequently Asked Questions (FAQs) attribute 

is manifested when a visitor considered the FAQ page for information. 

3.4 Data Mining 

Following the proposed framework, the dataset is considered as being small to moderate sized 

including 3612 observations with a low dimensionality of 10 behavioural attributes. Therefore, 

hierarchical clustering using complete linkage followed by the non-hierarchical algorithm k-

modes is adopted. The hamming distance is used as a similarity measure for the symmetric 

binary dataset. First, analysis is conducted on All Master visitors to obtain a comprehensive 

view of the data structure and behavioural profiles. Secondly, in order to discover behavioural 

profiles of Dutch Master visitors the variable country is used and analysed by the same two-

stage clustering methodology. Figure 3 illustrates the steps taken for the first analysis of All 

Master Visitors and Figure 4 illustrates the steps taken for the second analysis of Dutch Master 

Visitors. R statistical programming is used for data mining and Microsoft Excel is used for 

visualization of the results. R provides more freedom for analysis as opposed to click-supported 

programmes and allows to tailor an algorithm to the specific goals of this research. The detailed 

process is as follows: first, the Hamming Distance is calculated with the ‘hammingD’ function 

of the package ‘EnsCat’. Secondly, the ‘stats’ package and ‘hclust’ function are used for the 

hierarchical clustering procedure. Thirdly, the sum of within-cluster inertia is calculated with 

the ‘best.cutree’ function of the package ‘JLutils’ to support the determination of an appropriate 

number of clusters. In stage 2, the k-modes algorithm is applied by inserting the number of 

clusters as determined in stage 1 with the package ‘KlaR’ and function ‘kmodes()’. The results 

are then written to the dataset with the function write.xlsx() of the package ‘openxlsx’. An 

overview of the complete process described in this chapter for conducting the analysis is 

depicted in Figure 5.  
 

Figure 3. Steps taken for analysis of All Master Visitors 

  

All Master      Hierarchical    K-modes    Behavioural 

  Visitors      Clustering     Clustering    Profiles  

 

Figure 4. Steps taken for analysis of Dutch Master Visitors 

Dutch Master     Hierarchical    K-modes    Behavioural 

  Visitors      Clustering     Clustering    Profiles 

 

Figure 5. Abstract illustration of the process for conducting the analysis 
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3.5 Data Protection Regulations 

Privacy is an important issue, for in this case, the field of (data-driven) marketing. Previous 

studies already stated that visitors are not sufficiently aware about the extent and possibilities 

of online tracking and targeting technologies which threatens their privacy (e.g., Goldfarb & 

Tucker, 2011; Borgesius, 2016). For instance, Facebook and Cambridge Analytica (i.e., A 

British political consulting firm) used personal data of millions of users without their consent 

for political purposes on Donald Trump’s US presidential election campaign and to influence 

the Brexit vote in 2016. This moment significantly impacted the public understanding and 

awareness of personal data. Since May 25th 2018 the  General Data Protection Regulation 

(GDPR) was enforced (European Commission, 2018). The GDPR is a European Legislation on 

the protection of personal data and the free movement of such data. The data in this study is 

carefully handled in compliance with the GDPR to avoid breaching the regulations and privacy 

of UT website visitors. The data was anonymized by the UT back-end systems by assigning 

each new visitor a unique user ID (WRD-ID). Moreover, the University of Twente announced 

have informed its subjects about how and where the data will be used as well as providing 

guidance on the protection of personal data in scientific research. To the best of the authors 

knowledge, this study meets the requirements of the General Data Protection Regulation. 

3.6 Cluster Validation 

An important aspect of clustering analysis is to validate the clustering results. Moreover,  the 

data is of secondary nature and the reliability and quality of such data must be critically 

assessed. A drawback of clustering analysis is that the algorithms always generate clusters but 

their outcomes might not always accurately reflect the goals of the research or analysis. This is 

important as it indicates whether the visitors of the UT website and their behaviour are 

accurately grouped. Various tests are available in literature for validating the clustering 

solutions but none of them performed better than the other (Arbelaitz et al., 2013). However, 

two of the most commonly used tests are used in this study namely, the Silhouette’s test  (i.e., 

homogeneity test) and cross-validation. There are three fundamental concepts of clustering 

validity namely, external criteria, internal criteria, and relative criteria (Halkidi et al., 2001). 

External criteria evaluates the results of a clustering solution based on a pre-specified structure 

that is projected on the dataset and reflects the user’s intuition about the structure in the data 

(Halkidi et al., 2001). Internal criteria evaluates the quality of the clustering structure in terms 

of quantities that involve vectors of the dataset such as in a proximity matrix (Halkidi et al., 

2001). Relative criteria  evaluates the clustering structure by comparing it with the same 

algorithm but different parameter values (e.g., compactness and separation). 

The silhouette score is calculated  by measuring how closely each cluster member is located 

to its profile centroid (Amorim & Henning, 2015). Furthermore, it measures the average 

distance between clusters and the degree to which the observations are well structured (Jain, 

2016; Amorim & Hamming 2015). A score of 1 implies that the cohesion within the clusters is 

quite good. A score closer to -1 indicates that the cohesion within the clusters is poor and not 

as valid. Hence, the score indicates how well visitors are distributed within clusters (Amorim 

& Hamming, 2015). 

Cross-validation can be done according to three variations namely, hold out, K-folds, and 

Leave-one-out (Schneider, 1997). This paper adopts the hold out method. However, it is 

important to note that the hold-out method is a simple variation of cross-validation. It involves 

only a single run whereas more exhaustive methods run several times on multiple k-partitions. 

Hence, the hold-out method may include some variation depending on how the data is randomly 

split. Cross-validation will be performed for All Master Visitors and Dutch Master Visitors by 

randomly splitting the original data into two sub-samples. The sub-samples consist of a training 

dataset (75%) and a test dataset (25%). The hold out variation of cross-validation is used to 

evaluate the appropriateness of the chosen number of clusters. 
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4. RESULTS 

4.1 Descriptive Statistics 

The pre-processed dataset consists out of 3612 UT website visitors interested in Master studies 

and 10 behavioural attributes. In Table 4, the range of the behavioural attributes equals to one, 

because all categorical attributes are transformed into binary (0-1) attributes. A binary value of 

1 indicates a presence of a behaviour and 0 indicates an absence.  Therefore, each attribute in 

Table 4 has a minimum value of zero and a maximum value of one. Considering the nature of 

binary attributes the minimum and maximum might not be very meaningful. However, it 

provides an indication if any error exists in the dataset. Table 4 indicates no irregularity or error 

in the dataset when evaluating the range, minimum, and maximum. 

 

Table 4      

Descriptive Statistics of pre-processed database       

Behavioural Attributes N Range Minimum Maximum Mean 

Educational Brochure Request 3612 1 0 1 .41 

Eligibility Check 3612 1 0 1 .69 

Questions via Web form 3612 1 0 1 .12 

Request Student for a Day 3612 1 0 1 .02 

Osiris Application Submitted 3612 1 0 1 .05 

Managed CTA Click 3612 1 0 1 .10 

PDF Download 3612 1 0 1 .05 

Scholarship Finder 3612 1 0 1 .05 

Open Day Registration 3612 1 0 1 .02 

FAQs 3612 1 0 1 .02 

Valid (N)  3612     

 

The behavioural attributes in Table 4 can be described in more detail by the factors country, 

study programme, device type, and traffic source. The means in Table 4 refer to the proportion 

of each behavioural attribute in the data. For example, approximately 69% of the website 

visitors  took the eligibility check. 41% of the visitors requested an educational brochure, 12% 

asked a question via web form, and about 10% clicked on a managed CTA. Furthermore, 

approximately 5% submitted their application in Osiris. The lowest means in Table 4 are 2% 

which translates to about 72 visitors who conducted a particular behaviour, such as an open day 

registration. There are no rules-of-thump about the sample size necessary for clustering analysis 

(Dolnicar, 2002). However, one approach to determine the minimum sample size is to include 

no less than 2k cases (k = number of variables), and preferably 5*2k (Dolnicar, 2002). In this 

study the number of behavioural attributes is 10. Therefore, the sample size in this study should 

be at least between 1024 and 5120 according to the suggested method.  

The dataset in this study includes 3612 observations and meets the requirements of 

conducting clustering analysis. No irregularities or outlies are present in the dataset. 

Furthermore, standardization of the data is not required because the categorical attributes are 

transformed into binary attributes where the range, minimum, and maximum of all behavioural 

attributes are identical.  As a result, the dataset is ready for analysis. The analysis in this study 

is two-fold: first, hierarchical clustering is used to determine K the number of clusters and 

identify initial seeds. Secondly, the non-hierarchical clustering algorithm k-modes is applied to 

provide more accurate cluster memberships. 
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4.2 Determining the Number of Clusters 

Hierarchical clustering is applied in order to determine an appropriate number of clusters. In 

this paper, a symmetric binary dataset is analysed. For this type of data, Tamasauskas et al. 

(2012) evaluated the performance of ten different hierarchical clustering methods by 

experimenting with ten different distance measures in terms of accuracy. As discussed in 

chapter 2, complete linkage in combination with the hamming distance performed best on 

symmetric binary data (Tamasauskas et al., 2012). Hence, this study adopts the aforementioned 

combination. First, the hamming distance is calculated with the ‘hammingD’ function of the 

package ‘EnsCat’. Secondly, the ‘stats’ package and ‘hclust’ function are used for the 

hierarchical clustering procedure. Lastly, the sum of within-cluster inertia is calculated with the 

‘best.cutree’ function of the package ‘JLutils’ to further support the determination of the 

number of clusters to be selected. 

 Figure 6 and 7 present the number of clusters based on the dendrograms and relative loss of 

inertia method by calculating the sum of within-cluster inertia for each partition (Husson et al., 

2018). The best partition is accentuated in black and the second-best in grey. Figure 6 indicates 

that for the best partition the tree should be cut into 4 clusters and for the second-best into 3 

clusters for All Master visitors. However, the dendrogram in figure 6 depicts that 6 clusters is 

appropriate. The difference between the relative loss of inertia between 4 or 6 clusters is nearly 

0.0007 and negligible. Figure 7 illustrates that for Dutch Master visitors the best partition to cut 

the tree is 3 clusters and the second-best is 6 clusters. The dendrogram of Dutch Master visitors 

illustrates that 6 clusters is appropriate. Hence, it can be concluded that 6 clusters is appropriate 

for both groups. The outcomes of the non-hierarchical clustering procedure are presented in the 

following section. The number of clusters and clustering results are validated in chapter 4.5. 
 

Figure 6. Dendrogram and relative inertia loss of All Master Visitors 

 
Figure 7. Dendrogram and relative inertia loss of Dutch Master Visitors 
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4.3 Cluster Analysis 

This chapter presents the evaluation phase of the data mining process and the behavioural 

profiles discovered after conducting the non-hierarchical clustering procedure. First, 

behavioural profiling is done on all website visitors interested in UT Master studies. Secondly, 

behavioural profiling is done on Dutch website visitors interested in UT Master studies to 

identify whether the discovered profiles are independent of country. This includes discovering 

possible similar and dissimilar characteristics between profiles. The results can provide 

valuable insights for the UT M&C department to increase the effectiveness and efficiency of 

marketing efforts. The explanatory variable is ‘Osiris Application Submitted’. This is an 

important conversion point as it indicates whether a visitor fully completed the application 

process. Each individual visitor can manifest a different sequence of behaviour. For example, 

in a profile that includes high converting visitors, one can first request an educational brochure 

and then a PDF download or vice versa. As a result, the visitors in the profile show different 

sequences but share similar behaviours. When both visitors submitted their application, it is 

more meaningful to analyse the similarity between behavioural attributes than to analyse the 

specific sequence they followed.  

 The AIDA-model is used as a reference to recognize the stage of a visitor’s customer 

journey, assign cluster labels, and describing each profile. The model consist of the Attention, 

Interest, Desire, and Action stage (Wijaya, 2012). In the Attention stage the visitors become 

aware of the service or product (i.e., UT studies) and seek to inform themselves by, in this case, 

information on the website. This stage is associated with cognition and rational knowledge 

seeking (Wijaya, 2012; Rawal, 2013). The Interest stage is associated with customers who like 

to acquire sufficient knowledge and have developed an affiliation for the institute to some 

degree (Wijaya, 2012; Rawal, 2013). For example, the Eligibility Check often demonstrates a 

visitor is interested as it informs them whether they meet the minimum requirements to be 

eligible for UT studies. In the Desire stage a visitor has developed a favourable attitude towards 

the institute. Examples of behaviours that relate to this stage are Open Day Registrations or 

Requesting to be Student for a Day.  Furthermore, visitors in the Desire stage are naturally more 

engaged and thus more likely to manifest multiple behaviours prominently which are related to 

the previous stages. Different variations of the AIDA-model are available in terms of extensions 

to the original. However, the nature of the AIDA-model remains unchanged and many 

researchers and practitioners still adopt it today. Information technology enabled the emerge of 

various social media platforms that radically changed how customers socialize and 

communicate. Therefore, Waijaya (2012) the AISDALSLove-model. However, this study 

focuses on behavioural attributes that are manifested by visitors on the UT website and these 

attributes do not include social media attributes. Traffic Sources are included (e.g., Google, 

Facebook) but are regarded as referrals whereby actual social media usage or behaviour is not 

included. Therefore, the AIDA-model is an appropriate reference to recognize the stage of a 

visitor’s customer journey, assign cluster labels, and describe each behavioural profile. 
 

4.3.1 Behavioural Profiling of All Master Visitors 

The non-hierarchical clustering method k-modes is applied by setting the number of clusters to 

6 for All Master Visitors (N=3612) as determined by hierarchical clustering in section 4.2. 

Table 5 denotes that cluster 6 represents the majority of visitors by containing 49.5% of All 

Master Visitors. The second largest is cluster 4 with 23.4% followed by cluster 1 with 11.7%. 

This indicates that clusters 6, 4, and 1 contain about 85% of All Master Visitors. The remaining 

15% is distributed in cluster 3 by 8.5%, cluster 2 by 3.8%, and cluster 5 by 3.1%. The smallest 

cluster (5) translates to 112 visitors and largest cluster (6) translates to 1789 visitors. It can be 

observed that there are no unassigned visitors to clusters. 
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Table 5 

Distribution of All Master Visitors in each cluster 

  N % 

Cluster 1 421 11.7 

Cluster 2 137 3.8 

Cluster 3 306 8.5 

Cluster 4 847 23.4 

Cluster 5 112 3.1 

Cluster 6  1789 49.5 

Total 3612 100.0 
 

In the 1st cluster of Table 6, 14.0% converted by submitting their application (i.e., Osiris 

Application Submitted). Prominent attributes are ‘Educational Brochure Request’ (100%), 

‘Eligibility Check’ (100%), and ‘Questions via Web form’ (15.4%) which implies that members 

of this cluster are interested in studying at the UT. Furthermore, 26.1% engaged with a managed 

CTA (i.e., Call-To-Action). Requesting Educational Brochures demonstrates a visitors interest 

to acquire more information which in turn raises their awareness about studying at the UT. 

Likewise, the Eligibility Check informs visitors whether they meet the minimum requirements 

for a specific study programme they are interested in. Furthermore, a reasonable amount of 

visitors asked a question via Web form (15.4%) which contributes to their awareness and 

supports the interpretation of them being interested. In contrast, asking questions can be 

indicative of missing information on the UT website. Cluster 1 manifests the second highest 

conversion score compared to all other clusters. Such characteristics resemble the interest phase 

of the AIDA-model. The phase is characterized by customers who like to acquire more 

information and at the same time they have developed an affiliation for the institute to some 

degree (Wijaya, 2012). Therefore, the members in cluster 1 can be labelled as ‘Interested High 

Potential Prospects’ or ‘Interested-HP’. The majority of the members in cluster 1 are interested 

in Sustainable Energy Technology (15.9%), Mechanical Engineering (11.4%), and Civil 

Engineering and Management (11.2%) (Table 7). Furthermore, members in cluster 1 come from 

India (21.6%) followed by The Netherlands (10.5%), and Indonesia (5.0%) (Table 8). As 

depicted in Table 9 the traffic in cluster 1 comes from Google/Organic (53.2%), Quick link 

(19.5%), and Google/cpc (7.4%). Lastly, the most popular device type in cluster 1 is a Desktop 

(61.3%) followed by Mobile (17.2%) and Tablet (2.9%) (see Table 10). 

In the 2nd cluster of Table 6, about 0.7% submitted their application. Prominent behavioural 

attributes in this cluster are ‘Managed CTA click’ (100%), ‘Educational Brochure Request’ 

(97.1%), and ‘Scholarship finder’ (41.6%) followed by ‘Open Day Registration’ (11.7%), and 

Request Student for a Day (2.9%). These characteristics resemble visitors with an interest to 

acquire information about UT studies, scholarships, and experiencing the student life at the UT. 

All members manifested a Managed CTA which implies that visitors came across UT 

advertisements and downloaded various forms of Educational Brochures for more detailed 

information. However, zero members in cluster 2 went through the Eligibility Check which can 

be indicative of visitors who require more information about the UT and study programmes 

before considering the Eligibility requirements of a particular study. The Scholarship Finder is 

the second manifested behaviour that characterizes cluster 2. It can be argued that Scholarship 

availability is an important factor when considering to study at the UT for this group of visitors. 

Therefore, it can be hypothesized  that members of cluster 2 are interested in UT studies but in 

addition to the brochures their decision is dependent on scholarship availability. As this cluster 

is distinctive in terms of Scholarship oriented visitors compared to the other clusters, it can be 

labelled as Scholarship-Driven. Popular studies in cluster 2 of Table 7 are Health Sciences 

(12.4%), Spatial Engineering (10.2%), and Civil Engineering and Management (9.5%). The 
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majority of members in cluster 2 are from  India (24.1%), The Netherlands (21.9%), and Nigeria 

(4.4%) (Table 8). Similar to cluster 1, the most popular device type in Table 10 is Desktop by 

61.3%, followed by Mobile (39.4%) and Tablet (2.9%). 

In the 3rd cluster, 1.6% converted on Osiris Application Submitted. Cluster 3 is mainly 

characterized by members who asked a Question via Web form (100%) followed by the 

Eligibility Check (67.3%). Zero members in cluster 3 have Requested an Educational Brochure. 

As all members asked a question via Web form it is highly probable that visitors did not obtain 

all the information they were searching for. A large proportion (67.3%) conducted the 

Eligibility Check which implies that visitors are interested to see whether they meet the 

minimum admission requirements for a study programme they are interested in. This behaviour 

resembles characteristics of visitors who are interested at studying at the UT to some degree 

but require more specific information that may not be available on the website. The UT M&C 

Department could apply text mining to analyse the kind of questions being asked and improve 

marketing efforts or website content. In cluster 3, no brochures were requested which decreases 

their awareness and all members asked questions via Web form to obtain the right information 

which implies their interest. Therefore, cluster 3 can be labelled as Moderately Aware Potential 

Prospects or MA-P. Popular studies in cluster 3 are Electrical Engineering (9.8%), Business 

Administration (9.2%), and Computer Science (9.5%). The majority is from India (16%), 

closely followed by the Netherlands (15%) and Germany (6%). Traffic mainly comes via 

Google/Organic (3.6%) and the remaining proportion of traffic sources are negligible. This 

implies a possible limitation of the veracity and volume of the dataset. Lastly, the majority of 

cluster 3 prefers to use a Desktop (3.6%). 

In the 4th cluster, 0.8% submitted their application. It represents the second largest cluster in 

terms of size. All members requested an Educational Brochure (100%). Furthermore, (6%) used 

the scholarship finder, 5.8% downloaded some form of PDF, and 3.1% asked a question via 

Web form. However, zero members in cluster 4 have conducted the Eligibility Check and 

Managed CTA. The scores of the remaining behavioural attributes are negligible. A distinctive 

characteristic of this group is that all visitors requested an Educational Brochure which raises 

their awareness. Additionally, the majority of this group visits the website via Google/organic 

search (29.9%). It could be hypothesized that visitors became aware by a positive spread of 

Word of Mouth or advertisements and used Google with keywords that relate to the information 

on the UT website. Therefore, they have downloaded various forms of Educational Brochures. 

These characteristics resemble visitors that are in the Attention stage. In this stage customers 

become aware of the products and services and seek to acquire more information. Furthermore, 

this stage is associated with cognition and rational knowledge seeking (Wijaya, 2012; Rawal, 

2013). Hence, this cluster is labelled the Attention group. Popular studies are Spatial 

Engineering (12.8%), Geo Information Science and Earth Observation (9.9%), and 

Environmental and Energy Management (9.8%). The majority comes from India (24.3%) and 

the Netherlands (17.2%). Lastly, the majority prefers a Desktop (37.0%). 

In the 5th cluster, 78.6% converted on ‘Osiris Application Submitted’. This is the highest 

conversion score compared to all other clusters. Dominant behavioural attributes are Eligibility 

Check (100%), Educational Brochure Request (91.1%), PDF download (77.7%), and managed 

CTA click (75.9%). Additionally, 36.6% used the scholarship finder, 25.9% asked a question 

via Web form, and 19.6% considered the FAQ page. Less prominent are Registration for Open 

Day and Request Student for a Day (2.7%). The majority of visitors are from India (19.6%). 

The latter could potentially explain why Registration for Open Days and Request Student for a 

Day are less prominent. For example, it might be too demanding in terms of financial expenses 

and visa arrangements to visit an open day or experience the student life for a day. Therefore, 

one could hypothesize that behavioural profiles of high converting visitors might differ between 

national and international students in terms of Open Day Registration and Requesting Student 
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for a Day. At least 8 of 10 visitors manifested 5 out of 10 behaviours which demonstrates their 

high level of interest compared to other clusters. Approximately 3 out of 10 either considered 

scholarship availability, asked a question via Web form, or visited the FAQ page to obtain more 

detailed information. This behaviour is distinctive for their degree of interest and desire to study 

at the UT. The high conversion percentage can potentially be explained by the fact that about 8 

out of 10 touchpoints have been conducted. These characteristics resemble the Desire and 

Action stage. The desire stage is characterized by the development of a favourable attitude 

towards the institute (i.e., affection) and the action stage by the intention to perform a behaviour 

or the behaviour itself (i.e., conation). As the purpose is to motivate all relevant visitors to 

submit their application, this cluster can be labelled as the Desired High Potential Prospects or 

Desired-HP. Popular studies are Civil Engineering and Management (18.8%), Sustainable 

Energy Technology (17.0%), and Mechanical Engineering (15.2%). The majority comes from 

India (19.6%) and the Netherlands (16.1%). Most traffic comes through Google/Organic 

(81.3%), E-mail (19.6%), and Quick Link (18.8%). Cluster 5 is the only cluster where E-mail 

and Quick Link are more prominent after Google/Organic compared to other clusters. This 

behaviour potentially explains the higher Managed CTA percentage. Lastly, the preferred 

device type is a Desktop (83.9%).  

In the 6th cluster, 0.5% submitted their application. Cluster 6 is the largest cluster in terms of 

size. The cluster is characterized by the Eligibility Check that have been conducted by all cluster 

members (100%). As the vast majority only performed one behaviour it can potentially explain 

why this cluster has the lowest conversion rate. Registration for Open Days have been 

conducted by 0.6% and Request Student for a Day by 0.4%. The remaining behavioural 

attributes are negligible. Conducting the Eligibility Check suggests that members of this cluster 

are interested to see whether they meet the minimum requirements for the study programme 

they are interested in. There is an extremely small proportion of visitors that conduct any kind 

of other behaviour to acquire information about the  UT. Therefore, it is highly probable that 

visitors in cluster 6 obtained information about the UT from sources other than the website. 

Potential sources that can raise the awareness and interest for studying at the UT are a positive 

spread of Word of Mouth (WOM), Electronic Word of Mouth (eWOM) through social media 

channels, and online and offline advertising. The majority of the members in cluster 6 are from 

India (18.8%) and the Netherlands (7.2%) (Table 8). Interestingly, the difference between the 

two countries seems to be substantially larger in comparison to other clusters. In other clusters 

the majority also consists of Indian visitors followed by the Netherlands, except, the differences 

are smaller. Hence, Indian visitors in cluster 6 could be more likely to raise their awareness 

using external sources and are mainly interested if they meet the minimum requirements to be 

eligible compared to visitors of other nationalities. These characteristics resemble the interest 

stage of the AIDA-model which is associated with customers who have developed an affiliation 

for the institute to some degree (Wijaya, 2012). Hence, cluster 6 is labelled as Interested 

prospects. Popular studies are Mechanical Engineering (10.9%), Computer Science (9.5%), and 

Electrical Engineering (9.5%). The preferred device type is a desktop (11.2%) and the major 

traffic sources is through Google.  
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Table 6 

Distribution of Behavioural Attributes of All Master visitors in each cluster       

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 

 Interested-HP Scholarship-Driven MA-P Attention Desired-HP  Interested 

Behavioural Attributes N % N % N % N % N % N % 

Educational Brochure Request 421 100.0 133 97.1 0 0.0 847 100.0 102 91.1 0 0.0 

Eligibility Check 421 100.0 0 0.0 206 67.3 0 0.0 112 100.0 1789 100.0 

Questions via Web form 65 15.4 7 5.1 306 100.0 26 3.1 29 25.9 0 0.0 

Request Student for a Day 11 2.6 4 2.9 5 1.6 6 0.7 3 2.7 8 0.4 

Osiris Application Submitted 59 14.0 1 0.7 5 1.6 7 0.8 88 78.6 9 0.5 

Managed CTA Click 110 26.1 137 100.0 6 2.0 0 0.0 85 75.9 8 0.4 

PDF Download 26 6.2 13 9.5 3 1.0 49 5.8 87 77.7 2 0.1 

Scholarship Finder 42 10.0 57 41.6 1 0.3 51 6.0 41 36.6 1 0.1 

Open Day Registration 13 3.1 16 11.7 8 2.6 4 0.5 13 11.6 10 0.6 

FAQs 14 3.3 5 3.6 1 0.3 7 0.8 22 19.6 1 0.1 

 

Table 7 

Top Three Study Programmes of All Master Visitors in each cluster       

Cluster 1 

Interested-HP 

Cluster 2 

Scholarship-Driven 

Cluster 3 

MA-P 

Cluster 4 

Attention 

Cluster 5 

Desired-HP 

Cluster 6 

Interested   

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N % 

SET 67 15.9 HS 17 12.4 EE 30 9.8 SE 108 12.8 CEM 21 18.8 ME 195 10.9 

ME 48 11.4 SE 14 10.2 BA 28 9.2 GISEO 84 9.9 SET 19 17.0 CPS 170 9.5 

CEM 47 11.2 CEM 13 9.5 CPS 27 8.8 EEM 83 9.8 ME 17 15.2 EE 170 9.5 

Note. Explanations of abbreviations are available on p.3. Complete list of studies per cluster are available in Appendix H. 

 

 Table 8 

Distribution of Top 3 Visitor Countries of All Master Visitors in each cluster       

Cluster 1 

Interested-HP 

Cluster 2 

Scholarship-Driven 

Cluster 3 

MA-P 

Cluster 4 

Attention 

Cluster 5 

Desired-HP 

Cluster 6 

Interested   

Country N % Country N % Country N % Country N % Country N % Country N % 

Europe 

Netherlands 44 10.5 Netherlands 30 21.9 Netherlands 46 15.0 Netherlands 146 17.2 Netherlands 18 16.1 Netherlands 128 7.2 

Germany 18 4.3 United Kingdom 2 1.5 Germany 19 6.2 Germany 26 3.1 Spain 4 3.6 Germany 73 4.1 

Italy 11 2.6 Spain 2 1.5 United Kingdom 13 4.2 Italy 10 1.2 Greece 4 3.6 Greece 39 2.2 

Asia 

India 91 21.6 India 33 24.1 India 49 16.0 India 206 24.3 India 22 19.6 India 336 18.8 

Indonesia 21 5.0 Pakistan 7 5.1 Pakistan 15 4.9 Indonesia 53 6.3 Iran 5 4.5 Pakistan 101 5.6 

Pakistan 15 3.6 Indonesia 7 5.1 Iran 15 4.9 Bangladesh 13 1.5 Indonesia 5 4.5 Indonesia 91 5.1 

North America 

United States 14 3.3 Mexico 2 1.5 United States 16 5.2 United States 14 1.7 Mexico 5 4.5 United States 64 3.6 

Mexico 13 3.1 Honduras 1 0.7 Mexico 4 1.3 Mexico 5 0.6 United States 3 2.7 Mexico 28 1.6 

Costa Rica 3 0.7 Canada 1 0.7 Canada 4 1.3 Canada 4 0.5 Canada 1 0.9 Canada 18 1.0 

South America 

Brazil 9 2.1 Brazil 3 2.2 Brazil 6 2.0 Colombia 16 1.9 Brazil 3 2.7 Brazil 36 2.0 

Colombia 5 1.2 Paraguay 1 0.7 Colombia 2 0.7 Brazil 8 0.9 Venezuela 1 0.9 Colombia 13 0.7 

Suriname 2 0.5 Ecuador 1 0.7 Venezuela 1 0.3 Ecuador 3 0.4 Peru 1 0.9 Venezuela 6 0.3 

Africa 

Nigeria 14 3.3 Nigeria 6 4.4 Nigeria 7 2.3 Nigeria 38 4.5 Nigeria 4 3.6 Nigeria 70 3.9 
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Ghana 13 3.1 Ghana 3 2.2 South Africa 5 1.6 Ethiopia 17 2.0 Ghana 4 3.6 Ghana 60 3.4 

South Africa 7 1.7 South Africa 2 1.5 Ghana 3 1.0 Kenya 16 1.9 Kenya 3 2.7 Ethiopia 17 1.0 

Oceania 

Australia 6 1.4    Australia 3 1.0 Australia 2 0.2 Australia 1 0.9 Australia 3 0.2 

          New Guinea 1 0.1    New Zealand 1 0.1 

 

Table 9 
Distribution of Traffic Source of All Master Visitors in each cluster        

Cluster 1 

Interested-HP 

Cluster 2 

Scholarship-Driven 

Cluster 3 

MA-P 

Cluster 4 

Attention 

Cluster 5 

Desired-HP 

Cluster 6 

Interested   

Source N % Source N % Source N % Source N % Source N % Source N % 

Google/organic 224 53.2 Google/organic 82 59.9 Google/Organic 11 3.6 Google/organic 253 29.9 Google/organic 91 81.3 Google/organic 200 11.2 

Quick link 82 19.5 Google/cpc 46 33.6 Google/cpc 1 0.3 Google/cpc 96 11.3 E-mail 22 19.6 Google/cpc 70 3.9 

Google/cpc 31 7.4 Quick link 13 9.5 Direct 1 0.3 Quick link 38 4.5 Quick link 21 18.8 E-mail 50 2.8 

Direct 19 4.5 Direct 6 4.4 E-mail 1 0.3 Bing 27 3.2 Facebook 12 10.7 Direct 40 2.2 

E-mail 18 4.3 Facebook 4 2.9 Baidu 0 0.0 Direct 20 2.4 Google/cpc 10 8.9 Yahoo 20 1.1 

Facebook 10 2.4 Bing 3 2.2 Bing 0 0.0 Facebook 17 2.0 Direct 10 8.9 Baidu 10 0.6 

Bing 9 2.1 Yahoo 3 2.2 Yahoo 0 0.0 E-mail 11 1.3 Bing 2 1.8 Bing 10 0.6 

Yahoo 4 1.0 E-mail 3 2.2 Facebook 0 0.0 Yahoo 4 0.5 Yahoo 1 0.9 Facebook 10 0.6 

Baidu 3 0.7 Baidu 0 0.0 Quick link 0 0.0 Baidu 3 0.4 Baidu 0 0.0 Quick link 0 0 

 

Table 10 

Distribution of preferred Device Type of All Master Visitors in each cluster 

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 

 Interested-HP Scholarship-Driven MA-P Attention Desired-HP Interested 

Device Type N % N % N % N % N % N % 

Desktop 258 61.3 84 61.3 11 3.6 313 37.0 94 83.9 200 11.2 

Mobile 74 17.6 54 39.4 3 1.0 143 16.9 15 13.4 80 4.5 

Tablet 12 2.9 4 2.9 0 0.0 14 1.7 1 0.9 0 0 

 

4.3.2 Behavioural Profiling of Dutch Master Visitors 

Dutch Master visitors are analysed in order to discover their behaviour and identify differences 

compared to All Master Visitors. As determined, an appropriate number of clusters for Dutch 

Master Visitors is six. Therefore, the K-modes algorithm distributes all Dutch Master visitors 

(N=412) into 6 clusters. In Table 11, Cluster 4 is the largest cluster and contains 36.41% of 

Dutch Master Visitors. The second largest is cluster 6 (33.25%), followed by cluster 2 

(12.86%). Cluster 4, 6, and 2 contain about 82% of all Dutch Master Visitors. The remaining 

18% is distributed in cluster 5 (7.52%), cluster 1 (5.83%), and cluster 3 (4.13%). 
 

Table 11 

Distribution of Dutch Master Visitors in each cluster 

  N % 

Cluster 1 24 5.83 

Cluster 2 53 12.86 

Cluster 3 17 4.13 

Cluster 4 150 36.41 

Cluster 5 31 7.52 

Cluster 6  137 33.25 

Total 412 100 
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In the 1st cluster of Dutch Master Visitors in Table 12, 70.8% converted by submitting their 

application. Members of this cluster have the highest conversion percentage in comparison to 

all other clusters. The most Prominent behavioural attributes are Eligibility Check (95.8%), 

Educational Brochure Request (91.7%), and Managed CTA click (79.2%). Educational 

Brochure Requests implies that visitors are aware of UT studies and conducting the Eligibility 

Check demonstrates a visitors interest to study at the UT. Additionally, the high conversion rate 

implies that members of this cluster can be considered high potential prospects. Furthermore, a 

large proportion of Dutch visitors have Registered for an Open Day (29.2%), asked a question 

via Web form (25.0%), and Requested Student for a Day (20.8%). Additionally, 16.7% 

downloaded some form of PDF and 16.7% considered the FAQ page. This distinctive pattern 

of behaviour demonstrates that members in cluster 1 are highly interested in UT offerings. 

Approximately 8 out of 10 visitors manifested 4 of 10 behaviours and about 3 out of 10 visitors 

manifested 7 of the 10 behaviours. Hence, it could explain the high conversion percentage. 

These characteristics resemble the Desire stage of the AIDA-model. As cited in Wijaya (2012) 

the desire stage is characterized by the development of a favourable attitude towards the 

institute (i.e., affection). Therefore, cluster 1 can be labelled as Desired High Potential 

Prospects or Desired-HP. Popular studies are Health Sciences (20.8%), closely followed by 

Business Administration (16.7%), and Applied Mathematics (12.5%) (Table 13). Lastly, 95.8% 

of the traffic comes through Google/organic (Table 14) and the preferred device type is a 

Desktop (91.7%) followed by mobile (25%) (Table 15). 

 In the 2nd cluster, 1.9% converted on Osiris Application Submitted. A distinctive 

characteristic are the Questions via Web form which is manifested by 100% of the cluster 

members. Furthermore, the Eligibility Check is taken by 37.7%, 15.1% requested student for a 

day, and 11.3% downloaded an Educational Brochure. All members have asked a question via 

Web form which can imply that the visitors could not find all the information they were looking 

for on the website. Additionally, the fair amount of visitors that registered for an open day may 

compensate for the missing information on the website and visitors might prefer to visit an open 

day over downloading educational brochures. However, the most prominent are Questions via 

Web form and Eligibility Check. It resembles visitors who want to acquire more detailed 

information and are interested whether they meet the minimum requirements for UT studies. 

These behaviours are related to the interest stage of the AIDA-model. However, PDF 

downloads or Educational Brochure requests are less prominent which decreases their 

awareness. Therefore, this cluster can be labelled as Moderately Aware Potential Prospects or 

MA-P. Popular studies are Business Administration (15.1%), Health Sciences (11.3%), and 

Electrical Engineering (12.5%).  The majority of traffic comes through Google/organic (20.8) 

and the preferred device type is a desktop (19.8%). 

 In the 3rd cluster, 29.4% converted on Osiris Application Submitted. This clusters includes 

the second highest conversion score. Prominent attributes are the Eligibility Check (100%), 

Educational Brochure Request (88.2%), Questions via Web form (76.5%), and PDF download 

(64.7%). This cluster manifests the highest percentage of PDF downloads. A PDF download 

entails that a visitor downloaded some kind of PDF that is non-study related. This can be in 

terms of financial information, a ground plan, or a UT catalogue. The high percentages of PDF 

downloads and Educational Brochure requests demonstrates that visitors want to obtain more 

information which in turn raises their awareness and interest. Additionally, all visitors 

considered the Eligibility Check which confirms their high level of interest. Furthermore, a 

substantial proportion asked a question via Web form which implies they are curious to acquire 

additional information about the UT that was not available on the website. About 17.6% 

conducted an Open Day Registration, Requested Student for a Day, and considered the FAQ 

page. However, these are less prominent compared to the highest converting visitors in cluster 

1, resulting in a lower conversion rate. Hence, cluster 3 can be labelled as Interested High 
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Potential Prospects or Interested-HP. Popular are Communication Studies (29.4%), Civil 

Engineering and Management (17.6%), and Construction Management and Engineering 

(17.6%). Most traffic comes via Google/organic (70.6%) and Direct visits (11.8%). Lastly, the 

preferred device type is a Desktop (64.7%). 

 In the 4th cluster, 5.3% converted by submitting their application. It includes the third highest 

conversion percentage in comparison to all clusters. Cluster 4 is the largest cluster in terms of 

size (36.41%). The most prominent behaviour is the Eligibility Check that has been conducted 

by all cluster members (100%). Additionally, 12.7% requested an Educational Brochure, 5.3% 

requested Student for a Day, and 4.0% clicked on a Managed CTA. The presence of the 

remaining attributes are negligible. As the majority only performed one or two behaviours it 

can potentially explain why this cluster includes a lower conversion percentage compared to 

cluster 1 and 3. A small proportion in cluster 4 requested an Educational Brochure. This 

indicates that members of cluster 4 could be moderately aware about the UT study programmes. 

However, all members conducted the Eligibility Check which implies that members of this 

cluster are interested to see whether they meet the minimum requirements for the study 

programme they are interested in. Hence, it can be assumed that visitors are interested in UT 

studies. There is small proportion of visitors that conduct any kind of other behaviour to acquire 

information about the  UT. Hence, it is highly probable that visitors in this cluster obtained 

information about the UT from sources other than the website. As mentioned, potential sources 

are a positive spread of Word of Mouth (WOM), Electronic Word of Mouth (eWOM) through 

social media channels, and online and offline advertising. It can be argued that members of 

cluster 4 became aware by external sources, some by Educational Brochures, and are interested 

if they are eligible for UT studies. These characteristics resemble the interest stage of the AIDA-

model which is associated with customers who have developed an affiliation for the institute to 

some degree (Wijaya, 2012). Hence, cluster 4 is labelled as the interested group. Popular studies 

are Communication Studies (11.3%), Psychology (8.7%), and Sustainable Energy Technology 

(8.0%).Furthermore, 12.4% visits via Google/organic and the preferred device type is a Desktop 

(15.3%). 

 In the 5th cluster, 0% of visitors converted on Osiris Application Submitted. Prominent 

attributes are Educational Brochure Request (100%), Managed CTA click (90.3%), and Open 

Day Registration (54.8%). Additionally, 16.1% requested to be student for a day. The presence 

of the remaining behaviours are less prominent to make any kind of distinction. These 

characteristics resemble visitors with an interest to acquire more information as well as 

experiencing the student life at the UT. The distinctive characteristic of this group is that all 

visitors requested an Educational Brochure which raises their awareness. Additionally, the 

majority of this group visits the website via Google/organic (81.1%) and nearly all visitors have 

clicked on a Managed Call-to-Action. This implies that visitors came across UT advertisements 

and downloaded various forms of Educational Brochures for more detailed information. As the 

remaining behaviours are rarely manifested it could potentially explain the low conversion of 

Osiris Application Submitted. The latter is supported by the possibility that they require more 

information before making their decision by visiting Open Days or as student for a day. 

Therefore, it can be hypothesized that members of cluster 5 are interested in UT studies but in 

addition to the brochures they want to experience the UT. Members of cluster 5 manifest 

experience oriented behaviours which is distinctive compared to other clusters. Hence, cluster 

5 is labelled as Experience-Driven. Popular studies are Health Sciences (51.6%), Biomedical 

Engineering (6.5%), and Computer Science (6.5%). The majority of the traffic comes via 

Google/organic (81.1%) and the preferred device type is a Desktop (80.6%). 

 In the 6th cluster of Table 12, 4.4% converted on Osiris Application Submitted. This cluster 

is characterized by Educational Brochure Requests conducted by all visitors (100%) which 

raises their awareness about UT studies. Furthermore, 7.3% downloaded some form of PDF. 
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The presence of the remaining behavioural attributes are negligible. The majority of this group 

visits the website via Google/organic (51.8%). It could be hypothesized that the visitors became 

aware by a positive spread of Word of Mouth (WOM), eWOM, or advertisements and used 

Google to obtain more information. Therefore, they have downloaded various forms of 

Educational Brochures. These characteristics resemble visitors that are in the Attention stage of 

the AIDA-model. In this stage customers become aware of the products and services and seek 

to acquire more information. Hence, this stage is associated with cognition and rational 

knowledge seeking (Wijaya, 2012; Rawal, 2013). As a result, this cluster is labelled as the 

Attention group. Popular studies are Health Sciences (11.7%), Business Administration (9.5%), 

and Environmental and Energy Management (9.5%). Lastly, the majority prefers 

Google/organic (51.8%) and the preferred device type is a Desktop (48.2%). 
 

Table 12 
Distribution of Behavioural Attributes of Dutch Master Visitors in each cluster 

 Cluster 1  Cluster 2  Cluster 3 Cluster 4 Cluster 5 Cluster 6 

 
Desired-HP MA-P 

Interested-

HP 
Interested 

Experience- 

Driven 
Attention 

Behavioural Attributes N % N % N % N % N % N % 

Educational Brochure Request 22 91.7 6 11.3 15 88.2 19 12.7 31 100.0 137 100.0 

Eligibility Check 23 95.8 20 37.7 17 100.0 150 100.0 2 6.5 0 0.0 

Questions via Web form 6 25.0 53 100.0 13 76.5 0 0.0 1 3.2 0 0.0 

Request Student for a Day 5 20.8 1 1.9 3 17.6 3 2.0 5 16.1 5 3.6 

Osiris Application Submitted 17 70.8 1 1.9 5 29.4 8 5.3 0 0.0 6 4.4 

Managed CTA Click 19 79.2 5 9.4 2 11.8 6 4.0 28 90.3 0 0.0 

PDF Download 4 16.7 2 3.8 11 64.7 3 2.0 2 6.5 10 7.3 

Scholarship Finder 1 4.2 1 1.9 3 17.6 0 0.0 1 3.2 4 2.9 

Open Day Registration 7 29.2 8 15.1 3 17.6 8 5.3 17 54.8 0 0.0 

FAQs 4 16.7 1 1.9 3 17.6 0 0.0 2 6.5 3 2.2 

  Note. Explanations of abbreviations are available on p.3. Complete list of studies per cluster are available in Appendix I. 

 

Table 14 
Distribution of Traffic Source of Dutch Master Visitors in each cluster        

Cluster 1 
Desired-HP 

Cluster 2 
MA-P 

Cluster 3 
Interested-HP 

Cluster 4 
Interested 

Cluster 5 
Experience-Driven 

Cluster 6 
Attention 

Source N % Source N % Source N % Source N % Source N % Source N % 

Google/organic 23 95.8 Google/organic 11 20.8 Google/organic 12 70.6 Google/organic 19 12.7 Google/organic 27 87.1 Google/organic 71 51.8 

Facebook 6 25.0 Google/cpc 2 3.8 Direct 2 11.8 Google/cpc 7 4.7 Google/cpc 10 32.3 Quick link 13 9.5 

E-mail 6 25.0 Direct 1 1.9 Quick link 2 11.8 Direct 4 2.7 Quick link 9 29.0 Google/cpc 7 5.1 

Quick link 6 25.0 Bing 1 1.9 Google/cpc 1 5.9 E-mail 3 2.0 E-mail 2 6.5 Bing 5 3.6 

Google/cpc 4 16.7 E-mail 1 1.9 E-mail 1 5.9 Quick link 3 2.0 Direct 1 3.2 E-mail 5 3.6 

Direct 3 12.5       Facebook 2 1.3 Facebook 1 3.2 Facebook 2 1.5 

Bing 1 4.2       Bing 1 0.7       

 

Table 13 
Top Three Study Programmes of Dutch Master Visitors in each cluster 

 

Cluster 1 

Desired-HP 

Cluster 2 

MA-P 

Cluster 3 

Interested-HP 

Cluster 4 

Interested 

Cluster 5 

Experience-Driven 

Cluster 6 

Attention 

 

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N %  

HS 5 20.8 BA 8 15.1 CS 5 29.4 CS 17 11.3 HS 16 51.6 HS 16 11.7  

BA 4 16.7 HS 6 11.3 CEM 3 17.6 P 13 8.7 BE 2 6.5 BA 13 9.5  

AM 3 12.5 EE 5 9.4 CME 3 17.6 SET 12 8.0 COMPS 2 6.5 EEM 13 9.5  
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Table 15 
Distribution of preferred Device Type of Dutch Master Visitors in each cluster 

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 

 Desired-HP MA-P Interested-HP Interested Experience-Driven Attention 

Device Type N % N % N % N % N % N % 

Desktop 22 91.7 10 19.8 11 64.7 23 15.3 25 80.6 66 48.2 

Mobile 6 25.0 5 9.4 3 17.6 6 4.0 6 19.4 18 13.1 

Tablet 1 4.2     1 0.7 1 3.2 3 2.2 

 

4.4 Comparison Analysis 

Previous sections indicated that six behavioural profiles exist among website visitors interested 

in Master studies at the University of Twente. The discovered profiles are labelled as Interested 

High Potential Prospects, Scholarship-Driven Prospects, Moderately Aware Potential 

Prospects, Attention Prospects, Desired High Potential Prospects, and Interested Prospects for 

All Master Visitors. The behavioural profiles of Dutch Master visitors are labelled as Desired 

High Potential Prospects, Moderately Aware Potential Prospects, Interested High Potential 

Prospects, Experience-Driven Prospects, and Attention Prospects. Each of the profiles is 

comprised of a distinctive behavioural pattern which is described in terms of its most prominent 

behavioural attributes. However, a more detailed picture is required in order to identify 

similarities and dissimilarities in behavioural attributes between All Master Visitors and Dutch 

Master Visitors. Furthermore, focusing on prominent behavioural attributes may not provide a 

true picture of the profiles and its underlying structures. Therefore, this section aims to evaluate 

the findings of the previous sections and uncover details that may only become visible by means 

of a comparison analysis. First, a comparison is given including the distribution of visitors per 

profile. Secondly, a comparison of the distribution of behavioural attributes per profile is 

depicted. Lastly, the distribution of Traffic Source, Study Programmes, and Device Type is 

compared for each profile.  

 

4.4.1 Comparison of Distribution of Visitors per Profile 

Figure 8 depicts the distribution of All Master visitors and Dutch Master visitors for each of the 

six behavioural profiles. At a macro-level it can be observed that for both groups the Interested 

profile is the largest followed by the Attention profile. However, the profiles are significantly 

different in terms of proportions. The proportion of All Master visitors in the Interested profile 

(50%) is larger compared to the Interested Profile of Dutch Master visitors (36%). Furthermore, 

the Desired-HP profile of All Master Visitors (3%) is smaller compared to the proportion of the 

Desired-HP profile of Dutch Master Visitors (6%). The interested-HP profile of All Master 

Visitors (12%) is substantially larger than the Interested-HP profile of Dutch Master Visitors 

(4%). In contrast, the MA-P profile of All Master visitors (8%) is substantially smaller than the 

MA-P profile of Dutch Master visitors (13%). Hence, the proportion of Desired High Potential 

prospects is larger for Dutch Master Visitors and the proportion of Interested high potential 

prospects is larger for All Master visitors. Finally, both groups have a profile including 

Scholarship-Driven for All Master visitors (4%) and Experience-Driven for Dutch Master 

visitors (8%). In brief, the largest profiles are the Interested and Attention profiles for both 

groups. All profiles are distinct in terms of proportions and both groups have one unique 

behavioural profile. 
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Figure 8. Distribution of Visitors per Profile 

 

All Master Visitors %   Dutch Master Visitors % 

Interested 49.5  Interested 36.41 

Attention 23.4  Attention 33.25 

Interested-HP 11.7  MA-P 12.86 

MA-P 8.5  Experience-Driven 7.52 

Scholarship-Driven 3.8  Desired-HP 5.83 

Desired-HP 3.1  Interested-HP 4.13 

Total 100.0  Total 100 

 

4.4.2 Comparison of Behavioural Attributes per Profile 

Figure 9 depicts the distribution of behavioural attributes of All Master Visitors and Figure 10 

of Dutch Master Visitors per profile. Each profile is marked at 50% with a dashed line in order 

to make interpretations less complicated. A behavioural attribute manifested more than 50% is 

considered to be a dominant or macro-behaviour and attributes that are manifested less than 

50% are considered to be non-dominant or micro-behaviours. The Attention and Interested 

profiles are the largest profiles in terms of size and similar for both groups at a macro-level. In 

both groups, the Educational Brochure Requests are a dominant behaviour (100%) for the 

Attention profile, and the Eligibility Check is dominant (100%) in the Interested profile. Hence, 

it can be hypothesized that at a macro-level the Attention and Interested profiles are similar 

across countries. Specifically, this is assumed to be valid between All Master visitors and Dutch 

Master visitors. 

The MA-P profiles are equal in terms of questions via web form (100%) which can indicate 

certain information was not found on the website. However, profiles differ in the proportion of 

All Master visitors who conducted the Eligibility Check. It can be hypothesized that All Master 

visitors in the MA-P profile are more likely to conduct the Eligibility Check (67.3%) to see 

whether they meet the minimum requirements for UT studies compared to Dutch Master 

visitors (37.7%).  

The Interested-HP profiles are different in terms of the proportions in macro and micro-

behaviours between both groups. Among both profiles Educational Brochure Request and 

Eligibility Check are dominant. An important difference is that the Interested-HP profile of 

Dutch Master visitors manifest Questions via Web form (76.5%) and PDF downloads (64.7%) 

as additional dominant attributes. These attributes can contribute to their awareness (i.e., 

knowledge) and Interest (i.e., affection). Hence, it could explain the higher conversion rate on 

Osiris Application Submitted by Dutch Master visitors (29.4%) compared to All Master visitors 

(14%). Furthermore, the micro-behaviour Managed CTA click appears to be more manifested 

by All Master visitors (26.1%) compared to Dutch Master visitors (11.8%). For the Interested-

HP profile, it could be hypothesized that Questions via Web form and PDF downloads have a 

positive influence on Osiris Application submitted for Dutch Master visitors in this profile. 

The Desired-HP profiles include the highest converting UT website visitors. All Master 

visitors manifested Osiris Application Submitted by 78.6% and Dutch Master visitors by 

70.8%. Both groups manifest the Eligibility check, Educational Brochure, and Managed CTA 

click as dominant attributes. However, PDF download is an additional dominant attribute for 

the Desired-HP profile of All Master Visitors whereas for Dutch Master visitors is it non-

dominant. Hence, it could explain the difference of approximately 8% on Osiris Application 

Submitted conversions. Similar to the Interest-HP profiles, it could be hypothesized that PDF-

download has a positive influence on Osiris Applications Submitted. Furthermore, all Master 
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visitors make more use of the Scholarship finder compared to Dutch Master visitors in the 

Desired-HP profiles. Hence, it can be argued that Scholarship availability is an important factor 

when considering to study at the UT for All Master Visitors. Moreover, registration for Open 

Days and Requesting Student for a Day is more prominent among Dutch Master visitors in the 

Desired-HP profile. Therefore, it can be hypothesized that Dutch Master visitors are more likely 

to consider Open Days or Student for a Day before converting and All Master visitors are more 

likely to consider website materials such as PDF-downloads and Scholarship Finder. 

The Scholarship-Driven uniquely characterizes All Master visitors compared to Dutch 

Master visitors. It can be argued that Scholarship availability is an important factor when 

considering to study at the UT for All Master visitors. Hence, it can be hypothesized that their 

conversion rate is possibly influenced by Scholarship Availability. 

 The Experience-Driven profile uniquely characterizes Dutch Master visitors in terms of 

Open Day registrations and Requesting Student for a Day. In addition to Educational Brochure 

Requests Dutch Master visitors want to acquire information by experiencing the UT by visiting 

Open Days or being a Student for a Day. Therefore, it can be hypothesized that the conversion 

rate of Dutch Master visitors is highly influenced by Open Day Registrations and Requesting 

to be Student for a Day. Lastly, the Scholarship-Driven and Experience-Driven profiles all 

manifested a Managed CTA click (100%) which implies that visitors came across UT 

advertisements and downloaded various forms of Educational Brochures (100%) to acquire 

more detailed information.  
 

Figure 9. Distribution of Behavioural Attributes of All Master Visitors 

 

Figure 10. Distribution of  Behavioural Attributes of Dutch Master Visitors 
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4.4.3 Comparison of Traffic Source per Profile 

Figure 11 depicts the distribution of Traffic Sources for All Master visitors and Figure 12 for 

Dutch Master visitors. It can be concluded the majority of visitors enter the UT website via 

Google/organic, followed by Google/cpc, Quick links, and Direct visits. Interestingly, the 

Desired-HP profile is the only profile that is distinct in terms of E-mail and Facebook referrals 

which are significantly higher compared to other profiles. Hence, it could explain why Managed 

CTA click is one of the dominant behavioural attributes in the Desired-HP profiles. It can be 

argued that high  converting visitors prefer Quick link, E-mail, and Facebook after 

Google/organic whereas lower converting visitors prefer Google/organic, Quick link, and direct 

visits. It can be concluded that dominant Traffic Sources are in similar order between profiles 

(i.e., macro-level) but non-dominant Traffic Sources differ in terms of proportions (i.e., metric-

level) between All Master visitors and Dutch Master visitors. 
 

Figure 11. Distribution of Traffic Source of All Master Visitors 

 
Figure 12. Distribution of Traffic Source of Dutch Master Visitors 
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4.4.4 Comparison of Preferred Device Type per Profile 

The preferred device type of All Master visitors is depicted in Figure 13 and for Dutch Master 

visitors in Figure 14.  In general, the majority of visitors prefer a Desktop followed by a Mobile 

and Tablet. This behaviour is similar between all profiles and across both groups. In both groups 

the Desired-HP profile includes the largest proportion of visitors who prefer a Desktop 

compared to all other profiles in both groups. However, it appears that All Master visitors make 

more use of Mobile devices compared to Dutch Master visitors. Furthermore, profiles of high 

converting visitors are more likely to use a Desktop compared to profiles of low converting 

visitors. It can be argued that a Desktop could be more convenient for visitors who manifest 

multiple dominant behaviours (e.g., high potential prospects). It can be hypothesized that the 

order of preferred device types are similar in all profiles and across groups but at a micro-level 

(metric) it varies between All Master visitors and Dutch Master visitors. 
 

Figure 13. Distribution of Preferred Device Type of All Master Visitors 

 
Figure 14. Distribution of Preferred Device Type of Dutch Master Visitors 
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4.4.5 Comparison of Study Programmes per Profile 

The top three study programmes per profile of All Master visitors are depicted in Table 16 and 

for Dutch Master visitors in Table 17. The most recurrent studies among all profiles of All 

Master Visitors are Mechanical Engineering (ME), Civil Engineering and Management (CEM), 

and Sustainable Energy Technology (SET), followed by Electrical Engineering (EE), Spatial 

Engineering (SE), and Computer Science (CPS). The most recurrent studies among Dutch 

Master visitors are Business Administration (BA), Health Sciences (HS), and Communication 

Studies (CS). The results indicate that Dutch Master visitors are more likely to be interested in 

studies of Behavioural, Management, and Social Sciences (BMS) whereas All Master visitors 

are more likely to be interested in studies of Engineering Technology (ET). For example, All 

Master visitors of the Desired-HP profile are more interested in CEM (18.8%), SET (17.0%), 

and ME (15.2%). In contrast, Dutch Master visitors are interested in HS (20.8%), BA (16.7%), 

and AM (12.5%). It can be hypothesized that the interest in UT Master studies differ across 

countries on a macro-level (ordinal) and micro-level (metric). At least, this hypothesis could be 

valid between All Master visitors and Dutch Master visitors. 
 

Table 16  

Popular Study Programmes of All Master Visitors in each Profile       

Cluster 1 

Interested-HP 

Cluster 2 

Scholarship-Driven 

Cluster 3 

MA-P 

Cluster 4 

Attention 

Cluster 5 

Desired-HP 

Cluster 6 

Interested   

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N % 

SET 67 15.9 HS 17 12.4 EE 30 9.8 SE 108 12.8 CEM 21 18.8 ME 195 10.9 

ME 48 11.4 SE 14 10.2 BA 28 9.2 GISEO 84 9.9 SET 19 17.0 CPS 170 9.5 

CEM 47 11.2 CEM 13 9.5 CPS 27 8.8 EEM 83 9.8 ME 17 15.2 EE 170 9.5 

 

Table 17 
Popular Study Programmes of Dutch Master Visitors in each cluster 

Cluster 1 

Desired-HP 

Cluster 2 

MA-P 

Cluster 3 

Interested-HP 

Cluster 4 

Interested 

Cluster 5 

Experience-Driven 

Cluster 6 

Attention 

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N % 

HS 5 20.8 BA 8 15.1 CS 5 29.4 CS 17 11.3 HS 16 51.6 HS 16 11.7 

BA 4 16.7 HS 6 11.3 CEM 3 17.6 P 13 8.7 BE 2 6.5 BA 13 9.5 

AM 3 12.5 EE 5 9.4 CME 3 17.6 SET 12 8.0 CPS 2 6.5 EEM 13 9.5 

4.5 Clustering Validation 

Assessing the cluster validity is an important aspect in clustering analysis. As a result, 

conclusions based on the discovered profiles become more robust. Following chapter 3, the 

Silhouette score and Cross-Validation are performed.  
 

4.5.1 Silhouette Score 

As described in chapter 3, the silhouette’s test evaluates the cluster homogeneity (i.e., unity 

within-clusters) by measuring how closely each cluster member is located to its profile centroid. 

Furthermore, it measures the average distance between clusters and the degree to which the 

observations are well structured. A score of 1 implies that the cohesion within the clusters is 

quite good. A score closer to -1 indicates that the cohesion within the clusters is poor and not 

as valid. The results are presented in Table 18.  

The silhouette score of All Master visitors is 0.76 which indicates the clusters are cohesive. 

The score for Dutch Master students is 0.56. Although the score is not as high compared to All 

Master Visitors it still indicative of a reliable clustering solution as the scores are closer to 1 

than 0 or -1. 
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Table 18 
Silhouette Score of All Master Visitors and  Dutch Master Visitors 

All Master Visitors Dutch Master Visitors 

0.763427236482932 0.562356414382147 

 

4.5.2 Cross-Validation 

Cross-validation is performed for All Master Visitors and Dutch Master Visitors by randomly 

splitting the original data into two sub-samples. The sub-samples consist of a training dataset 

(75%) and a test dataset (25%). The hold-out method is applied and used to evaluate the 

appropriateness of the chosen number of clusters as described in chapter 3. This is done by 

recalculating the number of clusters for the training dataset and the test dataset. Hence, the 

Hamming distance is recalculated for both sub-samples and the number of clusters are 

determined by hierarchical clustering. In addition, the relative loss of inertia is calculated to 

improve the interpretability. The size of the training dataset is 2709 and for the test dataset 903 

for All Master Visitors. The size for Dutch Master Visitors is 309 for the training dataset and 

103 for the test dataset. It is important to note that the hold-out method is a simple variation of 

cross-validation. It involves only a single run whereas more exhaustive methods run several 

times on multiple k-partitions. The k results are then averaged to obtain a single estimation. 

Hence, the hold-out method may include some variation depending on how the data is randomly 

split. 

In Figure 14 the results of the training dataset are depicted for All Master Visitors. According 

to the relative loss of inertia method the best partition to cut the tree is 3 clusters (black) and 

the second-best is 5 clusters (grey). However, from the dendrogram it can be observed that 6 

clusters are appropriate. The relative loss of inertia between 5 clusters and 6 clusters is 

approximately 0.001 which is negligible. Hence, 6 is an appropriate number of clusters 

according for the training dataset for All Master Visitors. In Figure 15, the results of the test 

dataset are depicted for All Master Visitors. The graph including the relative loss of inertia 

suggests that 4 clusters are the best partition to cut the tree and the second-best is 3 clusters. 

The dendrogam of the test dataset suggests that 6 is appropriate. The relative loss of inertia 

between 4 clusters and 6 clusters is approximately 0.003 which is negligible. Hence, it can be 

concluded that six is an appropriate number of clusters for All Master Visitors according to 

both the test dataset and training dataset.  

The dendrogram and relative loss of inertia for the training dataset of Dutch Master Visitors 

are depicted in Figure 16 and the results of the test dataset can be found in Figure 17.  It can be 

observed from the dendrogram and relative loss of inertia method that six is an appropriate 

number of clusters for both the training dataset and test dataset of Dutch Master Visitors. 

Lastly, the Silhouette scores are recalculated for the training dataset and test dataset for both 

groups. For All Master Visitors the Silhouette score is 0.51 for the training dataset and 0.60 for 

the test dataset. The Silhouette scores for Dutch Master Visitors is 0.50 for the training dataset 

and 0.48 for the test dataset. The lower score on the test dataset is acceptable considering that 

all previous analysis and calculations depict positive results and the score may vary depending 

on how the dataset was randomly split. Furthermore, the scores are similar in comparison to 

section 4.5.1 of the original data. Hence, it can be concluded that the discovered behavioural 

profiles are valid and robust. 
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Figure 14. Dendrogram and relative inertia loss All Master Visitors Training Dataset 

 
Figure 15. Dendrogram and relative inertia loss All Master Visitors Test Dataset 

 
Figure 16. Dendrogram and relative inertia loss Dutch Master Visitors Training Dataset 

 

Figure 17. Dendrogram and relative inertia loss Dutch Master Visitors Test Dataset 
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5. DISCUSSION 

A key competitive advantage for today’s organizations is the availability of large amounts of 

data for the purpose of segmenting a customer base, offering tailored services, and extracting 

meaningful information provided by various data sources. However, organizations often have 

difficulties to extract knowledge from data and selecting appropriate ML and User Profiling 

approaches. For instance, Dolnicar (2002) found that marketing departments lack a fundamental 

understanding on data-driven segmentation methodologies. Key issues were determining the 

number of clusters and which algorithm should be chosen. Moreover, the interpretability and 

understandability of data-driven segments is an important issue due to a lack of research and 

cases and increasingly complex segmentation bases (Boratto et al., 2016; Dolnicar, 2002). 

Furthermore, segmentation approaches failed to acknowledge how different types of user data 

and segmentation criteria may affect the quality of User Profiles. In addition, numerous 

approaches were available for numerical data but approaches for categorical or mixed data were 

not as prevalent or straightforward. 

The first objective was to develop a methodology and a framework of UML algorithms for 

User Profiling with respect to their requirements regarding various data properties. The research 

question was: What is an appropriate framework for outlining UML Algorithms for User 

Profiling? Among others, literature was reviewed on ML algorithms, their requirements 

regarding data properties, and two-stage clustering.  

As a result, a framework is proposed outlining various UML algorithms for User Profiling 

with respect to various data properties. It provides a two-stage clustering methodology for 

categorical, numerical, and mixed types of data with respect to the data size and data 

dimensionality. The first stage consists of an hierarchical or model-based procedure to 

determine the number of clusters. In the second stage, a non-hierarchical clustering procedure 

is applied for cluster refinement. The framework can support researchers and practitioners to 

determine which UML algorithms are appropriate for developing robust user profiles and 

segments for marketing purposes. Selecting a UML algorithm is highly dependent on the data 

type, data size, and data dimensionality as these properties have a significant effect on the 

quality and efficiency of the clustering procedure and solution and are therefore included in the 

framework (Fahad et al., 2014, Pandove et al., 2018, Dolnicar., 2002; Han, 2012; Larose, 2014). 

Prior research focused on the development, effectiveness (i.e., accuracy), and efficiency of 

various UML algorithms (e.g., Tamasauskas et al., 2012; Pandove et al., 2018, Huang, 1998; 

Park et al., 2009). However, none provided an outline as proposed in this paper. Moreover, the 

two-stage clustering approach alleviates the drawbacks of solely using a hierarchical or non-

hierarchical algorithm resulting in more robust clustering solutions (e.g., Kuo et al., 2002; 

Mazanec & Strasser, 2000; Punj & Steward, 1983). 

The second objective was to utilize the framework to discover high converting online 

behavioural profiles of Dutch website visitors interested in Master studies at the University of 

Twente (UT). The second research question was as follows: What online behavioural profiles 

of Dutch website visitors interested in UT Master studies are most significant in terms of 

conversions? As a result, six behavioural profiles were discovered among Dutch website 

visitors and All website visitors interested in UT Master studies. The profiles were labelled as 

Desired High Potential Prospects, Interested High Potential Prospects, Moderately Aware 

Prospects, Interested prospects, Experience-Driven prospects (Dutch Master Visitors), 

Scholarship-Driven prospects (All Master Visitors), and Attention prospects. All profiles are 

distinguishable by macro-behaviours and especially by micro-behaviours. 

The Desired-HP profiles include the highest converting visitors in both groups. PDF-

download is an additional macro-behaviour for the Desired-HP profile of All Master Visitors 

in contrast to Dutch Master Visitors. It could potentially explain the difference in conversions 

on Osiris Application Submitted by approximately 8%. Moreover, the Desired-HP profiles 
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indicate that All Master visitors make more use of the Scholarship Finder and PDF-downloads 

whereas Dutch Master visitors make more use of Open Day Registrations and Request Student 

for a Day in addition to the more commonly shared macro-behaviours. The Interested-HP 

profiles include the second-highest converting visitors. However, the Interested-HP profile of 

Dutch Master Visitors manifests Questions via Web Form and PDF-downloads as additional 

macro-behaviours in contrast to All Master visitors. As the conversion rates differ it could be 

argued that Questions via Web Form and PDF downloads have a positive influence on the 

conversion rate in the Interested-HP profile of Dutch Master visitors. Comparing high 

converting profiles with low converting profiles it appears that profiles with more than three 

macro-behaviours have higher conversion rates than profiles with less than three dominant 

behaviours. Educational Brochure Request, Eligibility Check, and Questions via Web Form are 

the most commonly manifested macro-behaviours among profiles. However, macro-behaviours 

can overlap between profiles whereas micro-behaviours consistently depict a unique pattern. 

Focusing on micro-behaviours can result in more effective and efficient marketing campaigns.  

The distribution of Traffic Source and Preferred Device Type are similar between groups on 

a macro-level but at a micro-level it varies between between groups. The majority enters the 

UT website via Google/organic, followed by Google/cpc, Quick links, and Direct visits. 

However, higher converting visitors more often prefer E-mail, Quick link and Facebook as a 

traffic source whereas lower converting visitors prefer Google, Quick link, or direct visits. 

Moreover, Dutch Master visitors have a higher percentage in Facebook referrals and slightly 

more in Quick link and E-mail. Study programmes differ across groups (i.e., country) and 

profiles on both macro-level (ordinal) and micro-level (metric). It appears that Dutch Master 

visitors are more likely to be interested in Behavioural, Management, and Social Sciences 

(BMS) whereas All Master visitors appear to be more interested in studies of Engineering 

Technology (ET). However, confirmatory research is necessary to test this hypotheses. 

Notably, the experience-driven profile uniquely characterizes Dutch Master visitors in terms 

of Open Day registrations and Requesting Student for a Day. Hence, the conversion rate of 

Dutch Master visitors is possibly influenced by Open Day Registrations and Requesting Student 

for a Day. The Scholarship-Driven profile uniquely characterizes All Master Visitors, making 

scholarship availability an important aspect to study at the UT. However, both profiles include 

Educational brochure request and Managed CTA as macro-behaviours. It appears that visitors 

in the scholarship and experience-driven profiles came across UT advertisements, downloaded 

various forms of educational brochures, and considered either Open Day Registrations or 

Scholarships. This potentially explains why Google/CPC and Quick link are prominent traffic 

sources right after Google/Organic in these profiles. The Moderately Aware Profiles are equal 

across both groups and characterized by visitors who all asked a question via web form. This 

can imply that visitors are interested but require more information which might not be available 

on the website. The UT M&C Department could apply text mining to study the kind of questions 

being asked to improve website content and marketing campaigns. The Attention and Interested 

Profiles are similar across groups. The interested profiles are the largest in terms of size but 

only manifested the Eligibility Check. It is assumed that instead of downloading educational 

brochures they raised their awareness or interest by a positive WOM, e-WOM, or 

advertisements before conducting the E-check.  

Furthermore, a model is proposed which allows for a multi-criteria evaluation on different 

segmentation bases and User Profiling approaches that can guide researchers and practitioners 

to develop robust profiles and segments. It includes criteria which are essential for effective 

customer segmentation, different categories of customer attributes, and Implicit, Explicit, and 

Hybrid profiling approaches. Utilizing the hybrid approach can yield the most accurate, 

interpretable, and actionable segmentation results as it alleviates the drawbacks of solely using 

implicit or explicit user data (Dolnicar, 2008; Cufoglu, 2014). The majority of literature focused 
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on the development of User Profiling approaches and methodologies but did not consider the 

requirements for effective customer segmentation. Typically, they used one type of user data 

which was often explicit and numeric and limited to metrics as click through rate, time spent 

on page, or number of pages visited. For instance, Yan et al. (2009) segmented users based on 

their responses to advertisements. Results showed that click-through rates improved by 670 

percent when using BT. Bhatnagar and Papatla (2001) segmented customers by using their 

search behaviour to present personalised ads. Targeting was based on keywords a consumer 

entered in a search engine. Another technique used was monitoring the clickstream on 

advertisements to measure and ad’s effectiveness (Chen & Stallaert, 2014). Yao et al. (2010) 

used ML to identify purchasing and spending amounts to generate customer profiles. In 

contrast, this study used ML to discover profiles and understand what behaviours possibly 

contribute to a macro-conversion. A study of Rindfleish (2003) focused on profiling based on 

geo-demographic data of students and used it to measure the potential of market segments in 

the HE market. However, this study uses actual individual behavioural interactions of visitors 

with the website to discover user profiles (i.e., implicit data) in combination with explicit data.  

5.1 Theoretical Implications 

This paper proposed a framework outlining various UML Approaches for User Profiling with 

respect to important data properties. It provides two-stage clustering strategies whereby an 

appropriate combination can be selected for categorical, numerical and mixed types of data 

while considering the data size, and data dimensionality.  In the first stage, the number of 

clusters is determined by hierarchical clustering. In the second stage, a non-hierarchical 

algorithm is applied for cluster refinement. Numerous approaches were found in academic 

literature for numerical data but approaches for categorical or mixed data were less prevalent 

and straightforward. Moreover, a two-stage approach can yield more robust results as it 

alleviates the drawbacks of solely using a hierarchical or non-hierarchical method (e.g., Kuo et 

al., 2002; Mazanec & Strasser, 2000; Punj & Steward, 1983). Furthermore, it was found that 

selecting an appropriate UML algorithm dependent on the data type, data size, and data 

dimensionality as these properties have a significant effect on the quality and efficiency of the 

clustering procedure and solution (Fahad et al., 2014, Pandove et al., 2018, Dolnicar., 2002; 

Han, 2012; Larose, 2014). Prior research focused on the development, effectiveness (i.e., 

accuracy), and efficiency of various UML algorithms (e.g., Tamasauskas et al., 2012; Pandove 

et al., 2018, Huang, 1998; Park et al., 2009). However, none provided an outline as proposed 

in this paper. The framework contributes to literature regarding approaches and methodologies 

for UML and data-driven segmentation in a marketing context. 

A symmetric binary dataset was analysed in this study and some argued there is no best 

performing similarity measure (e.g., Boriah et al., 2014). However, after reviewing literature 

and conducting this research it was found that complete linkage with the hamming distance, 

followed by k-modes, can be performed on a symmetric binary dataset to obtain meaningful 

and robust results. Moreover, Dutt, Ismail, and Herawan (2017) conducted a systematic 

literature review from 1983 to 2016 on clustering algorithms and their applications in 

educational contexts. Results indicated that none of the studies used the combination of 

complete linkage and k-modes and considered only one type of user data. Hence, an important 

contribution to literature, especially in educational contexts, is the proposed combination of 

complete linkage followed by k-modes for User Profiling. Specifically, in the case of a small 

to moderate sized symmetric binary dataset with low dimensionality and considering both 

implicit and explicit user data. 

Furthermore, a model is proposed which allows for a multi-criteria evaluation on different 

segmentation bases and User Profiling approaches which can guide researchers to develop 

robust profiles. It includes criteria which are essential for effective customer segmentation, 

different categories of customer attributes, and Implicit, Explicit, and Hybrid profiling 
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approaches. In contrast, the majority of literature focused on the development of User Profiling 

approaches and methodologies but did not consider the requirements for effective customer 

segmentation. Utilizing a hybrid approach can result in the most accurate, interpretable, and 

actionable segmentation results as it alleviates the drawbacks of solely using implicit or explicit 

user data (Dolnicar, 2008; Cufoglu, 2014).  

Lastly, the six behavioural profiles were distinguishable by macro-behaviours and micro-

behaviours. The results provide valuable insights for the UT M&C department to improve their 

marketing efforts and are indicative of a good performance by complete linkage and k-modes 

on a moderate sized and low dimensional symmetric binary dataset. Micro-behaviours allow to 

tailor marketing efforts and their discovery demonstrated that the proposed methods can 

generate profound insights. 

5.2 Practical Implications 

The framework and model can guide practitioners in selecting appropriate UML methods and 

combinations of customer attributes for User Profiling in a marketing context. Prior research 

found there is a lack of understanding among (university) marketing departments on 

fundamental data-driven segmentation methodologies. The framework can contribute to this 

problem by outlining various UML algorithms based on the characteristics of the dataset. 

Furthermore, the understandability – or interpretability – of data-driven segments is difficult 

due to increasingly complex segmentation bases and a lack of research and cases. The model 

can be considered to overcome this problem to some degree as it enables for a multi-criteria 

evaluation on different customer attributes and types of User Profiling based on criteria that are 

essential for effective segmentation. The hybrid approach can yield the most accurate, 

interpretable, and actionable segmentation results as it alleviates the drawbacks of solely using 

implicit or explicit user data. 

 Six behavioural profiles were discovered among Dutch website visitors and All website 

visitors interested in Master studies at the University of Twente. The profiles are distinguishable 

by macro-behaviours and micro-behaviours. However, macro-behaviours can overlap between 

profiles whereas micro-behaviours consistently depict a unique pattern. Developing marketing 

strategies based on more commonly shared macro-behaviours might negatively influence BT 

efforts whereas considering micro-behaviours can result in more tailored BT efforts. The 

experience-driven profile uniquely characterizes Dutch Master visitors and the Scholarship-

Driven profile uniquely characterizes All Master Visitors. The Desired-HP profile followed by 

the Interested-HP profiles include the highest converting visitors. The Desired-HP profiles 

indicate that All Master visitors are more likely to be influenced by Scholarship Finder and 

PDF-downloads whereas Dutch Master visitors are more likely to be influenced by Open Day 

Registrations and Request Student for a Day. These (micro) behaviours can have a positive 

influence on the conversion rate of Osiris Application Submitted in addition to the more 

commonly shared and less distinctive macro-behaviours including Educational Brochure 

request, Eligibility Check, and Questions via Web Form.   

Traffic Source and preferred Device Type are similar between groups on a macro-level but 

vary at a micro-level. Study programmes differ across groups and profiles on both macro-level 

(ordinal) and micro-level (metric). Dutch Master visitors appear to be more interested in studies 

of Behavioural, Management, and Social Sciences (BMS) whereas All Master visitors are more 

likely to be interested in studies of Engineering Technology (ET). However, confirmatory 

research is necessary to test this hypotheses. The majority visits the UT website via Google 

Organic, followed by Google/cpc, Quick links, and Direct visits. However, after Google the 

higher converting visitors prefer E-mail, Quick link, or Facebook whereas lower converting 

visitors prefer Google, Quick link, or direct visits. Major BT approaches to consider are Onsite 

BT and BT via Ad Networks. Most macro-behaviours are country independent and micro-

behaviours are country dependent between Dutch Master visitors and All Master visitors.  
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 Key managerial takeaways for the UT M&C department are: (1) Focus on micro-behaviours 

to tailor marketing campaigns, (2) Distinguish Experience-Driven and Scholarship-Driven 

prospects, (3) Target prospects similar, or to become similar, to the higher converting profiles 

Desired-HP and Interested-HP, (4) Further tailor marketing efforts by study programme, traffic 

source, and device type, and (5) Sequential analyses, Classification, and Text Mining can be 

utilized for future improvements. The latter is discussed in the next section. 

5.3 Future Research and Research Limitations 

This paper laid the foundation for future research on BT and (un)supervised Machine Learning. 

First, future research could conduct a sequential analysis of manifested behaviours. Finding out 

the sequence of manifested behaviours allows to motivate and nurture website visitors 

throughout their customer journey. Furthermore, it allows to identify behaviour of high 

potential prospects in an early stage of the conversion funnel. Next, future research could 

develop a classification model. Classification is a type of Supervised Machine Learning that is 

given a specific goal (i.e., target variable) for grouping data and allows to allocate observations 

to various pre-determined segments or class labels. Classification can be used to automatically 

determine the class of unlabelled or new data. The discovered profiles are labelled objects that 

can be used to train a classification model and classify new Dutch website visitors interested in 

Master studies into one of the six behavioural profiles. As a result, a new visitor can readily be 

(re)targeted according to the characteristics of a particular profile.  

 Micro-behaviours, and in some cases macro-behaviours, are considerably different across 

groups and between profiles which allow to tailor marketing campaigns. Hence, future research 

could focus on studying the differences in micro-behaviours between various countries, study 

programmes, traffic source, device type or any other meaningful attribute. Moreover, studying 

specific micro-behaviours of profiles allows to identify what customer attributes influences the 

conversion rate on Osiris Application Submitted. Furthermore, the Interested-HP and MA-P 

profiles are influenced by Questions via Web Form which could indicate that some information 

was not available on the website. Hence, a visitor asked a question which is stored in the form 

of text and may be voluminous and valuable enough for gaining knowledge about prospects. 

text mining can be considered to analyse the unstructured text and discover what kind of 

information is asked in order to improve website content and marketing efforts. Additionally, 

the various hypothesis proposed in this study could be statistically tested. Moreover, future 

research could test and refine the proposed framework or model by conducting case studies 

with different datasets or utilize them to categorize prior research to find possible research gaps. 

 This research is limited by the volume, veracity, and variety of the dataset. Volume refers to 

the data size and veracity to the validity (i.e., accuracy) of the data for its intended use. 

Therefore, confirmatory research can be conducted using the same methods as in this paper on 

a dataset of UT website visitors interested in Master studies over a longer period of time. 

Additionally, a comparison of behavioural profiles of this study with data collected over a 

longer period might provide insights whether the behaviour among website visitors shift over 

time. The latter enables the UT M&C department to determine a suitable timeframe to update 

the profiles, data mining models, and marketing activities. Additionally, the study is limited by 

the search terms used, journals included, and time period of the papers published. The 

discovered profiles might not be generalizable. However, the framework and model can be 

utilized by other organisations and educational institutions to improve data-driven 

segmentation, User Profiling, and marketing efforts. In addition, confirmatory research can be 

done by other institutions of higher education to provide evidence of the degree of 

generalizability of the results. Moreover, the behavioural attributes available in the dataset 

determine the accuracy of the findings in this paper. Therefore, this study is limited by the 

variety of raw data sources available in addition to the limitations in volume and veracity. 
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APPENDIXES 

 

Appendix A 

Literature Search Strategy: 

A systematic literature review is conducted with the support of the methods as described in 

Wolfswinkel, Furtmueller and Wilderom (2013) and Webster and Watson (2002). A computer 

search has been done by accessing different scientific search engines such as Scopus (world’s 

leading database), Web of Science, and Google Scholar.  Only articles published in academic 

journals and conference proceedings have been used for the literature review. After initial 

searches with relevant keywords and search strings, the articles were sorted by relevance and 

the abstracts were read. Additionally, the relevant articles were further filtered by the amount 

of citations to find high-impact articles or journals. First, selection is done by evaluating the 

title and abstract. Next, relevant papers were selected by comparing abstracts, citations, and 

finally by reading the full text. Among others the following keywords were used to create search 

stings and find relevant literature: (1) Behavioural/Behavioral Targeting, (2) 

Behavioural/Behavioral advertising/advertizing, (3) Machine learning, (4) customer 

segmentation, (5) customer journey, (6) (online) consumer behaviour/behavior, (7) digital 

marketing, (8) Higher Education, (9) Data Mining, (10) online user tracking, (11) user profiling. 

The table below presents a brief overview of the search strings that were used, and continuously 

refined, to collect literature.   

Appendix B 

Overview of DM and KD process models 

Model/Ref 

Fayyad et al. (1996) 

(KDD) 

Canbena et 

al. (1998) 

Anand & Buchner 

(1998) 

CRISP-DM 

(Shearer, 

2000) 

Cios et al. 

(2000) 

SEMMA (Sas 

Institute, 

2005) 

Area Academic Industrial Academic Industrial Academic Industrial 

No. steps 9 5 8 6 6 5 

Steps 

Developing and 

Understanding the 

application domain 

Business 

objectives 

Human resource 

identification 

Business 

understanding 

Understanding 

the problem 

domain 

 

Problem 

specification 

Selection of target data 

Data 

preparation 
Data prospecting Data 

understanding 

Understanding 

the data 
Sample 

Domain knowledge 

elicitation 

Explore 

Data pre-processing Methodology 

Identification 

Data 

preparation 

Preparation of 

data 

Modify 

Data Transformation Data pre-processing 

Choosing the DM task 

Choosing the DM 

algorithm 

DM DM Pattern discovery Modelling DM Model 

Pattern 

Interpretation/Evaluation 

Domain 

knowledge 

Elicitation 

Knowledge Post-pre-

processing 

Evaluation Evaluation of 

discovered 

knowledge 

Assessment  

Consolidating 

Discovered knowledge 

Assimilation 

of knowledge 

  

Deployment Using the 

discovered 

knowledge   

Note. (Adapted from Kurgan, & Musilek, 2006; Fayyad, Shapiro, & Smyth, 1996; Shafique & Qaiser, 2014; 

Larose, 2014). 
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Appendix C 

Overview of User Profiling Types by Khosrow-pour (2009). 

 

Appendix D 

Hybrid Profiling methods by Poo et al. (2003). 

 
 

Appendix E  

Overview of User Profiling Methods by Cufoglu (2014) 
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Appendix F 

Performance of ten hierarchical clustering methods based on various symmetric distance 

measures  (Tamasauskas et al., 2012). 
 

 
 

Appendix G 

Categorization of clustering algorithms and big data properties (Fahad et al., 2014) 

 
 

Appendix H 

Complete Distribution of Study Programmes for All Master Visitors       

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6   

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N % 

SET 67 15.9 HS 17 12.4 EE 30 9.8 SE 108 12.8 CEM 21 18.8 ME 195 10.9 

ME 48 11.4 SE 14 10.2 BA 28 9.2 GISEO 84 9.9 SET 19 17.0 CPS 170 9.5 

CEM 47 11.2 CEM 13 9.5 CPS 27 8.8 EEM 83 9.8 ME 17 15.2 EE 170 9.5 

IEM 44 10.5 CE 12 8.8 SET 27 8.8 ME 69 8.1 CME 11 9.8 SET 170 9.5 

CME 30 7.1 CME 9 6.6 ME 26 8.5 CEM 54 6.4 BA 9 8.0 CEM 143 8.0 
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EE 26 6.2 BA 8 5.8 CEM 20 6.5 AM 42 5.0 IDE 9 8.0 CE 103 5.8 

CE 25 5.9 CPS 8 5.8 BE 19 6.2 IEM 42 5.0 IEM 9 8.0 CME 100 5.6 

CPS 25 5.9 IDE 8 5.8 IEM 16 5.2 BA 41 4.8 EE 8 7.1 BA 95 5.3 

BA 24 5.7 IEM 8 5.8 P 15 4.9 CE 41 4.8 CE 7 6.3 ES 95 5.3 

BIT 24 5.7 BIT 7 5.1 ES 14 4.6 SET 37 4.4 HS 7 6.3 BE 90 5.0 

AM 21 5.0 ME 7 5.1 HS 14 4.6 HS 34 4.0 N 6 5.4 BIT 90 5.0 

SC 21 5.0 AM 5 3.6 CE 13 4.2 CME 33 3.9 SC 6 5.4 PSTS 81 4.5 

HS 20 4.8 BE 5 3.6 BIT 12 3.9 CPS 31 3.7 CPS 5 4.5 CS 73 4.1 

IDE 20 4.8 CS 5 3.6 CME 12 3.9 EE 26 3.1 ES 5 4.5 IEM 69 3.9 

CS 19 4.5 ES 5 3.6 IDE 11 3.6 CS 24 2.8 BE 4 3.6 EST 58 3.2 

ES 15 3.6 EST 4 2.9 N 11 3.6 N 21 2.5 BIT 4 3.6 N 57 3.2 

EEM 14 3.3 SET 4 2.9 SC 11 3.6 BIT 19 2.2 CS 4 3.6 AM 54 3.0 

BE 13 3.2 SC 3 2.2 CS 10 3.3 EST 19 2.2 EST 4 3.6 SC 44 2.5 

IST 13 3.1 EE 2 1.5 AM 8 2.6 IDE 18 2.1 IT 4 3.6 PA 40 2.5 

AP 11 2.6 EEM 2 1.5 EST 8 2.6 IT 17 2.0 EEM 3 2.7 IDE 38 2.1 

EST 10 2.4 N 2 1.5 IT 8 2.6 AP 16 1.9 P 3 2.7 PSTS 37 2.1 

N 10 2.4 P 2 1.5 EUR 7 2.3 BE 15 1.8 AM 2 1.8 HS 31 1.7 

PSTS 10 2.4 TM 2 1.5 PSTS 6 2.0 IST 13 1.5 AP 2 1.8 AP 30 1.7 

IT 9 2.1 AP 1 0.7 PA 6 2.0 P 13 1.5 PA 2 1.8 IT 28 1.6 

P 9 2.1 ES 1 0.7 EEM 4 1.3 PA 11 1.3 EUR 1 0.9 EUR 25 1.4 

PA 7 1.7 IST 1 0.7 IST 4 1.3 TM 11 1.3 IST 1 0.9 IST 24 1.3 

SE 7 1.7 PA 1 0.7 AP 2 0.7 WT 11 1.3 PSTS 1 0.9 TM 1 0.1 

ES 4 1.0    SE 1 0.3 PSTS 10 1.2 SE 1 0.9    

GISEO 2 0.5       ES 7 0.8 WT 1 0.9    

TM 2 0.5       SC 5 0.6       

         EUR 2 0.2       

 

Appendix I 

Complete Distribution of Study Programmes for Dutch Master Visitors in each cluster 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 

Studies N % Studies N % Studies N % Studies N % Studies N % Studies N % 

HS 5 20.8 BA 8 15.1 CS 5 29.4 CS 17 11.3 HS 16 51.6 HS 16 11.7 

BA 4 16.7 HS 6 11.3 CEM 3 17.6 P 13 8.7 BE 2 6.5 BA 13 9.5 

AM 3 12.5 EE 5 9.4 CME 3 17.6 SET 12 8.0 COMPS 2 6.5 EEM 13 9.5 

CEM 3 12.5 SET 5 9.4 BA 2 11.8 ME 11 7.3 IEM 2 6.5 SE 13 9.5 

EE 3 12.5 CE 4 7.5 HS 2 11.8 BA 10 6.7 TM 2 6.5 CEM 11 8.0 

IDE 3 12.5 P 4 7.5 IT 2 11.8 BIT 10 6.7 AM 1 3.2 EST 9 6.6 

COMPS 2 8.3 CS 3 5.7 P 2 11.8 CEM 10 6.7 AP 1 3.2 IT 8 5.8 

EST 2 8.3 ME 3 5.7 AM 1 5.9 CS 9 6.0 BA 1 3.2 SET 8 5.8 

IEM 2 8.3 PSTS 3 5.7 CE 1 5.9 BE 8 5.3 BIT 1 3.2 BIT 7 5.1 

ME 2 8.3 CEM 2 3.8 EE 1 5.9 EST 8 5.3 CE 1 3.2 CS 7 5.1 

SC 2 8.3 IDE 2 3.8 EEM 1 5.9 CE 7 4.7 CEM 1 3.2 GISEO 7 5.1 

BE 1 4.2 N 2 3.8 IST 1 5.9 PH 7 4.7 CME 1 3.2 ME 7 5.1 

P 1 4.2 PA 2 3.8 ME 1 5.9 AP 6 4.0 EST 1 3.2 BE 6 4.4 

PA 1 4.2 BE 1 1.9 PSTS 1 5.9 EL 6 4.0 IDE 1 3.2 CE 6 4.4 

SE 1 4.2 BIT 1 1.9 SET 1 5.9 HS 6 4.0 IT 1 3.2 IEM 6 4.4 

SET 1 4.2 CME 1 1.9 SC 1 5.9 ES 5 3.3 N 1 3.2 TM 6 4.4 

   EEM 1 1.9 TM 1 5.9 TM 5 3.3 SE 1 3.2 CS 5 3.6 
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   ES 1 1.9    CME 4 2.7 SC 1 3.2 CME 5 3.6 

   IEM 1 1.9    SC 4 2.7    AP 4 2.9 

   IT 1 1.9    BIT 3 2.0    ES 4 2.9 

   IST 1 1.9    PA 3 2.0    IDE 4 2.9 

   SC 1 1.9    IN 2 1.3    AM 3 2.2 

         IDM 2 1.3    EE 3 2.2 

         IT 2 1.3    PSTS 3 2.2 

         N 2 1.3    IST 2 1.5 

         EEM 1 0.7    P 2 1.5 

         SP 1 0.7    PA 2 1.5 

               ES 1 0.7 

               N 1 0.7 

               SC 1 0.7 

               WT 1 0.7 

 

Appendix J 

Methods, packages, and functions used in R 

Stage 1 Method Package Function Version 

1 Calculating Hamming Distance EnsCat hammingD() 1.1 

2 Distance object stats as.dist() 3.5.1 

2 Hierarchical Clustering (complete/hamming) stats hclust() 3.5.1 

3 Plot of dendrogram stats plot() 3.5.1 

4 Plot of best partition Jlutils best.cutree() 1.14.0 

Stage 2         

5 K-modes KlaR kmodes() 0.6-14 

6 Descriptive Statistics pastecs stat.desc() 3.1.21 

7 Write factor $cluster to Excel openxlsx write.xlsx() 4.1.0 

8 Data Partition for Cross-Validation Caret createDataPartition() 6.0-80 

9 Silhouette object stats silhouette() 3.5.1 

10 Plot Silhouette factoextra fviz_silhouette() 1.0.6 
 


