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ABSTRACT 

The expected pace for the completion of tenders which engineering consultancy firms need to perform is increasing 

rapidly. Traditional cost estimation methods do not have the capacity to fully utilize the existing tacit knowledge 

about past projects and their estimated and actual costs. Therefore, estimation methods tend to be slow and 

inaccurate with high variance. This leads to a significant financial impact on the preparation of a proposal for 

engineering projects. Due to the modern developments in computer technology and mathematical programming 

techniques, recently developed cost estimating approaches tend to use more complex methods and large volumes 

of data. These developments facilitated the emergence of Artificial Intelligence (AI) methods. In the literature, while 

there is a myriad of data-driven and AI-based cost estimation methods for contractor’s, there are very limited studies 

on the development and application of similar methods for engineering consultancy firms. This research attempts 

to use the existing tacit knowledge in data about past projects to perform cost estimation on new projects by 

developing an accurate AI-based cost estimation method. Building on existing work on AI cost estimation methods, 

the research question is: How can an accurate AI cost estimation method be developed, to help engineering 

consultancy firms utilize the existing tacit knowledge that is captured in data to improve speed when estimating 

costs of engineering services in the tender phase?  

 

Findings in the literature review revealed that artificial neural networks (ANNs) have the potential to overcome the 

previously described problem. Hereafter, the cost components that affect the costs of engineering services were 

identified by a literature review and interviews with experts. This led to the findings of 16 different variables that 

could potentially influence the proposal price for a tender. Eventually, the data of 132 projects were gathered using 

an online survey. Subsequently, a method was established to develop an ANN and to improve its performance. The 

method led to an optimal neural network consisting of a seven-neuron input layer, a four-neuron hidden layer that 

used sigmoid transfer functions and a linear single-neuron output layer. The best performing training algorithm was 

the Bayesian Regularization training algorithm. The most relevant input variables that influence the proposal price 

that were discovered are; project duration, number of project team members, number of disciplines, intensity, project 

phase, type of contract and scale of work. The results of this study proved that a database consisting of 60 data 

points and a selection of projects with a range between €50.000 and €1.000.000 performed best (roughly 45% of 

the total dataset).  

 

Eventually, the results showed that artificial neural networks (ANNs) can obtain a fairly accurate cost estimate 

quickly, even with small datasets. Whether the model is an improvement with regard to the pace of completion of 

tender could not be proven in this research, as no external validation was performed. However, In the interviews, 

some participant explained that they could provide the information for the variables that were determined for new 

projects within an hour after reading a RFQ. 

 

With an average accuracy of 86,4% or mean absolute percentage error of 13,65% based on 12 individual test 

cases, the model is fairly accurate with respect to the accuracy that is obtained with the currently used estimation 

method. The work of Hyari et al. (2016) resembles the most with this research as it is the only research done 

towards developing an ANN for cost estimation of engineering services. The performance of the model that is 

described in this research is an improvement with regard to the work proposed by Hyari et al. (2016) as accuracy 

is higher and deviation in the prediction is lower. In their study, the average test performance of 71,8% or mean 

absolute percentage error of 28,2% was obtained, with a maximal error of an individual test result of 86,2%. 

Although the accuracy of the proposed model is relatively high compared to other researches, results from using 

the model in practice could lack in accuracy. The maximal error of an individual test result was 62,06%. Therefore, 

while the average accuracy of the testing results is relatively high, the deviation of the individual predictions is still 

high.  

 

In addition, the training of a neural network is involved with stochastic elements, due to which every training run a 

different performance and different variance will emerge. To get a robust estimate of the skill of a stochastic model, 

this additional source of variance must be taken into account. Based on the prediction of 100 different networks, 

The average MAPE is 61,73% with a standard deviation of 31,27%. Therefore, the more robust estimate of the 

MAPE of the model is larger compared to the final optimal model. This means, while the final model has reasonable 

accuracy, the model is perceived as very unstable. This is identified by taking the additional source of variance due 

to the stochastic nature of the model into account. Therefore, implementing this method in practice should be 

considered carefully and is not advised at this moment.  
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The developed AI cost estimation method has a high potential to grow. In order to successfully use the developed 

model in practice, several recommendations are suggested for further research. First, the model should be 

externally validated. This could be done by using the model alongside the currently used detailed estimation 

method. Subsequently, compare the prediction of the ANN model with the prediction of the current estimation 

method. When the model's accuracy is perceived as too low in order to apply it in practice, the model’s accuracy 

can be improved by redeveloping it using more data. By saving relevant data in the databases, more and more data 

is collected over time. This data can then be used for developing a more accurate neural network. In addition, neural 

networks are accurate predictors however, the justification behind the prediction is very hard to do. By performing 

external validation trust can be built towards the neural network's abilities. This could also imply as a justification 

for the proposed price for management. However, bringing out a proposal based only on the ANN model still has a 

lot of challenges. This is an aspect that still needs some further research. For example, the following question can 

be asked: what are challenges regarding the adoption of a black box technology within an organization?  
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1 INTRODUCTION 

1.1 Research background 

In a globally competitive world, with diminishing profit margins and decreasing market shares, the cost of delivering 

a service or product is one of the major criteria in decision making at the early stages of a building design process 

in the construction industry (Günaydin & Doǧan, 2004). A cost estimate of capital expenditures (Capex) in the 

tendering phase of a project greatly influence planning, bidding, design, construction management and cost 

management (Arage & Dharwadkar, 2017). Decisions based on cost estimates commonly lead to resource 

allocation and other types of major commitments, which may have critical consequences. Cost estimates allow 

project managers to evaluate the feasibility of projects and control costs effectively. Furthermore, the estimate may 

influence the client’s decision on whether or not to progress with the project (Ahiaga-Dagbui & Smith, 2012). In 

addition, for many clients completing the project within the predefined budget is a paramount determinant of client 

satisfaction. Therefore, inaccurate estimates of costs can result in a significant financial impact on a project and 

deteriorated relationships with clients. 

 

Cost estimating practice 

A cost estimate is generally established by a coordinating role of a tender manager supported by a technical expert 

(e.g. engineers and project managers) who is very experienced in a specific activity. Tender managers and technical 

experts who perform cost estimates are referred to as estimators. A cost estimation method can be described as 

the symbolic representations of a system that expresses the content of that system in terms of the factors which 

influence its costs (Kirkham, 2014). Currently, existing estimation methods require detailed information about the 

project and tend to be very time-consuming and therefore costly. In the tendering phase of a project, limited 

information is available to estimators for making a cost estimate. Due to the lack of information, they leverage their 

knowledge, experience, and make intuitive judgment calls in order to estimate project costs (Cheng, Tsai, & 

Sudjono, 2010). Estimators have different levels of experience, this leads to tangible differences in the accuracy of 

cost estimates. Estimation methods in the tender phase of a project need to be quick, realistic and reasonably 

accurate (H. J. Kim, Seo, & Hyun, 2012). However, this is very difficult in the absence of sufficient information and 

different levels of experience of estimators.  

 

Contractor’s vs engineering consultancy firms 

Cost estimates can be made both for the costs of projects for contractors and the costs of projects for engineering 

consultancy firms (Zwaving, 2014). The contractor's role is generally to evaluate the client's needs and actually 

perform the work that is needed to realize and build the project. The consultant's role is to evaluate a client's needs 

and provide expert advice and opinion on what needs to be done, by providing services. Contractors have to 

consider all costs for building a project, on the other hand, engineering consultancy firms have to consider only the 

cost for their services. According to Elfaki, Alatawi, & Abushandi (2014), any construction cost estimation should be 

developed based on specific parameters such as the type of project, materials costs, likely design and scope 

changes, ground conditions, duration of the project, size of the project, type of client and tendering method. These 

can also be referred to as design and project specific variables. Contractors have to consider cost variables like 

materials costs, weather conditions, and ground conditions. In contrast to contractors, engineering consultancy 

firms do not have to consider these variables and are more inclined to consider a variable like the type of market 

(e.g. Oil & Gas, Infrastructure, Industry, and Utilities & Environment). Engineering firms tend to operate in several 

different markets and contractors usually focus more on one particular market or activity. Operating in several 

different markets is associated with other types of risks than operating in one particular market (e.g. level of detail 

of designs and regulations). In general, the characteristics of cost estimations are different for contractors and 

engineering consultancy firms (Zwaving, 2014).  

 

Traditional cost estimation methods 

Various estimation methods and techniques have been proposed in the literature, for instance, traditional detailed 

estimating, comparative estimating, probabilistic estimating and parametric estimating. Detailed estimation methods 

tend to be very time-consuming in conducting an estimate and are associated with high costs. Furthermore, a new 

estimate should be established for every new project. With comparative estimating the accuracy is very limited due 

to the fact that normalization of a past project is required by an expert, this can lead to a subjective appreciation of 

the data. With probabilistic estimation methods for each cost component a cost distribution and correlation should 

be identified, this is considered a difficult process and is not always performed correctly. Parametric estimation 

methods can make use of a linear relationship between final cost and project specific variables based on previous 

projects. The assumption about a linear relationship between costs and project specific variables such as project 
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size, type of work, type of contract, type of client is questionable (Günaydin & Doǧan, 2004). For example, when a 

client has relatively high demands, this could be measured on a qualitative scale. However, we cannot measure 

how much this influences the costs, be determining a linear relationship. Many studies tried to investigate the 

establishment of non-linear relationships within traditional methods. These studies generated higher-level 

predictability depending on the quality of the underlying data source and the sophisticated statistical techniques 

employed to build the model (Chou, Yang, & Chong, 2009). However, due to a large number of significant variables 

defining non-linear relationships or even linear relationships turns out to be very difficult (Cheng et al., 2010). For 

example, using only 4 different parameters for a project and considering three alternative values for each, and 

varying one at a time will produce 81 different project solutions or alternatives (Ahiaga-Dagbui & Smith, 2012). 

Therefore, while there usually is a rich record of estimates and the actual costs for previous projects, this implicit 

knowledge is usually ignored or under-utilized as a result of the capabilities of these traditional cost estimation 

methods. 

 

Artificial intelligence (AI) methods 

Due to the modern developments in computer technology and mathematical programming techniques, recently 

developed cost estimating approaches tend to use more complex methods and large volumes of data. These 

developments facilitated the emergence of Artificial Intelligence (AI) methods, which allow investigating multi- and 

non-linear relationships between final costs and design variables (Günaydin & Doǧan, 2004). In addition, 

researchers claim that even with limited information it is possible to obtain a fairly accurate cost estimate quickly 

(Günaydin & Doǧan, 2004). Current methods include machine-learning (ML), knowledge-based systems (KBS), 

evolutionary systems (ES) and hybrid systems (HS) (Elfaki et al., 2014). AI methods use large volumes of data that 

are stored from previous tenders and identifies patterns or relationships within these datasets by a self-learning 

process. The identified relationships are not prone to the subjectivity of estimators, and the use of AI methods 

minimizes the impact on the accuracy of an estimate that is caused by the different levels of experience that 

estimators have. These AI methods do use the rich record of estimates and actual costs that are known for previous 

projects and therefore do utilize the implicit knowledge on project execution. 

 

Literature solutions 

In the literature, while there is a myriad of data-driven and AI-based cost estimation methods for contractor’s, there 

are very limited studies on the development and application of similar methods for engineering consultancy firms. 

More specifically, a lot of literature is available about the relevant design and project-specific factors that influence 

costs for contractors in the construction industry. However, there are few studies that contributed to establishing a 

benchmark for relevant design and project specific variables that are used in utilizing tacit knowledge in data for 

engineering consultancy firms. 

1.2 Problem statement 

The expected rate or pace of the completion of tenders which engineering consultancy firms need to perform is 

increasing. Traditional cost estimation methods used by engineering consultancy firms do not have the capacity to 

fully utilize the existing tacit knowledge about past projects and their estimated and actual costs. Therefore, 

estimation methods tend to be slow and inaccurate with high variance. This leads to a significant financial impact 

on the preparation of a proposal for engineering projects. Furthermore, the existing literature does not cover the 

specific solutions to overcome this problem for engineering consultancy firms. 

1.3 Research goal 

The aim of this research is to use the existing tacit knowledge in data about past projects to perform cost estimation 

on new projects by developing an accurate AI-based cost estimation method. By doing so, increasing the pace of 

preliminary cost estimation in engineering consultancy firms is ought to be achieved. The developed method should 

be able to estimate a preliminary proposal price as accurate and as quickly as possible 
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1.4 Research questions 

Based on the problem statement and research objective the following research question is established: How can 

an accurate AI cost estimation method be developed, to help engineering consultancy firms utilize the existing tacit 

knowledge that is captured in data to improve speed when estimating costs of engineering services in the tender 

phase? In order to answer the main research question, the following sub-questions are identified: 

1. What are the cost estimation methods that are commonly used by engineering consultancy firms and what 

are problems regarding these methods? 

2. What modern AI-based cost estimation method can potentially overcome the problems of the current cost 

estimation methods? 

3. Which preliminary cost components are relevant in establishing an AI-method, what implicit data is 

available and how can the required data be collected? 

4. How can a cost estimation method that fits the problem be established and how does it perform? 

5. In what way is the new modern estimation method an improvement with regard to traditional cost 

estimation methods? 

6. What are the important weaknesses and limitations of the developed method, what conclusions can be 

drawn and what recommendations can be made to improve the use of the developed method? 

1.5 Research client 

One of the firms that deals with the research problem is Bilfinger Tebodin, their case act as a context for the research 

that is conducted. Bilfinger Tebodin is an international consulting and engineering firm owned by the German 

construction company Bilfinger. Bilfinger Tebodin comprises approximately 3,200 employees in seventeen 

countries. Offices can be found in Europe and the Middle East. The services offered include consultancy, design 

and engineering, procurement and construction and project management. The company is active in markets such 

as Oil & Gas, Infrastructure, Industry, Utilities & Environment, Property and Health & Nutrition. The company is well 

known for their knowledge of the different markets, vision on current developments, passion for technology and 

integrated consultancy and engineering services. 

 

The offices in the Netherlands are part of the North West Europe network of Bilfinger Tebodin. The projects that are 

carried out can consist of activities like design and engineering, project management, procurement, construction 

management, and consultancy. The design and engineering activities are performed for four different project 

phases and contribute to the establishment of four different designs namely masterplan’s, conceptual designs, basic 

designs, and detailed designs. All the activities contribute to either brown-field or green-field developments. Brown-

field developments consist of expansions and modifications of client's assets. Green-field developments contribute 

to the creation of new assets for clients. In the specific case of Bilfinger Tebodin, the expected number of tenders 

is increasing and the available time to complete these tenders is decreasing. The current cost estimation method 

is very time consuming and therefore costly. Furthermore, the method used requires a well-known product and 

project specification in order to create a reliable estimate. Due to these facts, the estimation method tends to be 

slow and inaccurate with high variance. 

1.6 Research strategy 

The research framework (see Figure 1-1 below) gives an insight into the methodology and strategy that is used 

during this research in order to find answers to the research questions. The main research question is answered 

by giving answers to six sub-questions. These sub-questions are numbered and can be found in the corresponding 

phases in the figure below. To answer the sub-questions several steps are executed, these actions are described 

per phase and are elaborated below. Furthermore, the research framework shows the phases and their 

corresponding chapters within this report. The first two research questions are answered in chapter 2 which is 

labelled as a literature review. The third, fourth, and fifth research questions are answered in chapter 3 and 4, which 

are respectively labelled as the proposed method and results. Lastly, the final research question is answered in 

chapter 5 and 6 which are respectively labelled as discussion and conclusions. 
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Figure 1-1. Research framework 

 

Phase 1: Problem definition 

First of all, it is important to know and identify what the current traditional cost estimation methods used by 

engineering consultancy firms are. For these methods, the pros and cons are identified by reviewing the literature. 

Furthermore, a clarification of the incapability of the currently used traditional cost estimation methods is provided. 

In this part, it becomes clear why the most used traditional methods are ineffective. In addition, the problems 

regarding the cost estimation method that is used by the research client need to be defined. Therefore, the current 

cost estimation process was analysed and described by reviewing the quality management systems.  

 

Phase 2: Solution definition 

In order to overcome the problems regarding the current cost estimation methods, possible solutions to these 

problems should be identified. This was done by conducting a literature review that focuses on modern cost 

estimation methods and their application in general. These modern cost estimation methods are not yet broadly 

used in cost estimating practice in engineering consultancy firms. By reviewing the benefits and drawbacks that are 

inherent to these cost estimation methods, a trade-off could be made between the available methods. This trade-

off considers the benefits and drawbacks and weighs them off in order to see what method best fits the problem at 

hand and best fits the available data structure. Eventually, the best fitting cost estimation method was used in this 

research.  

 

Phase 3: Dataset establishment  

The research explores the possibilities to utilize tacit knowledge about project execution in existing data of 

engineering consultancy firms that can be used for establishing cost estimates. It does so by using the case of 

Bilfinger Tebodin as a context for the research that is conducted. Therefore, it is important to get insight into the 

available data. In order to achieve this, an analysis was performed. This analysis consisted of reviewing the software 

tools that are used to estimate the costs of services, reviewing used databases, reviewing quality management 

systems and performing unstructured interviews with relevant stakeholders. Eventually, the analysis provided 

knowledge about what cost relevant data is available and what data is used in the estimation.  

 

To reach the research objective a cost estimation method should help utilize internal knowledge about project 

execution in existing data of engineering consultancy firms. Therefore, it is important to evaluate which specific 

data-criteria are relevant and should be used as input for the method. This means the relevant design and project-

specific factors that are used for cost estimation for engineering consultancy firms should be identified. This was 

achieved by conducting a literature study about relevant design and project-specific factors that influence the costs 

of engineering services.  In addition, semi-structured face-to-face interviews with experts were carried out to identify 

factors that are specifically relevant for consultancy firms. The requirements regarding the output of the method 

were determined based on the availability of data and in consultation with stakeholders and experts in the field. It 

was decided that the output of the model should be based on the proposal prices that are established after a tender. 
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Subsequently, when the required input and output criteria were known the data was gathered from various sources. 

Not all the data could be extracted from the databases. Therefore, a survey was set up to gather the data by asking 

relevant project managers and tender manager to provide information about projects they were involved in. When 

the data was gathered, a database with only the relevant data criteria was established. Then, the data was cleaned 

to have homogeneity. This was done because the data could have blank cells or divergent values. For this research, 

extreme values and blank values were either re-coded or deleted from the dataset and missing values replaced 

with the mean or mode of the dataset. Input variables can be of a qualitative nature or quantitative nature. The 

method used only processes quantitative data and therefore qualitative data were categorized into sub-variables 

(e.g. Good, Moderate, Poor, Not Applicable). These sub-variables were then processed into quantitative data by 

defining a corresponding numerical scale. The last action that was required in the establishment of the dataset was 

assigning the proposal prices of the real projects to the different project input datasets.  

 

Phase 4: Model development 

The AI cost estimation method was established by creating a model in the software MATLAB. This was done by 

importing the database that contains the input dataset and the output dataset. A code was written to import the data 

and process the data. In this code, the right settings and structure of the algorithm were created. Subsequently, the 

neural network was trained and the performance was analysed. To improve the performance of the model, an 

optimization strategy was established. This strategy consisted of three iterative processes that contributed to the 

improvement of the model. For all the three iterative processes the growing technique was used, which is a 

technique to determine the best network architecture, alluding to the number of hidden neurons in the hidden layer. 

At first, the best performing training algorithm was identified by training and testing three different training algorithms 

namely; Levenberg-Marquardt algorithm, Bayesian Regularization algorithm, and the Resilient backpropagation 

algorithm. The second iterative process determined the most important input variables that explained the dataset. 

This was done by calculating the relative importance of the variables and consecutive exclude the least important 

input variable for every iteration. The relative importance of the variables was determined by three methods namely; 

connection weight algorithm, multiple linear regression analysis and expert opinion. The third and final iterative 

process evaluated the influence of project value ranges on the performance of the model. Finally, a model with the 

best performing training algorithm, input variables, project value range, and network architecture was identified. 

 

Phase 5: Model validation 

The fifth phase of the research focused on the internal validation of the developed method. The accuracy of the 

method was determined by comparing method output in terms of cost estimates with proposal costs of real-world 

projects. This was done by using a split-sample method, in where the dataset was split into a training set and a test 

set. The internal validation provided insights into how the model will perform outside the training sample. Therefore, 

a feeling is acquired for the generalization of the model. In addition, a common source of variance in a final model 

is the noise in the training data and the use of randomness in the training phase. The training of a neural network 

is involved with two stochastic elements, due to which every training run a different performance will emerge. The 

first stochastic element regards to the random initialization of the weights and the second stochastic element 

regards to the random division of the datasets. To get a robust estimate of the skill of a stochastic model, this 

additional source of variance must be taken into account. This was done by training a model several times and 

evaluate the variance that is introduced by the stochastic elements. Furthermore, the neural network algorithm that 

is developed in MATLAB is transformed into a function, that is connected to a stand-alone application. This 

application has a user interface in which the input variables for new projects can be entered. The application can 

then provide a prediction of the costs and can be used in practice for new tenders. 

 

Phase 6: Conclusion 

The last phase of the research is focused on analysing and interpreting results to come to conclusions and 

recommendations. In this phase, the results are discussed and an evaluation is carried out to determine the 

weaknesses and limitations of the newly developed method. By doing so, awareness is created about the use of 

the developed method and the risks that are involved with the use of the method. In order to overcome the 

weaknesses and limitations and improve the use of the developed method, recommendations are provided for 

implementation of the method and for future research. Lastly, when the results are discussed, the limitations are 

known and the recommendations are known, the overall conclusion of the research is provided.  
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1.7 Relevance 

As explained in the research background this research focuses on cost estimation methodology of engineering 

consultancy firms. In the literature, a lot of cost estimation methods that utilize the implicit internal knowledge that 

exists in the rich records of estimates and actual costs within the contractor’s context are researched. However, few 

researchers make contributions towards cost estimation methods that utilize the internal knowledge for engineering 

consultancy firms. More specifically, a substantial amount of literature is available about the relevant design and 

project-specific factors for contractors in the construction industry. However, there is no benchmark for relevant 

design and project specific variables for engineering consultancy firms that deliver engineering services.  

 

Research that contributes towards AI-based cost estimation methods of services for engineering consultancy firms 

within the construction industry is, to the best of knowledge, only done once and can still be defined as a scientific 

novelty. There are several additional contributions this research ought to make to scientific literature, these are the 

following: 

• Providing an overview of both AI and traditional cost estimation methods that can be used for estimating the 

costs of engineering services. 

• Exploring the potential of AI-based cost estimation methods towards estimating the costs of engineering 

services. 

• Identifying the effect that AI-based cost estimation methods have on the accuracy and duration of estimating 

the cost of engineering services. 

• Provide a benchmark for relevant design and project-specific factors that influence cost estimates of services 

for engineering consultancy firms. 

• Provide knowledge towards the use of AI-based solutions towards the preparation of tenders within the 

construction industry. 

 

From a business point of view, the research described above tends to have a strong immediate practical relevance. 

Firstly, the problem described is linked with the quality of the tender or cost estimate. Bilfinger Tebodin argues that 

current estimation methods are slow, inefficient, and expensive. With regard to the decreasing profit margins and 

diminishing market shares, an alternative cost estimation method to early cost estimating could have a direct impact 

on the competitive advantage that Bilfinger Tebodin potentially acquires. When a tender is lost the financial 

resources invested in the proposal are sunk costs that do not contribute to the prosperity of the company. 

Furthermore, the following contributions to the practice field are identified: 

• The potentially faster method that is ought to be developed can contribute to the reduction of overhead costs. 

This has a direct effect on the financial competitiveness the user has. 

• The developed cost estimation method for engineering consultancy firms within the construction industry can 

also form a basis for cost estimation methods in other industries. 

• The quality of the cost estimate can improve by developing and using an AI-based cost estimation method, 

which leads to fewer cost overruns and fewer cost spent on lost tenders. 
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2 LITERATURE REVIEW 

2.1 Traditional cost estimation methods 

In this chapter, an answer to the first research question is provided. This answer is established by performing a 

literature review on work that already has been carried out by other academics in the area of cost estimating of 

engineering services. In the literature review, the research areas that are relevant are identified. In addition, the 

current understanding of these areas is identified. Furthermore, insights are provided in the opposing views that are 

identified within the scientific knowledge in the field.  

 

The literature provides comprehensive knowledge of cost estimation methods for construction projects. However, 

few researchers make contributions toward cost estimation methods for engineering services. Nevertheless, many 

of the methods used in estimating costs for construction projects can also be used for estimating the costs of 

engineering services (Zwaving, 2014). Traditional methods that are identified can broadly be divided into parametric, 

detailed, comparative and probabilistic estimating (Table 2-1). In this section, the different traditional cost estimation 

methods of engineering services are described and the importance of these methods is elaborated. Subsequently, 

the pros and cons of these different methods are identified.  

 
Table 2-1. Literature sources of traditional estimation methods 

Method category: Estimation method: Sources: 

Traditional estimation method Parametric, Feature-based or Multiple 

regression analysis estimating 

(Chou et al., 2009; Gao, 2009; 

Hamaker, 1995; NASA Executive 

Cost Analysis Steering Group, 

2015; Zwaving, 2014)  

“ Detailed, Bottom-up or Analytical 

estimating 

(Gao, 2009; NASA Executive Cost 

Analysis Steering Group, 2015; 

Zwaving, 2014)  

“ Comparative or Analogy estimating (Burke, 2009; Lester, 2017; NASA 

Executive Cost Analysis Steering 

Group, 2015; Zwaving, 2014) 

“ Probabilistic or stochastic estimating (Elkjaer, 2000; NASA Executive 

Cost Analysis Steering Group, 

2015; Zwaving, 2014) 

2.1.1 Parametric estimating 

The parametric estimating technique is also known as feature based method (FBM) or multiple regression analysis 

(MRA) (Chou et al., 2009). In the parametric method, a statistical relationship is developed between historical costs 

and project attributes by performing a regression analysis. These project attributes or variables usually consist of 

program, physical, and performance characteristics (Gao, 2009). For example, variables could be time, location, 

currency, productivity and complexity. A parametric estimation is obtained by identifying these relationships that are 

also known as Cost Estimating Relationships (CERs) and applying an algorithm to determine an approximation of 

the total project costs (Kwak & Watson, 2005). The variables that are used in a parametric estimate should be the 

cost drivers of the project. The assumption that is made is that the variables that affected cost in the past will 

continue to affect future costs. The use of a parametric method requires access to historical data that can be used 

to determine the cost drivers and the relevant CERs. The parametric CERs can then be used for cost estimates for 

future projects based on the specific characteristics of the project.  

 

The major advantage of using a parametric methodology is that the estimate can usually be conducted quickly and 

be easily replicated (NASA Executive Cost Analysis Steering Group, 2015). Furthermore, a parametric estimate 

eliminates the reliance on opinion through the use of actual observations. A disadvantage regarding parametric 

estimating is the fact that the CERs should be continually revisited, in order to assure that they are in line with the 

current relationship between project attributes and costs. Furthermore, CERs should be correctly and precisely 

documented as serious estimating errors could occur if the CERs are improperly used (Gao, 2009). In addition, 

Hamaker (1995) argues that most CERs are linear relationships, meaning that there is a single value of the 

independent variable associated with a cost driver. Many studies have explored non-linear relationships and 

generated higher-level predictability depending on the quality of the underlying data source and the sophisticated 
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statistical techniques employed to build the model (Chou et al., 2009). Performing the correct statistical techniques 

that are needed to build a quality model is considered as difficult.   

2.1.2 Detailed estimating 

The detailed estimation method is also often called a bottom-up or analytical estimation method. This method 

produces a detailed project cost estimate that is computed by estimating the duration of every activity that is carried 

out in a project (NASA Executive Cost Analysis Steering Group, 2015). This is done by first establishing a Work 

Breakdown Structure (WBS) and computing the work effort of a WBS element. Subsequently, the costs per activity 

are calculated and connected to the WBS elements resulting in the establishment of a Cost Breakdown Structure 

(CBS). The establishment of a WBS and the estimation of the work effort is generally done by a technical person 

who is very experienced (e.g. engineers and project managers) in a specific activity. 

 

A big advantage of the detailed estimation method is the ability to determine exactly what the estimate include and 

whether anything was overlooked (Gao, 2009). In addition, the method provides insights into the major cost 

contributors to the project. Furthermore, the activities that are distinguished in a project are usually reoccurring and 

can be reused in future projects. There are also several disadvantages regarding the detailed estimation method. 

The first is that the process of executing a detailed estimate can be very time consuming and therefore costly. 

Another disadvantage is the fact that a new estimate must be established for every new project. Estimates of certain 

activities that are reoccurring can be taken from previous projects but must be integrated into the context of the new 

estimate. Furthermore, the product and project specifications must be well known and stable in order to create a 

reliable estimate. When the product and project specifications change over time these changes must be reflected 

in the estimate on a continuous basis. Lastly, small errors can grow into larger errors during the summation of the 

different WBS elements. 

2.1.3 Comparative estimating 

The comparative estimation method or also known as the analogy cost estimation method uses the cost of similar 

projects, considers the differences and estimates the cost of the new project (NASA Executive Cost Analysis 

Steering Group, 2015). This method is based on the costs of a simplified schedule of major activities that were used 

on previous similar projects (Lester, 2017). It is based on the costs of major cost components that were used on 

previous similar projects for which recent experience is available. A comparative estimate is generally used to 

investigate the feasibility of the project and provides information about whether to proceed with the project within 

the defined boundaries (Burke, 2009). Besides that, the analogous approach is also used when attempting to 

estimate a generic system with little available definitions. 

 

One of the biggest advantages of the comparative estimation method is that it is extremely quick in completing an 

estimate. It can be accurate if there are minor deviations with respect to the data from previous projects on which 

the estimate is based. The reasoning behind the established estimate is readily understood by everyone involved. 

However, it can also be very difficult to identify the appropriate project that has similar aspects to compare it with 

the new project. The process relies on extrapolation and expert judgment for the adjustment of the factors. 

Therefore, the requirement of normalization can lead to a subjective appreciation of the data and can influence the 

accuracy of the estimate. Gao et al. (2009) argue that adjustments of the factors should be made as objectively as 

possible, using factors that represent differences in size, performance, technology or complexity. 

2.1.4 Probabilistic estimating 

The probabilistic estimation method presents a probabilistic estimating range that cannot be offered in the other 

traditional estimation methods that are mentioned above (Chou et al., 2009). The method uses probability 

distributions for one or more parameters as input for the cost estimate (Zwaving, 2014). It focuses on the risks and 

uncertainties involved in the project and attempts to quantify the project cost variability. The method gives insight 

into the change of exceeding a particular cost in the range of possible costs, how much the cost could overrun and 

uncertainties and how they drive costs. According to NASA Executive Cost Analysis Steering Group (2015), a 

probabilistic estimation method allows to more effectively communicate the impact of changes to planned or 

requested resources by providing quantified effects on the probability of meeting planned cost and schedule 

baselines. Furthermore, at the proposal stage, the design and demands are still relatively unclear. At this stage, it 

is sensible to consider uncertainties and to use probabilistic range estimation rather than a single point or 

deterministic estimation (Elkjaer, 2000).  
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The probability distribution is crucial in simulation modelling and occasionally influences output accuracy (Chou et 

al., 2009). A probability distribution is a statistical function that describes all the possible values and likelihoods that 

a random variable can take with a given range (Zwaving, 2014). Based on a predetermined confidence level a 

probability density distribution of the total cost can be established. Therefore, an advantage is that the probability 

of cost overrun is insightful. This lead to a substantiated accuracy of the estimate. Two main challenges task exist 

when using this cost estimation method. First, for each cost component a cost distribution should be identified (Chou 

et al., 2009). Second, the correlation between cost components must be identified. If this is not done correctly, the 

reliability of the estimates can be questionable.  

2.2 The incapability of traditional methods 

In engineering consultancy firms there are some commonly used practices and one of them is the cost estimation 

method. Every company has its own specific system to perform this method, however, the general principles that 

cover the method are somehow the same. In this section, the traditional cost estimation methods and the main 

problems regarding these methods will be elaborated more in depth. When enough information about a project is 

available engineering consultancy firms like Fluor and Bilfinger Tebodin commonly use the detailed estimation 

method to determine the costs of a project. When insufficient information about a project is available a comparative 

estimation method is used to estimate the costs of a project. Parametric and probabilistic estimation methods are 

methods that are less commonly used in engineering consultancy firms, however, the problems regarding these 

methods are also described below. 

 

The detailed estimation method can be very time consuming and therefore costly. For this method, the product and 

project specifications must be well known and stable in order to create a reliable estimate. This information is not 

always available in the early stages of a project and therefore an accurate estimate is not always achievable within 

the available tender time frame. Furthermore, a new estimate needs to be established for every new project and 

can only use a limited amount of internal tacit knowledge of previous projects in new project estimates. This limited 

amount refers to the reoccurring activities in similar previous projects that can be used in the new WBS. Therefore 

low utilization of the tacit knowledge in data is performed with the use of this method. Therefore, due to the increased 

expected rate at which tenders need to be performed and that it does not utilize the internal tacit knowledge in data 

this method is not suitable for the future anymore. Because, in time, using this method can have an impact on the 

competitiveness of a company. 

 

With the comparative cost estimation method, an estimate can be established very quickly even without sufficient 

project information. However, this estimate is based on estimators knowledge, experience, and intuitive judgment 

calls (Cheng et al., 2010). Due to the fact that estimators have different levels of experience, this leads to tangible 

differences in the accuracy of cost estimates. Accuracy is important as a cost estimate in the tendering phase of a 

project greatly influence planning, bidding, design, construction management, and cost management. Furthermore, 

the estimate may influence the client’s decision on whether or not to progress with the project. Due to the tangible 

differences in the accuracy of cost estimates the comparative method is not suitable to establish sufficient accurate 

estimates. Also, this method does not use the tacit knowledge that is available in data in order to learn from the 

past. 

 

Parametric estimating has the capacity to utilize existing knowledge of project execution into new estimates, 

however, most CERs are linear relationships and non-linear CERs are very hard to establish. It is questionable 

whether relationships between cost factors and final costs are linear and these relationships are more likely to be 

non-linear. Furthermore, CERs should be continually revisited to assure that they are in line with the current 

relationship between project attributes and costs. Therefore, the whole process of establishing CERs is a continuous 

and time-consuming activity. This method is not appropriate in a world that accelerates significantly. Based on these 

facts the parametric estimation methodology is considered to not be an appropriate solution for the specific research 

problem. 

 

The probabilistic cost estimation method makes use of probabilistic cost distributions for each cost component. This 

process is considered hard to achieve and these probabilistic cost distributions should continually be revised. 

Therefore, the process of establishing cost distributions should also be carried out on a regular basis. In addition, 

the probabilistic cost estimation method should always be performed based on either the parametric estimation 

method, the detailed estimation method or the comparative estimation method. Therefore depending on the method, 

the time it takes to perform an estimate can be long or short. Based on these facts the probabilistic method is not 

appropriate for the problem at hand. In order to provide a clear image of the pros and cons of the different cost 
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estimation method, all the strengths, and weaknesses of the different traditional cost estimation methods are 

summarized in Table 2-2 below. 

  
Table 2-2. Strengths, weaknesses, and requirements for distinguished cost estimation methods 

Estimation 

method 

Strengths Weaknesses Requirements 

Parametric 

estimating 

• Quick and accurate way to 

estimate costs 

• An estimate can be easily 

replicated 

• Estimate eliminates the reliance 

on opinion through the use of 

actual observations 

• Reducing the cost of preparing 

project proposals 

• Documentation of Cost 

Estimating Relationships 

(CERs) can be difficult 

• Improper use of CERs 

can lead to serious 

estimating errors 

• CERs should be 

continually revisited 

• Most CERs are a linear 

relationship and non-

linear CERs are very 

hard to establish 

• Historical data for statistical 

analysis 

• Statistical software 

• Sophisticated statistical 

knowledge 

Detailed 

estimating 

• Very high accuracy of the 

estimate 

• Ability to determine exactly 

what the estimate include and 

whether anything was 

overlooked 

• Enables insights into the major 

cost contributors to the project 

• Some activities that are 

estimated can be reused in 

future projects 

• Project’s scope must be 

determined and 

understood considerably 

• Very time consuming to 

conduct the estimate 

• High costs to establish 

the estimate 

• A new estimate for every 

project 

• Small errors can grow 

into larger errors during 

the summation of the 

different WBS elements 

• Estimating depends on 

the availability of experts 

• Work breakdown structure 

• Man-hour estimates 

• Experts for estimating man-

hours 

• Collaboration between 

employees 

• Sufficient available 

information about the 

project. 

Comparative 

estimating 

• Very quick in estimating costs 

• Accurate if the project is similar 

to a project that has been 

carried out 

• Doable without complete scope 

understanding 

• The reasoning behind the 

established estimate is readily 

understood by everyone 

involved 

• Accuracy is very limited 

• Normalization required 

which lead to a subjective 

appreciation of the data 

• Depends on the similarity 

of finished projects 

• Hard to identify a similar 

project 

• Knowledge or data of 

existing comparative 

projects 

• Comparison factors 

Probabilistic 

estimating 

• Insight in the probability of cost 

overrun 

• The substantiated accuracy of 

the estimate 

• For each cost 

component, a cost 

distribution should be 

identified, which can be 

difficult 

• The correlation between 

cost components must be 

identified, which can be 

difficult 

• Probability distributions 

should continually be 

revised. 

• Historical data in order to 

establish a probability 

distribution of cost 

components 

• Statistical software 

• Sophisticated statistical 

knowledge 
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2.3 Cost estimation method research client 

In order to understand how the proposal price of a tender arises, the tender process of the research client is 

described. The tender process is illustrated in Figure 2-1 below. Bilfinger Tebodin is mainly operating in the private 

sector, where tenders are judged on competitive prices, time schedule and fit-for-purpose quality service (van der 

Steen, 2018). Before an engineering project is started for a client a Request for Quotation (RFQ) is received. This 

request basically means that the client inquires a request for the costs for engineering services. This request for 

quotation is then appointed to a specific tender manager who is then responsible for the response towards the client 

with a proposal. The tender manager will take lead in the Bid / No Bid process. This process means that the 

management will decide whether to bring out a proposal to that client, based on the prepared documents of the 

tender manager. The required documents consist of client and prospect information, type of services, contract 

information, schedule information, financial information, and key risks and opportunities. At this point, a proposal is 

created in the software Shared Tools, which is a web-based tool where all the tender information is stored in a large 

database.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1. Estimating process Bilfinger Tebodin 

 

When the management decides to bring out a proposal, a team is appointed by the management to that specific 

project. It is crucial to understand the client’s business case, therefore, a kick-off meeting with the team is organized. 

In this kick-off session, the scope and planning of the projects are discussed. Subsequently, the proposal and 

calculations are being prepared in detail. The appointed team can consist of personnel of different departments 

(e.g. civil, mechanical, electrical, etc.). Each team member is asked to make a scoping document (WBS) with the 

required activities and deliverables that are needed to be carried out or delivered. Furthermore, the corresponding 

man-hour estimates of the expected activities and deliverables are requested. These are usually made by 

experienced engineers in consultation with their specific department.  

 

When all team members have finished their work-breakdown structure with man-hour estimate, an alignment 

session is organized. In this session, the general alignment of the man-hours is assessed. Here it is checked if the 

man-hours of the different departments are in harmony. The estimated man-hours are then collected by the 

responsible tender manager and a final price is calculated. The estimation of the final price is basically calculated 

by multiplying the estimated required man-hours by the corresponding wage rates that are connected to the 

employees that carry out the services. These calculated services costs of the different department are summed up. 

At this point, the labour costs of the project are known.  

 

In addition, travelling expenses, copy costs, subcontracting, computer software costs and other additional costs are 

added. Furthermore, a distinction is made between a fixed price and a reimbursable contract type. When the 

contract regards a fixed contract, a higher risk for the engineering contractor emerges. Therefore, when a fixed 

price contract is required an additional 10% of the total cost is added, this can be described as a contingency. The 

contingency is not added when a reimbursable contract type is leading. Lastly, an authorized profit or loss is added 

to the price. This is done based on the intuition of the management. The loss or profit is added in relation to the 

project and market conditions, in order to have a more competitive price. At this point the proposal price is final. 
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Subsequently, a bid is done towards the inquiring client. After a possible negotiating process the client accepts or 

rejects the offer. When accepted, the original budget of a project can be different than the proposal price due to 

negotiations or change in scope.  

The cost estimation method that is used by Bilfinger Tebodin is most similar to the detailed estimation method. The 

research client experiences the same problems that were distinguished for the detailed cost estimation method. 

The tender process is very time consuming, and therefore is inherent with high costs. The amount of tenders is 

increasing and the time to complete a tender is decreasing. Also, for every project, a new estimate needs to be 

made, and the whole process needs to be executed. In addition, when summing different WBS elements, small 

errors grow into large errors. Lastly, within Bilfinger Tebodin there are some experienced employees who can 

estimate the hours needed for a particular activity. However, the estimation method is therefore very dependent on 

these experts. Also, no profound method exists to establish an estimate without the expensive process of the 

detailed estimation method. The aim of this research is to increase the pace of preliminary cost estimation in 

engineering consultancy firms while maintaining currently obtained accuracy. Therefore, the proposal price is 

selected as the dependent variable. The developed method should be able to estimate the proposal price as quickly 

as possible with relatively similar accuracy as obtained with the current estimation method. 

2.4 Artificial intelligence estimation methods 

Now that the problems and incapability’s of traditional cost estimation methods and the cost estimation method 

used by the research client are known, possible solutions to overcome the research problem can be distinguished. 

In order to achieve this, modern and novel cost estimation methods that have the ability to fully utilize the tacit 

knowledge that exists in data are reviewed in the literature. This review contributed to the establishment of 

describing four different modern AI methods that regard solving cost-related problems. This section provides an 

answer to the second research question of this research. 

 

Due to the modern developments in computer technology and mathematical programming techniques, recently 

developed cost estimating approaches tend to use more complex methods and large volumes of data. The 

developments in mathematical programming techniques facilitated the emergence of Artificial Intelligence (AI) and 

AI tools. AI tools allow investigating multi- and non-linear relationships between final costs and design variables 

(Günaydin & Doǧan, 2004). Elfaki et al., (2014) distinguished four different state-of-the-art AI-based approaches 

that are machine-learning (ML), knowledge-based systems (KBS), evolutionary systems (ES) and hybrid systems 

(HS) (Table 2-3) These four different AI cost estimation methods will now be described. 

 
Table 2-3. Literature sources of AI estimation methods 

Method category: Estimation method: Sources: 

AI estimation methods Machine-learning (ML) (Bosscha, 2016; Elfaki et al., 2014; 

Günaydin & Doǧan, 2004; 

Petroutsatou, Georgopoulos, 

Lambropoulos, & Pantouvakis, 

2012; Rafiq, Bugmann, & 

Easterbrook, 2001; Son, Kim, & 

Kim, 2012) 

“ Knowledge-based systems (KBS) (Elfaki et al., 2014; K. J. Kim & 

Kim, 2010; Tripathi, 2011) 

“ Evolutionary systems (ES) (Elfaki et al., 2014; Mirjalili, 2018) 

“ Hybrid Systems (HS) (Cheng et al., 2010; Elfaki et al., 

2014) 

2.4.1 Machine-learning 

ML systems have been defined as a system that can self-learn from data that it deals with (Elfaki et al., 2014). The 

main benefits regarding machine-learning are the ability to deal with uncertainty, the ability to work with incomplete 

data, and the ability to judge new cases based on acquired experiences from similar cases.  Furthermore, they can 

investigate the multi- and non-linear relationship between cost parameters and are self-learning. The main 

disadvantage regarding ML is the lack of technical justification, that is, the causes behind the decision are not 

known. This phenomenon is also known as a black box decision. Machine-learning systems can be divided into two 
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main ML techniques. The first is an artificial neural network (ANN) and the second is the support vector machine 

(SVM).  

 

An artificial neural network (ANN) is a computational model based on the structure of biological neural networks. 

By providing an artificial neural network with input datasets with known corresponding output values, the neural 

network can train itself and can learn from the data that is available. ANNs can solve problems without the benefits 

of an expert and they can seek patterns in data that are not obvious (Ahiaga-Dagbui & Smith, 2012). The ability of 

neural networks to learn gives an advantage in solving complex problems whose analytic or numerical solutions 

are hard to obtain (Rafiq et al., 2001).  

 

Support vector machine systems are a novel and powerful learning method based on statistical learning theory. 

The SVR model does not depend on the dimensionality of the input layer, it has a relatively high performance with 

smaller datasets compared to the ANN model (Son et al., 2012). Therefore, it has an advantage over ANNs when 

only small datasets are available. However, the ability for SVR systems to deal with multi- or non-linear relationships 

between cost parameters is none existing. This means only simpler relationships that consist of linear relationships 

can be identified. 

2.4.2 Knowledge-based systems 

Elfaki et al. (2014) describe knowledge-based systems (KBS) as any technique that used logical rules for deducing 

the required conclusions. The goal of a KBS is to capture the knowledge of a human expert from a specific domain 

and code this in a computer in such a way that the knowledge of the expert is available to a less experienced user 

(Tripathi, 2011). The main advantages of KBS are the ability to justify any result and the fact that it is easy to develop 

a KBS. However, the disadvantages are that it is difficult for a KBS to self-learn and the initial rule establishing 

process is very time-consuming. Here commonly used techniques within KBS are expert system and case-based 

reasoning. Case-based reasoning (CBR) is the process of retrieving previous cases similar to a new problem, 

solving the new problem by adapting previously determined solution of the similar previous cases and storing the 

new successful solution for future use (Kim & Kim, 2010). Expert systems (EXS) is a computer programme that 

simulates the judgment and behaviour of a human that has expert knowledge and experience in a particular field 

(Tripathi, 2011). The programme achieves this by reasoning through bodies of knowledge, represented mainly as 

if-then rules. When designing an expert system, one should always keep in mind two parts: a knowledge base, 

which is a database containing facts, rules, relations etc. and an inference engine which interprets the knowledge’s 

and controls the problem-solving procedure according to a predefined strategy (Engelmore & Feigenbaum, 1993). 

2.4.3 Evolutionary systems 

Evolutionary systems (ES) involve techniques implementing mechanisms inspired by biological evolution such as 

reproduction, mutation, recombination, natural selection and survival of the fittest. The system is concerned with 

continuous optimization with heuristics (Elfaki et al., 2014). ES are used as an optimization tool where there are 

many solutions but the right solution is not known. In this method, an initial set of candidate solutions to a specific 

problem is generated and iteratively updated. Each new generation is produced by stochastically removing less 

desired solutions and introducing small random changes. ES are also mostly population-based paradigms. This 

means they iteratively evaluate and improve a set of solutions instead of a single solution (Mirjalili, 2018). The main 

limitation regarding the use of evolutionary systems is the fact that ES are generated based on specific heuristics 

and are therefore difficult to generalize. Furthermore, it is difficult for an evolutionary system to self-learn. 

2.4.4 Hybrid systems 

Hybrid systems (HS) consist of a combination of different techniques in order to solve a specific problem. Usually, 

specific techniques have certain limitations, and combining two or more different techniques in one can allow 

overcoming these individual limitations. For example, Cheng et al. (2010) proposed a hybrid system for construction 

costs index modelling. In this case, the model is composed of support vector machine aspects and evolutionary 

system aspects. The implementation of HS could be a problem due to the unavailability of computational tools that 

could support the implementation. Furthermore, extensive knowledge of different techniques is required to achieve 

good results. Therefore, when implementing a hybrid system the initial effort to establish the method is significantly 

higher. However, when executed correctly a hybrid model can give better result compared to individual methods. 
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2.5 The appropriate cost estimation method  

In this chapter, the pros, and cons of the different cost estimation methods are reviewed. In order to get a clear view 

of which cost estimation method is the most appropriate to reach the research objective, in this section a comparison 

is carried out. In addition, a table (Table 2-4) is established to summarize the benefits and drawback of different 

modern cost estimation methods. Knowledge-based systems (KBS) are easy to develop, however, the initial rule 

establishing process is very time-consuming. Furthermore, the implicit tactic knowledge that is needed in order to 

establish an accurate cost estimate is too complex to translate into easy and clear sets of if-then rules. In addition, 

KBS can only be used for classification problems. Whenever the output variable described some categories or 

discrete classes than there is a classification problem, this is not the case in this research. Therefore, knowledge-

based systems are not valid for the specific problem at hand. Evolutionary systems are more appropriate for 

problems where there is an initial set of candidate solutions available. Furthermore, problems regarding population-

based paradigms are more suitable when using this method. Therefore evolutionary systems are not relevant. 

Hybrid systems are interesting in the way that they have the ability to overcome the limitations of individual methods. 

However, the use of a specific method requires extensive knowledge of that particular technique. Furthermore, 

different computational tools are required in order to achieve a solid method. Therefore this method is out of scope 

in this research. 

 

The method that is distinguished as the most appropriate method to overcome the existing problem is machine 

learning and in particular artificial neural networks (ANNs). ANNs have the ability to self-learn which saves a lot of 

time in the establishment and revision of the method. The method learns from existing data and determines the 

correlation between cost factors and project cost by a predefined algorithm. ANNs can identify non-linear 

relationships between cost factors and project cost with no additional effort. Once the method is established, an 

estimate or prediction of the costs of a project can be generated very quickly. Kim, An, & Kang, (2004) analyzed 

three cost estimating models namely artificial neural networks (ANNs), multiple regression analysis (MRA) and a 

case-based reasoning system (CBR) and concluded that ANNs worked more accurately then MRA and CBR 

estimating models. Furthermore, according to Cheng et al. (2010) ANNs represent the most frequently applied 

approach in estimating the duration and costs of construction projects during the preliminary design stage. With an 

ANN model, it is possible to obtain a fairly accurate prediction, even when sufficient information is not available in 

the early stages of the design process (Günaydin & Doǧan, 2004). Furthermore, the company that acts as a context 

for this research (Bilfinger Tebodin) claim they have a significant amount of data available. This is one of the 

requirements when developing a machine learning algorithm. Based on these facts the machine learning cost 

estimation method has the highest potential to overcome the research problem. 
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Table 2-4. Strengths, weaknesses, and requirements for distinguished modern cost estimation methods 

Estimation 

method 

Strengths Weaknesses Requirements 

Machine 

Learning 

• Self-learning ability 

• Ability to integrate and deal 

with uncertainty 

• Can be retrained with new 

data easily. 

• Ability to judge new project 

costs based on acquired 

experience from previous 

projects costs. 

• Quick in estimating costs 

• Very accurate in estimating 

costs 

• Identify multi- and non-

linear relationships between 

cost parameters 

• Lack of technical 

justification 

• Black box decision 

• Needs a large amount 

of data 

• Hard to determine 

input parameters 

• Large data sets 

• A pre-defined set of 

variables for the input 

layer 

• Corresponding target 

values for variables in 

the input layer. 

• Statistical software 

• Statistical knowledge 

Knowledge-

based 

systems  

• Ability to justify any result  

• Easy to develop a KBS 

• Knowledge preservation 

• Difficult for a KBS to 

self-learn 

• The initial rule 

establishing process is 

very time-consuming 

• Set of If-then rules. 

• Expert(s) with extensive 

knowledge 

• An inference engine 

Evolutionary 

systems 

• Ability to remove less 

desired solutions 

• Good for population-based 

paradigms 

• Optimization of a set of 

solutions 

• Is generated based on 

specific heuristics and 

are therefore difficult 

to generalize. 

• The initial set of 

candidate solutions 

• Population-based 

paradigms 

Hybrid 

systems 

• Ability to overcome 

limitations of individual 

methods 

• Benefiting from several 

advantages of different 

methods 

• Hard to implement due 

to the unavailability of 

computational tools 

• Extensive knowledge 

of different techniques 

is required to achieve 

good results. 

• Extensive knowledge of 

different techniques 

• Computational tools that 

are able to handle 

techniques. 

 

Despite the broad attention and extensive research conducted on the use of neural networks as a tool for prediction 

an optimization, no ready-made solution to an ANN model can be given. In AI-based solutions, a so-called tailored 

made solution has to be developed for every dilemma. This phenomenon occurs due to the fact that every company 

has specific activities and therefore specific data to work with. Furthermore, not a lot of literature is available on the 

use of neural networks for creating a cost estimation method to estimate the cost of engineering services1. 

Considering the existing problem within the company, the emerge of AI and the cohesive proposed AI estimation 

methods, the research focuses on the development and evaluation of an artificial neural network solution to 

estimating the costs of services of engineering consultancy firms. 
  

                                                        

 

 
1 To the best of knowledge there is only one study that contributes towards using neural networks for estimating cost of 

engineering services. This is the study proposed by Hyari et al. (2016). However, they focus on a different market namely public 

construction. In addition, they try to predict engineering services costs as a percentage of the total construction costs bas ed on 
quantitative data. In this study also qualitative data is used and a price in euro’s is modelled. Also, they only use 5 variables and 
do not show how the relative importance of thet these variable is. 
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2.6 Machine learning methodology 

Now that it is known that a modern AI estimation method that can potentially overcome the research problem and 

can reach the research objective, this method is being explained more in-depth. The machine learning methodology 

consists of several specific elements and the right elements for this research needs to be distinguished. Machine 

learning is a field in computer science where existing data are used to predict, or respond to, future data (Paluszek 

& Thomas, 2017). The methodology is closely related to the fields of pattern recognition, computational statistics, 

and artificial intelligence. In areas like facial recognition and spam filtering, it is not feasible or even possible to write 

an algorithm to perform the intended task that is where machine learning gets important. Machine learning is a 

technique that figures out the “model” out of “data” (P. Kim, 2017). It does so by learning from training data, without 

being explicitly programmed. In Figure 2-2 below the machine learning process is illustrated and shows what 

happens in the machine learning process. First of all, a training dataset is exposed to the machine learning 

technique and after the learning process, a model is established. This model is the end product of the machine 

learning methodology and can be used for implementation in practice. The model can then be provided with new 

input data that is not known to the model and can give an output based on the patterns or relationships identified in 

the training data. 

 

Figure 2-2. Machine learning process  

2.7 Elements of machine learning 

Machine learning methods are data driven. Datasets are usually collected by humans and used for training 

(Paluszek & Thomas, 2017). Just as humans need to be trained to perform tasks, machine learning systems also 

need to be trained. There are different types of machine learning techniques, these can be classified into three 

types depending on the training method. The three different techniques are: (1) supervised learning, (2) 

unsupervised learning, and (3) reinforcement learning. The three different techniques are illustrated in Figure 2-3 

below. 

 

Figure 2-3. Different types of machine learning 

 

Machine learning

Supervised learning

Develop predicitive 
model based on both 

input and output 
data

Unsupervised 
learning

Group and interpret 
data based only on 

input data

Reinforcement 
learning

Learns to react to an 
environment
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2.7.1 Supervised learning 

In a supervised machine learning technique, the learning process is based on datasets that provide both input 

values as output values. The process is called supervised as the patterns in the data are recognized using the 

correct corresponding output values of the input values. The supervised learning technique is similar to the way 

humans learn. Humans apply current knowledge to solve a problem, then comparing the answer with the solution. 

If the answer is wrong, the current knowledge is modified in order to solve the problem better the next time. In 

supervised learning, this is done by the series of revisions of a model to reduce the difference between the correct 

output and the output of the model for the same input. The important aspect of supervised learning is that the 

solutions are needed to make it work.  

2.7.2 Unsupervised learning 

In unsupervised learning, the learning process is only based on the input values and is used for situations where 

no “right” answer is known. This technique identifies patterns in data and reacts based on the presence or absence 

of such commonalities in each new piece of data. Clustering algorithms are generally examples of unsupervised 

learning. The biggest advantage of unsupervised learning is that it can learn aspects of data that are not known in 

advance, finding hidden structures in data. 

2.7.3 Reinforcement learning 

Reinforcement learning uses sets of input, some output, and grade as training data. It is generally used when 

optimal interaction is required, such as control and gameplays (P. Kim, 2017). It is mostly concerned with dealing 

with problems in an active environment in which the specific situation requires specific actions to take. The focus is 

on performance, which involves finding a balance between exploration of uncharted territory, and exploitation of 

current knowledge (Busoniu, L., Babuska, R., De Schutter, B., & Ernst, 2010) 

2.8 Application of machine learning 

In Figure 2-4 on the next page, the different machine learning techniques and examples of their application are 

illustrated. The objective of this research concerns the development of a method for estimating the cost of 

engineering services in the tender phase. This is a problem where the solution of the data is known, these solutions 

are known due to the availability of project information about past projects. Therefore a supervised machine learning 

approach is used. For supervised learning there exists classification problems and regression problems. If the 

output variable is continuous in nature than there is a regression problem. Whenever the output variable describes 

some categories or discrete classes than there it concerns a classification problem. The objective in this specific 

research is concerned with predicting a continuous value and thus this research is concerned with a regression 

approach. Regression predictive modelling is the task of approximating a mapping function (f) from input variables 

(x) to a continuous output variable (y). In Figure 2-5 an example of a nonlinear regression fit is shown. One of the 

most commonly used algorithms in regression analysis for cost prediction of construction projects is an artificial 

neural network. Since neural networks can have many layers (and thus parameters) and are capable to work with 

non-linearity, they are very effective at modelling highly complex non-linear relationships. Therefore, neural 

networks are used in achieving the research objective. 
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Figure 2-4. Application of different machine learning techniques 

 

Figure 2-5. Example of a nonlinear regression fit 

2.9 Artificial neural networks 

ANNs are originally inspired by the study of processes in the human brain (Günaydin & Doǧan, 2004). The human 

brain acquires knowledge through a learning process, whenever we learn something, our brain stores the 

knowledge. This principle is the same with ANN and the inter-neuron connection strength known as synaptic weights 

are used to store the knowledge. ANNs consist of nodes (neurons in ANNs) grouped in interconnecting layers and 

sets of layers to form a network (Petroutsatou et al., 2012). There are three different types of layers namely; input, 

hidden and output layers. The layout or architecture of a network can be viewed below in Figure 2-6. In this chapter, 

the principles behind ANNs are described by the use of the book that is published by P. Kim (2017).  

 

Initially, neural networks had a very simple structure with only input and output layers, these were called single layer 

neural network or shallow neural networks. Neural networks with multiple hidden layers are called multi-layer neural 

networks or deep neural networks. A neural network with this structure can also be referred to as a multilayer 

perceptron. Most of the contemporary neural networks used in practical applications are deep neural networks (Kim, 

2017). Every input node has a connection with all the nodes from the next hidden layer. This connection is illustrated 

by the arrow in the figure below and is corresponding with a particular weight. 
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Figure 2-6. Structure of deep neural network or multilayer perceptron 

 

Training a neural network 

In Figure 2-7 below the supervised learning process of a neural network is illustrated. Before the training process 

can begin, a dataset with input variables and the corresponding output variable is needed. Every pair of input 

variables and the corresponding output variable is called a data point. The network is trained with the use of the 

established training data from the dataset. The learning process consists of three different steps which are carried 

out in an iterative process. The three steps are as follows: 

1. Feedforward propagation: Take the input and correct output from the training data and enter it into the neural 

network. Obtain the output from the neural network and calculate the error with the correct output. 

2. Backpropagation: Calculate the error contribution in each node, and adjust the weights accordingly to reduce 

the error. 

3. Repeat Steps 2-3 for all training data. 

 

Figure 2-7. Supervised learning concept  

 

Feedforward propagation 

First of all, the weights of a network need to be initialized. When first training a network the weight initialization is 

done randomly. For multilayer networks, the weights and biases are generally set to small random values ranging 

between -0,5 and 0,5. The training of a network begins with a principle called feedforward propagation. The input 

layers receive the inputs from a data point and direct them to the hidden layers, without calculations. The nodes in 

the hidden layers and output layers perform the computations of the network and add and adjust weights. The 

weight is expressed in a numerical value. Every hidden node takes the weighted input of the previous node and 

outputs a single value based on a predefined transfer function (Bosscha, 2016). Eventually, the neural network 

provides an output based on the input and configuration of the weights. In Figure 2-8 below a better understanding 

of the neural network’s mechanism is explained using a node that receives thee inputs. 
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Figure 2-8. A node that receives three inputs 

 

The circle and arrow in the figure above illustrate the node and signal flow, respectively 𝑥1, 𝑥2, and 𝑥3 are the input 

signals. 𝑤1, 𝑤2, and 𝑤3 are the weights for the corresponding signals. Lastly, 𝑏 is the bias, which is another factor 

associated with the storage of information. In other words, the information of the neural network is stored in the 

form of weights and biases (Kim, 2017). The input signals or input variables, in a vector (𝑥⃗) are multiplied by the 

weight vector (𝑤⃗⃗⃗) before it reaches the node. The weighted signals are collected and summed up to be the weighted 

sum, lastly the bias, (𝑏) is summed up and the total weighted sum (𝑣) is calculated (Equation 1). The equation can 

also be written by using vectors (Equation 2). 
 

 𝑣 = 𝑤1 ∙ 𝑥1 + 𝑤2 ∙ 𝑥2 + 𝑤3 ∙ 𝑥3 + 𝑏 (Equation 1) 

 = 𝑤⃗⃗⃗ ∙ 𝑥⃗ + 𝑏 (Equation 2) 
  

Subsequently, the node enters the weighted sum (𝑣) into a transfer function 𝜑(𝑣) and yields its output 𝑦 (Equation 

3). The transfer function determines the behaviour of the node. In most cases, tan-sigmoid transfer functions 

(Equation 4) are used in the hidden layers and linear transfer functions in the output layer (Janssen, 2018). 

However, this depends on the problem that the network is trying to solve. The output is passed outside to other 

nodes in the next layer. Eventually, the output node in the output layer gives the output of the network. 
 

 

 

𝑦 = 𝜑(𝑣) =  𝜑(𝑤⃗⃗⃗ ∙ 𝑥⃗ + 𝑏) 
 

𝜑(𝑣) =  
𝑒𝑣 − 𝑒−𝑣

𝑒𝑣 + 𝑒−𝑣
 

 

(Equation 3) 

 

(Equation 4) 

Whenever a neural network has been established, the configuration of the weights initially leads to an error between 

the output of the neural network and to the correct output. Therefore, at this point, the neural network is useless in 

any application. This means that the configuration of the weights need to be optimized in a way that the error 

between the output of the network and the correct value is minimized. This is done by using a form of back-

propagation. 
 
Back-propagation 

The process of adjusting the weights of the neural network is based on the calculated error and is carried out using 

a so-called back-propagation algorithm, the representative learning rule of the multi-layer neural network. An 

example using a simple neural network is used to explain the principles behind the back-propagation algorithm. In 

the back-propagation algorithm, the delta of the output node (𝛿𝑛) needs to be calculated by the application of the 

generalized delta rule2 (Equation 5). The generalized delta rule is used to calculate the delta (𝛿𝑛) of a hidden or 

output node. To do this, the derivative of the transfer function of the output node is used and the weighted sum of 

the corresponding input node is put into the function 𝜑′(𝑣𝑛). The derivate function calculates the slope of the non-

derivative function. Whenever the output of the derivative function of the weighted sum is relatively high, the slope 

is steep, which means that the output of the node is far from reaching 1 or -1 (see Figure 2-9). The higher the output 

of the derivative function, the more the node is contributing to the total error, and the more it needs adjustment. 
 

                                                        

 

 
2 In machine learning, the Delta rule is a gradient descent learning rule for updating the weights of the inputs to artificial neurons 

in a single-layer neural network. A generalized form of the delta rule, developed by D.E. Rumelhart, G.E. Hinton, and R.J. Williams, 
is needed for networks with more than one hidden layers. 
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Figure 2-9. Sigmoid function and derivative sigmoid function 

 

Subsequently, the output of the derivative function needs to be multiplied with the error of the output node. In the 

generalized delta rule, 𝑒𝑛 is the error of the output node which is calculated by subtracting 𝑑𝑛, which is the correct 

output, from 𝑦𝑛, which is the output of the network (Equation 6). In Figure 2-10 below an example of a simple neural 

network is provided to illustrate the deltas of the output nodes.  

 

 𝛿𝑛 =  𝜑′(𝑣𝑛) ∙ 𝑒𝑛 (Equation 5) 

 𝑒𝑛 = 𝑑𝑛 − 𝑦𝑛 (Equation 6) 

 

Figure 2-10. Back-propagation training algorithm 

 

Now that the delta of the output node is known, the delta’s in the hidden layers need to be calculated. For a 

visualization of this process see Figure 2-11.  To do this first the error of the hidden node needs to be calculated. 

This is done by taking the weighted sum of the back-propagated deltas from the layer on the immediate right 

(Equation 7). In the equation, an example is provided to calculate the error 𝑒1
(1)

. Once this is done the calculation 

of the delta of the hidden node 𝛿1
(1)

 can be calculated using the generalized delta rule (Equation 8). For every hidden 

node, the error and the delta can be calculated and the delta of the hidden node is passed outside to the immediate 

left. 

 𝑒1
(1)

= 𝑤11
(2)

∙ 𝛿1 + 𝑤21
(2)

∙ 𝛿2 (Equation 7) 

 𝛿1
(1)

=  𝜑′ (𝑣1
(1)

) ∙ 𝑒1
(1)

 (Equation 8) 

   

 

Figure 2-11. Leftward proceeding calculating delta in hidden nodes 

 

The last step is to update the weights, this is done by an example of updating weight 𝑊21
(2)

. The formula (Equation 

9) below is applicable for all the different weights in the network, as all the delta’s within every node can be 

calculated. In this equation  𝑊21
(2)

 is the highlighted weight in Figure 2-12 below, 𝛼 is the learning rate of the network, 

𝛿2 is the delta of the node, 𝑦1
(1)

 is the output of the first hidden node. The learning rate is the rate in which the 

network learns, this can be altered depending on the problem at hand. Weight update is carried out by using the 

fundamental concept where the weight is determined in proportion to the output node error, and the input node 

value. 
 



Master Thesis 
Enhancing cost estimating efficiency  

 

 

22 

 𝑊21
(2)

=  𝑊21
(2)

+  𝛼 ∙ 𝛿2 ∙ 𝑦1
(1)

 (Equation 9) 

 

Figure 2-12. Adjusting weights 

 
Repeat steps  

The process of feedforward propagation and back propagation is carried out for all the data points that are present 

in the training data. After that, the whole process can be repeated with the same training data. Every training iteration 

in which all the data points in the training data are used once is called an epoch. For example, if an epoch of 10 is 

used, every data point is used 10 times in optimizing the network. In addition, the example explained above 

concerns the basic form of backpropagation. However, the basic form of back-propagation is too slow for most 

practical applications. In machine learning, there are a lot of variations of backpropagation that provide significant 

speedup and make the algorithm more practical. These variations of the backpropagation algorithms are all derived 

from the basic backpropagation algorithm. In the next paragraphs, the principles behind making a profound choice 

for training algorithm, network architecture, transfer function, and network performance function are explained.  

2.9.1 Selecting a training algorithm 

There are several variations of the basic backpropagation, which are faster and more practical than the basic 

backpropagation. These can be trained and updated either in batch mode or sequential mode. In batch mode, the 

weights within the network are updated after all the input are presented to the network. This update is based on the 

total gradient that is determined by summing up the gradients for each input. For the sequential mode, the weights 

are updated after each input is presented to the network. Usually, for many of the more efficient optimization 

algorithms, the batch mode is inherent. For a relatively small network that has up to a few hundred weights and 

biases that are activated for function approximation, the Levenberg-Marquardt algorithm is the fastest training 

method. In addition, the study performed by Hyari, et al. (2016) showed that the best performing training algorithm 

was the Resilient Backpropagation algorithm. Due to the similarities that study has with this research, the resilient 

back-propagation algorithm is also tested. Lastly, in order to see what the effect of regularization is for improving 

generalization, the Bayesian regulation backpropagation algorithm is also tested. The following algorithms selected 

and are tested in this research: 

 

Levenberg-Marquardt backpropagation 

The Levenberg-Marquardt is often the fastest backpropagation algorithm and is highly recommended as a first-

choice supervised algorithm. However, it does require more memory than most of the other algorithms. The 

Levenberg-Marquardt algorithm is used to solve non-linear least squares problems. The best fit in the least-squares 

sense minimizes the sum of squares between an overserved value and the fitted value provided by the model. This 

algorithm makes use of early stopping as a way to improve generalization. It does so by means of a validation set. 

Whenever the performance of the validation sets becomes worse for a set amount of iterations, the training stops. 

The networks trained with this function must use either the Mean Squared Error (MSE) or Sum Squared Error (SSE) 

performance function. 

 

Bayesian Regularization backpropagation  

The Bayesian Regularization algorithm is a network training algorithm that updates the weights and bias values 

according to the Levenberg-Marquardt optimization. It minimizes a combination of squared errors and weights and 

determines the best combination so as to produce a network that generalizes well. In contrary to the Levenberg-

Marquardt algorithm, this algorithm makes use of regularization as a method to improve generalization. As this 

training algorithm makes use of the Levenberg-Marquardt optimization, it also must use either the Mean Squared 

Error (MSE) or Sum Squared Error (SSE) performance function. 
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Resilient backpropagation 

This algorithm was created by Riedmiller & Braun (1992). Multilayer network typically uses sigmoid transfer 

functions in the hidden layers. Sigmoid functions are characterized by the fact that their slope must approach zero 

as the input for that function gets large. This can have problems when using the basic backpropagation algorithm, 

as relatively large input mistakes can result in a small magnitude of the gradient. Therefore, this can cause small 

changes in the weights and biases. This problem is solved by the resilient backpropagation algorithm to update 

weights by an alternative update value (Ki & Uncuo, 2005). This algorithm can, in contrary to the other algorithms, 

make use of Mean Absolute Error (MAE) as a performance function. 

2.9.2 Select network type and architecture 

The selection of the network type concerns choosing the correct transfer function and type of problem. The network 

architecture concerns choosing the correct number of layers, hidden neurons, and input variables. After the training 

algorithm is selected, the network type needs to be determined and is defined by the problem that is solved. Hagan 

et al., (2014) identifies four types of problems namely: pattern recognition, clustering, prediction, and fitting. In 

pattern recognition, a neural network tries to classify the input into a set of target categories. For example, a 

physician might want to classify a tumour as benign or malignant based on uniformity of cell size, clump thickness 

and mitosis. For clustering, the neural network tries to group data by similarity. For example, businesses can 

perform market segmentation, which is done by grouping people according to their buying patterns. Prediction 

concerns the prediction of a future value of some time series, this is used in for example in stock trading. Pattern 

recognition, clustering, and prediction do not cover the problem of this research. In chapter 2.8 it was already 

determined that the problem of this research concerns a regression problem. Fitting is also referred to as function 

approximation or regression and therefore this research concerns a fitting problem. 

 

The most commonly used and standard neural network architecture for fitting problems is the multilayer perceptron3. 

In most cases, tan-sigmoid transfer functions are used in the hidden layers and linear transfer functions in the output 

layer (Janssen, 2018). The tan-sigmoid transfer function provides normalized output values for the hidden node 

between -1 and 1, which is similar to the normalized input data. Due to this similarity, the data is less saturated and 

preferred above the log-sigmoid function that provides an output range for the hidden nodes between 0 and 1. 

 

Most of the fitting problems perform sufficient with the use of a single hidden layer. However, in some cases, two 

hidden layers are used when performance is lacking. It would be very rare in standard fitting problems to use more 

than two hidden layers. Therefore the training will be started with one hidden layer, and subsequently, a training 

session with two hidden layers will be tested. Based on the performance either an architecture consisting of one or 

two hidden layers is chosen. Thereafter, the number of neurons in each layer needs to be determined. The number 

of neurons in the output layer is the same as the size of the target vector or output vector and is determined by the 

goal it tries to achieve.  

 

The number of neurons in the hidden layers and input layers, however, can have an influence on the ability of 

generalization a neural network has. Generalization is the concept of getting only the wisdom from the data that is 

in it. A network trained to generalize well will perform as well in new situations as it does on data on which it was 

trained. The complexity of a neural network is determined by the number of free parameters it has (weights and 

biases). The number of free parameters is in their turn determined by the number of neurons. If a network is too 

complex for the amount of data that it is trained with, it will most likely overfit and generalize poorly. If a network is 

too simple, it will most likely underfit and also generalize poorly. The concepts of underfitting and overfitting are also 

illustrated in Figure 2-13 below. 

 

                                                        

 

 
3 The layout of the multilayer perceptron is illustrated in Figure 2-6 of this report. 
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Figure 2-13. Concepts of underfitting and overfitting 

 

The number of neurons in the input layer is the same as the number of variables that are used in the database. 

However, sometimes input vectors have redundant or irrelevant elements. Especially when the input vector is large, 

it can be beneficial to eliminate redundant or irrelevant elements. This can assist in preventing overfitting during 

training, reduce required computation effort and enhance generalization. A method to determine the absolute 

importance of each input does not exist. However, a sensitivity analysis can be helpful to determine relative 

importance. Therefore a sensitivity analysis will be carried out to determine and eliminate potential redundant 

variables. Olden & Jackson (2002) propose a method to determine the relative importance of input variables on the 

predicted output. This relative importance is calculated using the magnitude of the weight per independent variable 

(Ibrahim, 2013; Janssen, 2018).  

 

Lastly, the number of neurons in the hidden layers are determined by the complexities of the function that is being 

approximated. It is not known how complex the problem is until the network is trained and analysed. The best 

number of neurons in the hidden layers is therefore determined empirically. By adjusting the architecture of the 

network, the performance of the model can improve. The key to creating a network that is able to generalize well is 

to find the simplest model that explains the data. In order to do so, a network is build that contains the smallest 

number of free parameters that still explains or fits the data well enough. Hagan et al., (2014) explains that there 

are five different approaches that are generally used to produce simple networks: growing, pruning, global searches, 

regularization and early stopping. In this research, the growing technique is used. Growing means starting with zero 

neurons in the hidden layer and increase the number of neurons until the desired performance is achieved. To 

achieve this, a strategy towards the determination of the architecture of the network is established. The strategy 

towards creating a network that is able to generalize well is explained in the proposed method that is explained in 

chapter 3. 

2.9.3 Initialize weights and train network 

Before the training of the network can start, the weights and biases need to be initialized. The approach for 

initializing the weights and biases depends on the type of network. For multilayer networks, the weights and biases 

are generally set to small random values ranging between -0,5 and 0,5, if the inputs are normalized to fall between 

-1 and 1. It could happen that a single training run may not produce optimal performances (Janssen, 2018). This 

could happen because of the possibility of reaching a local minimum of the performance surface. In Figure 2-14 

below the difference between a local minimum and global minimum is illustrated. 

 

 

Figure 2-14. Local minimum vs global minimum 
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It is best to restart the training process using several different initial conditions. The training of a multilayer neural 

network is involved with two stochastic elements, due to which every training run a different performance will 

emerge. The first stochastic element regards the initialization of weights and, biases, which is done randomly every 

training run. The second stochastic element is the random division of training, testing and validation set (Beale, M. 

H., Hagan, M. T., & Demuth, 2018). Due to the fact that in every training run different initial conditions are set, 

restarting the training process several times is advised to find the best performance. Therefore, a so-called 

‘multistart’ is used to restart the training process 100 times. 

2.9.4 Analyse network performance 

When training a neural network, the performance should be analysed in order to determine if the network training 

was successful. In order to analyse the performance first a choice of a performance function needs to be made. For 

multilayer networks, the standard performance index is mean square error (MSE). The equation for the MSE can 

be defined as described in Equation 10 below. Where 𝑁 is the number of data points, 𝑓𝑖 the value returned by the 

model and 𝑦𝑖 the actual value for data point 𝑖. 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑓𝑖 − 𝑦𝑖)2

𝑁

𝑖=1

 
(Equation 10) 

In addition, one useful tool for analysing neural networking that tries to solve fitting problems is regression analysis. 

This is done by determining and calculating the regression between the trained network outputs and the 

corresponding targets. The targets could be plotted on the x-axis of a graph and the network output on the y-axis. 

For a perfect fit of the model, the data should fall along a 45-degree line, where the network outputs are equal to 

the targets. When data points are deviating relatively far from the regression line, these data points can be 

characterized as outliers. These outliers can then be investigated further, it could mean that an outlier concerns a 

bad data point or that the point is located far from the rest of the training data. In the latter case, this would mean 

that more data is needed in that region.  

 

Based on the results a correlation coefficient can be computed, which is also known as the R-value. The R-value 

can range between -1 and 1, however, for neural network application it is expected to be close to 1. Whenever R = 

1 the data is fitting perfectly, and when R = 0 the data will be randomly scattered and not have a fit at all. When R 

values are significantly lower than 1, the neural network is not properly fitted to the underlying function. Then effort 

should be made towards determining if there are bigger outliers in different regions of the data. For example, targets 

with higher values could have more outliers and this could mean that more training data is needed for target values 

in that range. The R  value needs to be similar in all sets (training, validation, and test), in order to ensure good 

generalization. Whenever significant differences between sets arise, overfitting or extrapolation could be the case. 

If the validation error or test error is much larger than the training error, this could mean that overfitting has occurred. 

If all three sets have larger errors, this could mean that the network is not powerful enough to fit the data. Lastly, an 

error histogram is a powerful tool in order to see how many errors fall within a particular interval of errors. For 

example, how many data points fall in the interval of an error of 10.000.  

 

The training phase will be carried out with the evaluation of the performance index MSE, however, the eventual 

network is chosen based on the performance index mean absolute percentage error (MAPE). This metric calculates 

the average of the absolute values of the differences between each predicted output and the corresponding target 

output, as shown in equation 11. Where 𝑁 is the number of data points, 𝐹𝑡 the value returned by the model and 𝐴𝑡 

the actual value for data point 𝑖. 

𝑀𝐴𝑃𝐸 =
100%

𝑁
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|

𝑁

𝑖=1

 
(Equation 11) 

 

Regression model fitting minimizes the squares of the errors, so models developed using this technique will be 

inherently biased towards minimizing the errors for large projects where errors are greatest. What is important about 

the MAPE metric is that it penalizes huge errors not as badly as MSE does. This due to the fact that MAPE is a 

linear score which means that all the individual differences are weighted equally in the average. The MSE is 

quadratic and takes bigger error more into account then smaller errors. Therefore MSE is scale depended and 

MAPE is not. In addition, the MSE performance measure is more sensitive towards outliers and can detect them 

quicker than while using MAPE. The performance metric selected should be based upon whether the user wants 

accuracy in proportional or scaled terms (Emsley, Lowe, Duff, & Hickson, 2002). In this research, the MAPE 

performance metric is used for selecting the best model when the training of the model is finished. However, the 
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model is only selected if the R values of the training set and test set are relatively similar and close to 1. When this 

is not the case, the next best MAPE is chosen.  

2.9.5 Data comparison earlier work 

The quality and amount of training data is often the single most dominant factor that determines the performance 

of a model. The amount of data that is needed for a machine learning algorithm depends on the complexity of the 

problem and on the complexity of the chosen algorithm. A significant amount of practitioners have worked on a lot 

of applied machine learning problems before. Therefore, reasoning by analogy is a way to determine the amount 

of data that is probably needed. Basically, this means to investigate similar machine learning projects and see the 

amount of data is used in these studies and evaluate the performance. In Table 2-5 below, 8 different studies that 

are somewhat similar to this study are provided. For these studies, the number of datasets that are used in the 

development of the machine learning algorithm can be viewed and the coherent performance of the model. All the 

performances are given in the mean absolute percentage error (MAPE). It can be seen that when fewer data points 

are used in a model this not immediately corresponds with lower performance. For example, Hyari et al. (2016) 

used 224 datasets and achieved a performance of 28,2% which is lower than the 10,4% that Cheng et al. (2010) 

achieved with only 28 data points. This shows that although they try to solve relatively similar cost estimation 

problems, the amount of data does not have a very direct relationship with the performance. Due to the fact that 

the complexity of the problem depends on a lot of things, the performance of a model is usually determined 

empirically. Therefore, the amount of data that is needed for good performance is not known before training the 

model. The results of the analysis of the performance of the network can help to decide if we have enough data 

(Hagan et al., 2014). Therefore in this research, as much data as possible is collected in the time that is available. 

 
Table 2-5. Comparison with earlier work 

No. of data points Performance Sources: 

28 10,4% (MAPE) (Cheng et al., 2010) 

30 7% (MAPE) (Günaydin & Doǧan, 2004) 

224 28,2% (MAPE) (Hyari et al., 2016) 

288 16,6% (MAPE) (Emsley et al., 2002) 

71 4% (MAPE) (Mohammed Arafa and Mamoun Alqedra, 2011) 

52 17% (MAPE) (Mahamid, 2013) 

813 6,2% (MAPE) (Arage & Dharwadkar, 2017) 

2.10 Proposal price influencing factors 

Now that is known what is important while developing an ANN cost estimation method, the proposal value 

influencing factors can be distinguished. In the supervised learning process of an ANN, the learning process is 

based on datasets that provide both input values as output values. This is done by identifying the patterns in the 

data are recognized using the correct corresponding output values of the input values. Therefore, these input values 

or factors that influence the output value need to be identified. In this research, the proposal price is used as the 

determined output value for the ANN. The model should predict the proposal price based on a set of input values. 

An initial effort to identifying factors that influence the proposal price is done by evaluating the literature. 

 

Akintoye (2000) conducted a factor analysis and principal component analysis based on 24 different factors that 

influence project cost (Capex) estimating in the construction industry. The cost factors that are proposed by Akintoye 

(2000) are not all relevant for the cost estimation of engineering services. Other studies provide information about 

the relevant factors for engineering services. Zwaving (2014) did research that contributed to a probabilistic 

estimating approach for cost estimation of engineering services within the energy and chemical industry. In their 

research, they propose a set of factors that are relevant for cost estimation of engineering services. Furthermore, 

Hyari, Al-Daraiseh, & El-Mashaleh (2016) did research concerning the development of a conceptual cost estimation 

model for engineering services in a public construction project. Based on Akintoye, (2000), Hyari et al. (2016) and 

Zwaving, (2014) a table with the relevant cost factors for estimating the costs of engineering services is established 

(Table 2-6).  
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Table 2-6. Cost factors that affect project cost estimating for engineering services 

Number Cost factor 

1 Scale of work  

2 Scope of work  

3 Project duration  

4 Quality of information and information flow  

5 Pre-contract design (extent of completion of pre-design)  

6 Type of client and requirements  

7 Complexity of design and construction  

8 Project team experience  

9 Number of project team members  

10 Type of work 

11 Project phases  

12 Design changes 

13 Collaborating disciplines  

14 Market conditions  

 
Scale of work 

The scale of the work is usually expressed in capital expenditure or Capex. This is the total investment of the 

construction in euro. The larger the project it is more likely that there is more work to be done for the engineering 

firm. Therefore, the scale of work expressed as the Capex can have an influence on the costs of engineering 

services.  
 
Scope of work 

In a project, an engineering consultancy firm can take different roles and can perform different activities and 

services. These services are usually procured by the client in three main packages namely: Engineering (E), 

Engineering, Procurement and Construction (EPC) or Engineering, Procurement and Construction Management 

(EPCm). Engineering concerns only delivering the design package. EPC concerns delivering the design, 

procurement of subcontractors and material and the management of the construction on behalf of the client. EPCm 

concerns the same as EPC only the financial risk lays with the contractor or engineering firm. 
 
Project duration 

The expected project duration can have an influence on the costs of engineering services. For example, when the 

time that is needed to carry out a project has not carefully planned ahead, extra costs can emerge due to the fact 

that the product is not delivered on time. In addition, construction may step in while the engineering has only partly 

been performed this often causes some rework to be done (Zwaving, 2014). The project duration is usually 

expressed in weeks or months. 
 
Quality of information 

It is often emphasized in the literature, that the quality of information about a project is an important factor that 

affects the accuracy of a final estimate (Lester, 2017). Often, there are more risks and uncertainties during a project 

when the quality of information lacks. This could eventually lead to higher costs during the project due to these 

unforeseen circumstances. The most important factor causing estimation error in constant dollar terms appears to 

be the level of process and project definition when an estimate is made (Merrow, S.W., & Worthing, 1979). 
 
Pre-contract design 

The extent of completion of the pre-design determines how much work still has to be performed in order to deliver 

the required documents or results at the end of a project. The quality and extent of completion of a design could 

differ in the entry of a project. Therefore, when the extent and quality of a previous design lack, more work needs 

to be done in the next phase. 
 
Type of client and requirements 

The type of client is also important for the total costs of engineering services. Every client has different demands of 

delivering the design and services. For example, a client could have strict guidelines on documentation that is 

needed along with the design. This could lead to additional hours of work for the engineering consultancy firm. On 

the contrary, there are also clients who only want the final design in the form of a 3D model and 2D drawings. This 

requires fewer hours to deliver the final result and still meet client demands.  
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Complexity of design and construction 

The complexity of a design determines the required amount of work that is needed to complete the work. The 

complexity of a project is hard to determine in advance, however from analysing the scope definition it can become 

clear were complexities or risks lay within a project. Furthermore, more complex projects require more experienced 

and more expensive engineers or project managers. In addition, more complex projects require more time and 

effort.  
 
Project team experience 

When a project team has experience with a certain project, it can finish the project faster and more efficient due to 

the learning curve they already have experienced. Whenever the project team is less experienced with a certain 

project, they still need to go through a learning curve and eventually the project will most likely take longer to 

complete. In addition, the project team experience can also increase the quality of a design and therefore reduce 

failure costs. 
 
Number of project team members 

The number of project team members that are required in a project has an expected correlation with the total amount 

of work that is required. The more team members the project requires, the more expensive the project becomes. 

Furthermore, the number of project team members determines the amount of collaboration that is needed in a 

project to align all the work. Therefore, when there are more project team members the total amount of work or 

hours could be higher.  
 
Type of work 

The type of work regards to whether a project concerns a new construction (greenfield project) or maintenance or 

expansion of an existing construction (brownfield project). When the project concerns an expansion of an existing 

construction the dimensions and characteristics of the design need to be identified and known. This will lead to 

more work to identify and get insight into this existing design. In general, existing construction leads to more work 

as there are more restrictions and constraints within a project.  

 
Project phases 

In total there are three different phases of designing before the start of construction namely: Conceptual 

development, preliminary engineering, and detailed engineering. For these phases, different percentages of the 

total design need to be carried out. For example, more work needs to be done for a detailed design than a 

conceptual design and is, therefore, more expensive. In addition, for a different level of design, the engineers usually 

have a different level of experience. Therefore, the project phase is important for the determination of the costs of 

engineering services. 
 
Client’s attitude towards design changes 

The client’s attitude towards design changes can be described as the level of cooperation towards approving design 

change notices (DCNs). A client can be very cooperative or could be uncooperative. The client’s attitude towards 

design changes could increase costs for the engineering consultancy firm. First of all the additional work that is 

required due to the change in the scope of the design increases costs. When clients are difficult with regard to 

approving these DCNs, higher costs can arise within the project.  
 
Collaborating disciplines 

This variable concerns the number of different disciplines that are collaborating in a project. In larger projects, 

multiple offices or disciplines can work together at the same time. Whenever there are multiple disciplines or offices 

active in a single project, additional coordination is needed to align the work of the different disciplines and offices. 

This could lead to more work in the domain of project management and will increase the costs of engineering 

services. In addition, larger projects usually require work that needs to be carried out in more and different fields of 

expertise, which is inherent to the disciplines. Therefore, it also implies to the size of a project. 
 
Market conditions 

This variable is about the different market conditions that the project can experience. Engineering consultancy firms 

usually make designs and deliver work within different markets (e.g. Oil & Gas, Food, Pharma). Within these 

industries, different standards are valid and different products need to be produced. For example, different types of 

drawings need to be produced and delivered, or more detailed specifications need to be provided with the produced 

drawings. In Food more effort need to be made towards hygiene, and for Oil and Gas more effort need to be made 

towards safety. Therefore this could potentially affect the costs of engineering services. 
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3 PROPOSED METHOD 

In this section, the proposed method that is used for model development is described. The proposed method covers 

phases 3, 4 and 5 of the research strategy. The proposed method (see Figure 3-1 below) consists of the 

development and training of the ANN and is done with the use of the book published by Hagan, Howard, Demuth, 

& Beale (2014). Hence, the model development process can be subdivided in three main aspects, namely: pre-

training steps, network training and post-training analysis (Hagan et al., 2014). These three main aspects 

correspond respectively to the phases 3, 4 and 5 of the research strategy.  

 

 

Figure 3-1. Proposed method 
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The pre-training phase concerns the establishment of the dataset and in this phase the input variables of the model 

are determined. Furthermore, the data that is needed to train the model is collected and pre-processed. 

Subsequently, the training phase covers the development of the actual model. The training phase consists of 

creating an ANN in MATLAB and improving the performance of the model by carrying out an optimization strategy. 

The optimization strategy consists of three iterative processes. The first iterative process is about determining the 

best training algorithm and best network architecture, this is done using the full dataset. The second iterative 

process will determine whether the model can have better performance by using fewer input variables. The third 

iterative process in the optimization strategy consists of testing different proposal value ranges. Lastly, the post-

training phase is about building an application and internally validating the model. The proposed method will be 

described in this chapter. 

3.1 Pre-training phase 

The pre-training phase concern the selection of data and data pre-processing. Neural networks represent a 

technology that is at the mercy of the data. The training data must span the full range of the input space for which 

the network will be used (Hagan et al., 2014). Neural networks can interpolate accurately throughout the range of 

the data preceded, however extrapolation outside the range of the training set is of lower quality. To ensure the 

right data is used in training the model, a selection of data is made. First of all, the input variables that influence the 

proposal price that are identified in the literature review are further developed by interviews. Based on the availability 

of the input variables, a survey is established and spread to gather potential supplementary data. Lastly, the data 

should be pre-processed for an efficient training process. 

3.1.1 Determine input variables 

To start, the factors that influence the proposal price that are determined in the literature review need to be further 

investigated and assessed. The literature review led to the identification of the possible variables that influence the 

cost of engineering services (see chapter 2.10). This process is done by carrying out desk research and reviewing 

different journals, papers, and essays. In order to verify and determine additional influencing factors, interviews are 

carried out with experts within the research client. Interviews were held with 13 employees within Bilfinger Tebodin 

that have experience with preparing bidding offers for engineering services. The interviewees consisted of three 

project managers, five lead engineers (different departments), two heads of departments and three tender 

managers. They were asked to answer 6 open questions that lead to the most important factors that influence the 

costs of engineering services. The following 6 questions were asked: 

1. Can you describe the approach you would use in order to estimate the required man-hours of a project 

based on a Request For Quotation (RFQ)? 

2. Can you describe the approach you would use in order to estimate the required man-hours of a project 

based on a RFQ if you only had one hour? 

3. Can you describe how you get a broad view of the size of a project while reviewing a RFQ? 

4. What information or elements are ideally available in a RFQ to make an estimate? 

5. If you had to make a proposal without an RFQ and you could ask 5 questions to the client, what questions 

would you ask? 

6. Can you explain what the variables are that influence the costs of engineering services in a project? 

 

While answering these question none of the interviewees had seen the 14 relevant variables that were distinguished 

from the literature (chapter 2.10). This was done to identify missing variables and to identify the relevance of these 

variables. Subsequently, they were asked to rank the 14 different variables from 1 to 14, where 1 was the most 

important variable and 14 the least important variable. The average of the scores is taken to identify the average 

relative importance of the 14 different variables by expert opinion. Thereafter, a set of final input variables was 

determined based on the literature review and interviews. This final set of input variables also consisted of 

qualitative variables. The ANN model only can handle numerical values, therefore qualitative variables were 

transformed into quantitative variables. The way in which this is done will be explained in chapter 4. 
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3.1.2 Collecting and pre-processing data 

A database was obtained by a printout of Shared Tools and was used and further developed. In this database some 

of the input variables were present, yet not all the variables were. All the data that was not available in the databases 

in the software Shared Tools was gathered using an online survey. In this survey, the responsible tender managers 

or project managers, depending on who made the tender are asked to provide the missing data. In some cases, 

the responsible tender manager was not working at Tebodin anymore. In that case, someone who was involved in 

the project that is still working at Tebodin was asked to provide the data. The survey was set up in the SharePoint 

environment within the Intranet of Tebodin. The projects that are valid for use in the model were provided with a 

project ID number. This project ID number could be selected when filling in the survey. This allowed matching the 

survey results with the already existing database for the projects. The setup of the survey can be found in Appendix 

A.  

 

Lastly, a final database was set up by connecting the database with the output of the survey. After collecting the 

data, the data was divided into three sets: training, validation, and testing. In this division, the training set is about 

70% of the total data set,  and the validation and testing set represents 15% of the total dataset each (Hagan et al., 

2014). It is important that each set is a good representative of the full data set. The simplest and most common 

method for data division is to select datasets at random. In addition, it is common to normalize the data before 

applying them to the network. The purpose of the normalization is to facilitate and enhance network training. In 

multilayer networks, sigmoid transfer functions are often used in the hidden layers. These functions become 

saturated when the net input is greater than three and will lead to very small gradients. It is common to normalize 

the data before applying them to the network. The standard method is to normalize the data so that they fall into a 

standard range between -1 to 1 (Janssen, 2018). Therefore, this is done for both the input data as output data. 
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3.2 Training phase 

In order to improve the performance of the model, an optimization strategy was developed. This strategy consists 

of three iterative processes which were carried out sequential. The first iterative process determined the best 

performing training algorithm and the best model based on the complete dataset. The second iterative process 

determined the best performing input variables, and therefore the dataset was altered. The last iterative process 

consisted of finding the range of proposal value wherein the model performed best. In order to develop and train an 

artificial neural network, a MATLAB script is needed to be established. This is done by using the Neural network 

Toolbox (Beale, M. H., Hagan, M. T., & Demuth, 2018), this in order to develop the initial script. Subsequently, the 

script is extended and altered by means of facilitating the optimization strategy. With the use of this script the 

network is trained, analysed and optimized. First of all the optimization strategy with the coherent three iterative 

processes are explained. 

3.2.1 Optimization strategy 

First iterative process 

The first iterative process is about determining the best performing training algorithm and the best model based on 

the complete dataset (see Figure 3-2 below). In this iterative process, three alternative training algorithms are 

tested. The training algorithms that are described in the literature review in chapter 2.9. In the first iterative process 

the Levenberg-Marquardt, Bayesian Regularization and Resilient backpropagation training algorithms will be tested. 

The first iterative process starts with importing the total data set. Subsequently, a training algorithm is selected. 

Hereafter, the training enters a network architecture optimization module, which is illustrated on the right-hand side 

of Figure 3-2. Here, the growing method was used. In this technique, the training is started with a single hidden 

neuron and one neuron is added to the hidden layer every iteration. The training is ceased whenever significant 

overfitting emerges. For every architecture, the performance of the network is retained. When the network 

architecture is optimized, the next training algorithm is selected until all the training algorithms are tested. After the 

first iterative process is finished, the best training algorithm and best network architecture that explains the total 

dataset is found.  

 

 

Figure 3-2. Optimization strategy: first iterative process 
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Second iterative process 

After the best training algorithm is found, the network that obtained the highest performance is analysed to 

determine the relative importance of the input variables. This is the start of the second iterative process (see Figure 

3-3 below). In order to find the simplest model that explains the data, it could be helpful to eliminate redundant or 

irrelevant input variables. By calculating the relative importance of input variables of the network with the highest 

performance, redundant input variables can be removed and generalization can increase. A method called 

Connection Weights Algorithm (Olden & Jackson, 2002) can be used to calculate the relative importance of a given 

input variable of a neural network and can be defined as Equation 12 below. This approach is based on estimates 

of the network’s final weights obtained by training the network (Ibrahim, 2013; Janssen, 2018). 

 

𝑅𝐼𝑥 = ∑ 𝑊𝑥𝑦𝑊𝑦𝑧

𝑚

𝑦=1

 
(Equation 12) 

The next step is to eliminate the variables that have low impact and retrain the network with the training algorithm 

that was determined by the highest performance in the first iterative optimization process. The elimination is done 

by excluding one variable at a time until there is one variable left. Also, the training will be ceased when there is a 

significant drop in performance when excluding a certain variable. Due to the fact that the number of input neurons 

decreases, the number of neurons in the hidden layers also potentially need to be changed. Therefore, the strategy 

of growing is also used again. Eventually, it becomes clear what the simplest model that explains the data is. This 

model has the best training algorithm, most relevant input variables and the best fitting architecture. 

 

 

Figure 3-3. Optimization strategy: second iterative process 

 

In addition to the connection weight algorithm for the determination of the relative importance of the input variables, 

two other methods are used namely; multiple linear regression analysis and expert opinion. MLR analysis is a 

suitable method to identify which variables have a significant influence on the proposal price. It can help determine 

whether there is a linear association or causation between the independent variables and proposal price. First, the 

relative importance of the independent variables is determined by the unit drop in R2 when a variable is deleted 

from the sample. R2 is the coefficient of determination and shows the percentage of variation in a dependent variable 

which is explained by all the independent variable together. The larger the drop in R2 when removed from the 

sample, the more important it is assumed to be. In addition, the data is checked on whether it has multicollinearity. 

This occurs when two or more independent variables are highly correlated with each other. When collinearity is 

present, it is hard to find out if one variable causes an effect or the other (van der Steen, 2018). Therefore, when 

there is multicollinearity in the data, some variables could be redundant and removed. Finally, the last method to 
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determine the relative importance of the input variables is by expert opinion. As described in the pre-training phase 

the variables were ranked by experts. This ranking is also used as a way to determine the relative importance of 

the input variables. Also, neural networks are developed based on the relative importance of the input variables 

determined by the MLR analysis and expert opinion. The performances of the neural network can be compared 

with the neural network based on the results from the connection weight algorithm. Based on the comparison it can 

be known what the best method is to determine the most important variables for a neural network. 

 

Third iterative process 

Lastly, neural networks can interpolate accurately throughout the range of the data preceded, however extrapolation 

outside the range of the training set is of lower quality. There is no way to prevent errors of extrapolation unless the 

data that is used to train the network covers all regions of the input space where the network is used. In addition, if 

there is a relatively small number of data points in a specific region, this could also lead to bad interpolation. This 

is a simple result of not enough data for that specific region, and therefore it cannot be trained properly for that 

region. In order to ensure preventing bad results from extrapolation, it should be ensured that the network is not 

used for project values that are outside the dataset on which the network is trained.  

 

In addition, we can exclude certain project value ranges where there are relatively low numbers of examples. This 

will lead to a smaller range of projects for which the neural network can be used, however, it could lead to a higher 

performance of the model when interpolating. This is done in the third and final iterative process (see Figure 3-4 

below), where a selection of project value range is made. In this process, three selections of data regions were 

made based on the results of the second iterative process. First of all, it was decided to proceed the training with 

the 5 different network architectures that came out best in the second iterative process. However, when a data 

selection is made, the complexity of the underlying function of the data could be different compared to the full 

database. Therefore, the growing technique was used again and the number of hidden neurons was changed for 

every network in each training set. The full dataset is divided into 11 project value ranges categories. The total value 

range is varying from €2000 to €10.000.000. In Table 3-1 below, the selected project value ranges are illustrated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-4. Optimization strategy: third iterative process 

 

The first selection excludes projects that have a value of more than €1.000.000. Therefore the sample in first data 

selection contains projects with a value ranging from €2.000 euro to €1.000.000. The number of projects that have 

a value of more than €1.000.000 is relatively small. In total, the final dataset contains 14 projects that have a value 

of more than €1.000.000. Which is about 11% of the total amount of data points in the final dataset. Furthermore, 
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bigger projects can lead to bigger errors in the performance function MSE. In addition, when the neural network is 

trained on larger projects, this could potentially lead to lower performance when testing the neural network on 

smaller projects. Based on these considerations, the first data selection is made. In total 118 data points remain in 

the sample.  

 

Subsequently, the first data selection is further reduced to 60 data points in the second data selection. In this case, 

the 58 projects that have a value of less than €50.000 are also excluded from the sample. The purpose of the neural 

network is to predict proposal values from €50.000 euro and above. Therefore, the projects of lower value were left 

out of the sample. In addition, when lower values are included in the sample, the testing results for these lower 

values could be relatively large. This due to the fact that the training was also carried out for larger projects. When 

the network is trained for larger networks the error could potentially get larger for smaller projects.  

 

The last selection was made to increase the number of data points to 70. Neural networks are at the mercy of the 

data that it is exposed to, and more quality data usually leads to better results. However, to still train the neural 

network on projects similar to the second data selection, two categories were switched. The third and final data 

selection contains projects with a value ranging from €20.000 euro to €500.000. In this selection, the differences in 

value between the larger projects and smaller projects get smaller. This could potentially lead to smaller relative 

errors in the projects.  
 
Table 3-1. Data selection: project value range 

1th selection 2nd selection 3rd selection Occurrence in 

sample 

>= 2000, <5000 >= 2000, <5000 >= 2000, <5000 2 

>= 5000, <10000 >= 5000, <10000 >= 5000, <10000 12 

>= 10000, <20000 >= 10000, <20000 >= 10000, <20000 23 

>= 20000, <50000 >= 20000, <50000 >= 20000, <50000 21 

>= 50000, <100.000 >= 50000, <100.000 >= 50000, <100.000 19 

>= 100.000, <200.000 >= 100.000, <200.000 >= 100.000, <200.000 15 

>= 200.000, <500.000 >= 200.000, <500.000 >= 200.000, <500.000 15 

>= 500.000, <1.000.000 >= 500.000, <1.000.000 >= 500.000, <1.000.000 11 

>= 1.000.000, <2.000.000 >= 1.000.000, <2.000.000 >= 1.000.000, <2.000.000 8 

>= 2.000.000, <5.000.000 >= 2.000.000, <5.000.000 >= 2.000.000, <5.000.000 5 

>= 5.000.000, <10.000.000 >= 5.000.000, <10.000.000 >= 5.000.000, <10.000.000 1 
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3.3 Post-training phase 

Lastly, the post-training phase is about the internal validation of the neural network model and transforming the 

neural network into a usable application. The internal validation will provide insights into how the model will perform 

outside the training sample. Therefore, a feeling is acquired for the generalization of the model. In addition, the best 

performing network based on training algorithm, input variables, architecture and proposal value range will be used 

to develop an application. After training the neural network with its architecture, weights and biases and transfer 

functions is saved and acts as a back-end function for the application. This application can then be used in practice 

for new tenders. 

3.3.1 Validation best performing model 

When the MATLAB application is developed and installed a validation of the method can be performed. Steyerberg 

& Harrell (2016) suggest that there are three types of validation techniques namely; apparent, internal and external. 

Apparent validation concerns the performance of a sample that is used to develop the model. Internal validation 

concerns the performance of a sample different than the sample on which the model is developed. However, this 

sample should be similar to the developed sample. External validation is done with the use of new data, that was 

not available on the time the model was developed. Usually, this data is gathered in a different way by a different 

researcher or user. In this research, both apparent and internal validation is performed, however, external validation 

is not carried out. 

 

One of the methods that can be used for internal validation of a predictive model is the split-sample validation 

technique. The split sample technique is used in this research by dividing the sample into training and test samples. 

By training the model on the training sample and then test the model using the test sample, the internal validity and 

performance can be determined. Internal validation of predictive models is important as it provides an honest 

estimate of the performance that can be obtained for a sample similar to the development sample. Also, it provides 

an upper limit to what may be expected in other settings (e.g. external validity).  

 

In addition, a common source of variance in a final model is the noise in the training data and the use of randomness 

in the training phase. The training of a neural network is involved with two stochastic elements, due to which every 

training run a different performance and different variance will emerge. To get a robust estimate of the skill of a 

stochastic model, this additional source of variance must be taken into account. This was done by training a model 

several times and evaluate the variance that is introduced by the stochastic elements. This is also called 

bootstrapping. Bootstrapping is a method for estimating the distribution of an estimator or test statistic by resampling 

the data or a model estimated from the data (Nanculef & Salas, 2004). Bootstrap plans can be used for estimating 

the uncertainty associated with a value predicted by a feedforward neural network. By doing so, a more robust 

estimate of the variance of the model can be acquired. 

3.3.2 Develop and deploy MATLAB application 

A MATLAB app is a self-contained MATLAB program with a user interface (UI) that automates a task or calculation 

(Mathworks, 2019). All the operations that are required to complete a certain task are performed within the app. For 

example, operations are getting data into the app, performing a calculation on data and getting results. By 

developing an application, the newly developed cost estimation method can also be used as a standalone version. 

This means MATLAB is not needed to perform cost estimations with the use of the neural network. One of the 

requirements for developing an application is that the main file must be a function and not a script. Therefore, the 

script that contains the developed neural network will be transformed into a function. This function is then connected 

to the developed UI in MATLAB.  
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4 RESULTS 

In this section, the results of the execution of the proposed method are presented. The results are presented in the 

same order as in the proposed method. First, the results of the pre-training phase are described. In the pre-training 

phase, the determination of the final input variables is presented. In addition, the results of the collection of data are 

described. Thereafter, the results of the training phase are described. Here, the results of the development of the 

neural network model are presented. Lastly, the results of the post-training phase are discussed. In this last part, 

the internal validation of the model and the practical implementation gets attention. 

4.1 Pre-training phase 

4.1.1 Input variables 

From the literature, a set of 14 factors that influence the actual costs of engineering services was identified (see 

chapter 2.10). Based on the interviews, these 14 variables were altered and extended to 16 final input variables. In 

the 6 questions that were asked before the 14 variables from the literature were shown, interviewees usually provide 

answers that include the top 5-7 variables in Table 4-1 below. Other variables were also mentioned but less 

frequent. Also, interviewees provided insights into an estimation method that they use to quickly estimate the project 

costs. Engineering and project managers use the number of project team members in combination with the project 

duration to roughly estimate the required man-hours within a project. Then, they take an average wage rate that 

matches the project and multiply the man-hours with the average rate. Interviewees explained that they think this 

rough estimate usually does not have a high bias with the estimate that is made using the detailed estimating 

method. This information was provided to the question of how they would estimate the cost of a project if they only 

had one hour. They also explained that the value for the 14 variables that were presented could be provided within 

an hour after the RFQ was carefully examined. The average of the ranking is taken to identify the average relative 

importance of the 14 different variables by expert opinion (see Table 4-1).  

 
Table 4-1. Results ranking variables by experts 

Variables Average Score 

Scale of work 2,8 

Project phases 5,0 

Project duration  6,0 

Scope of work  6,5 

Type of work 6,6 

Complexity of design 6,8 

Quality of information 7,1 

Number of project team members 7,7 

Collaborating disciplines 8,5 

Type of client and requirements 8,9 

Market conditions 9,0 

Client’s attitude towards design changes 9,2 

Project manager experience4 9,8 

Pre-contract design 9,9 

 

Final Input variables 

Based on the interviews some changes are made towards the final set of independent input variables. The 

complexity of the design is disregarded as cost factor as interviewees explained that the complexity of a project 

usually is determined by all the other factors that were already present. Also, the variable of the project team 

experienced is changed into project manager experience as this variable is more convenient to measure4. Therefore 

13 variables from the literature remain and in addition, the interviewees provided insight into three influencing 

factors. These three additional factors will be explained below. The final input variables with the quantitative scales 

                                                        

 

 
4 Project team experience was changed into project manager experience as a previous study carried out by van der Steen, (2018) 

shows correlation between costs of services and level of experience of the project manager. Furthermore, project team experience 
is subjective and harder to measure. 
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are shown in Appendix B. Finally based on the literature and interviews the final set of 16 independent input 

variables can be viewed in Table 4-2 below. A printout was collected from Shared Tools which contained a lot of 

proposal and project information. However, not every variable that is distinguished to be used in the model was 

present in the database. In Table 4-2 below, the availability of these variables is shown. This means that some data 

is still missing and the missing data needs to be collected in a different way. 

 
Table 4-2. Final input variables5 

No. Influencing factor Variable Available in databases 

X1 Scale of work Interval Occasionally 

X2 Project phases Nominal Occasionally 

X3 Project duration  Ratio Not available 

X4 Scope of work  Ordinal Not available 

X5 Type of work Nominal Not available 

X6 Level of experience on clients side Ordinal Not available 

X7 Scope definition (quality of information) Ordinal Not available 

X8 Number of project team members Ratio Not available 

X9 Collaborating Disciplines Ratio Available 

X10 Type of client and requirements Ordinal Not available 

X11 Main market type Nominal Available 

X12 Client’s attitude towards design changes Ordinal Not available 

X13 Project manager experience Ordinal Not available 

X14 Pre-contract design Ordinal Not available 

X15 Contract type Ordinal Available 

X16 Intensity Ordinal Available 

 

Level of experience on clients side 

This variable concerns the level of experience of the team on the client's side. Several interviewees explained the 

effect of the level of experience on the client’s side. When the project team on the client side is more experienced, 

the project progresses more fluently. This due to the fact that they usually know what information they need to 

provide and also what information they want. On the other hand, when the team on the client side is less 

experienced, this could potentially lead to less fluently project progression. This because, the team could need more 

time to review documents, ask more questions, provide incorrect information, etc. 

 

Type of contract 

Furthermore, several interviewees described the effect of the contract type on the costs of a project. Generally, 

there are three types of contract namely; fixed price, reimbursable ceiling and reimbursable no ceiling. A fixed price 

contract is a type of contract where the payment amount does not depend on resources used or time expended but 

is lump sum defined. The price that is determined before the project starts will be invoiced to the client. For fixed 

price projects, the price is usually higher then reimbursable contract types. This due to the increased financial risk 

that is experienced with a fixed price contract. For reimbursable contracts, the invoiced amount depends on the 

resources used and time expended. All the costs that are made are invoiced to the client. However, in some 

situations, a ceiling can be set in order to prevent costs that are too high. 

 

Intensity 

Lastly, the intensity of a project is mentioned as an influencing factor. This factor concerns the number of hours/days 

the team spends on the project on average per week. Some projects are very intense, meaning that a relatively 

high amount of work is needed to be finished in a relatively low amount of time. This could increase the costs of 

mistakes and could lower the quality of the work due to increased stress. In contrary when projects are of low 

intensity, this could mean lower costs of mistakes. 

                                                        

 

 
5 The labeling of the variables can be described as following: not available means that the variables cannot be gathered from the 

databases, available means that it can be gathered from the databases and, occasionally means that for some projects the data 
is available. The quantitative scale of the input variables can be viewed in appendix B. 
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4.1.2 Data collection 

The data for projects that were not available in the databases, were collected using an online survey. In this survey, 

the responsible tender managers or project managers, depending on who made the tender, were asked to provide 

the missing data of these projects. The survey was set up in the SharePoint environment within the Intranet of 

Tebodin. The projects that are valid for use in the model are provided with a project ID number. This project ID 

number could be selected when filling in the survey. This allowed matching the survey results with the already 

existing database for the projects. The setup of the survey can be found in Appendix A. 

 

Final dataset 

The final database was set up by connecting the proposal prices from the existing database with the output of the 

survey. Information about a total of 1221 projects (hereafter the population) was registered in Shared Tools. The 

total amount of response to the survey eventually was 146 (hereafter the sample), however, some of the projects 

had relatively high hourly rates. These were further investigated and excluded from the sample, due to the fact that 

these incorporated project value for subcontracting. Therefore, these 16 projects were deleted from the sample. 

Finally, the data of 132 projects was collected and was valid for use in the development of the model. In Table 4-3 

below the distribution of project value of the 132 projects is shown. The distribution of the sample and the distribution 

of the total population are illustrated in Fout! Verwijzingsbron niet gevonden., respectively on the left-hand side 

and right-hand side. It is important to analyse the representativeness of the sample as it determines if it is possible 

to generalize the results of this study to the population. It could be that the sample does not include enough data of 

a particular value category and the generalization of the model could lack for this value category. In Fout! 

Verwijzingsbron niet gevonden. below, a comparison of the distribution of the sample with the total population 

(all registered projects) is illustrated. It can be concluded that the sample contains a relatively higher percentage 

occurrence of projects above €100.000. This fact is considered as useful in order to ensure good generalization 

results for the ANN model. Eventually, the described database is used for developing the model in the training 

phase. 
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Table 4-3. Distribution of project value of the final sample 

Project Value Number of projects in the sample Percentage of occurrence 

>= 2000, <5000 2 2% 

>= 5000, <10000 12 9% 

>= 10000, <20000 23 17% 

>= 20000, <50000 21 16% 

>=50000, <100.000 19 14% 

>= 100.000, <200.000 15 11% 

>= 200.000, <500.000 15 11% 

>= 500.000, <1.000.000 11 8% 

>= 1.000.000, <2.000.000 8 6% 

>= 2.000.000, <5.000.000 5 4% 

>= 5.000.000, <10.000.000 1 1% 

Total: 132 100% 

4.2 Training phase 

Now that the dataset is established the data can be used to train a neural network. As explained in the proposed 

method, the training phase consists of the initial set up of the model and the execution of the described optimization 

strategy. First, a selection of training algorithms that are used for training the model was made. Subsequently, a 

technique for determining the network architecture was chosen. In the first iterative process, the best training 

algorithm and best network architecture for the total dataset are determined. The second iterative process led to 

the determination of the most relevant input variables. This was done by calculating the relative importance of the 

input variables and excluding one variable at a time. Lastly, a selection of project value range was done. By 

excluding certain project value ranges, interpolation and extrapolation problems were minimized. This was carried 

out by the third and final iterative process of the optimization strategy. First of all, the results of the first iterative 

process are described.  

4.2.1 Results first iterative process 

The first iterative process was about determining the best performing training algorithm and the best model based 

on the complete dataset. In this process, the best performing training algorithm and architecture is determined. In 

total three different training algorithms were tested. The training of the model is carried out using a growing 

technique, which means that the neural network architecture is started with 1 hidden layer and the number of hidden 

neurons is increased every training run until overfitting occurs. Overfitting occurs when the MSE of the training data 

becomes very small and the test results are poor.  

 

The best results for the best network architectures for the three different training algorithms are viewed in Table 4-4 

below. The results for all the different architectures can be found in Appendix C. In can be concluded that with 16 

input variables and the complete dataset, the Bayesian Regularization training algorithm with one hidden layer and 

4 hidden neurons performs the best. In this research, the MAPE performance metric is used for selecting the best 

model when the training of the model is finished. However, the model is only selected if the R values of the training 

set and test set are relatively similar and close to 1. When this is not the case, the next best MAPE is chosen. 

Clearly, the correlation coefficient (R) for both the training as testing of the BR-16-4-1 is the closest to 1. 

Furthermore, the correlation coefficient has the least difference between them. As described in the proposed 

method, whenever the correlation coefficient is close to one it fits the data well. When the R of the testing and 

training set are similar this implies a stable model and means that it generalizes well. In addition, Bayesian 

Regularization has the lowest MAPE score. Which means that it has the lowest mean average percentage error for 

both the training as the testing set. 



Master Thesis 
Enhancing cost estimating efficiency  

 

 

41 

Table 4-4. Best results first iterative process6 

Network 

Architecture 

MSE 

Train 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Test 

MAPE 

All 

LM-16-6-1 3.84+08 1.34+12 3.68+11 0.9997 0.9168 0.9684 57.05% 100.18% 77.98% 

BR-16-4-1 9.96+07 1.58+11 2.41+10 0.9998 0.9645 0.9796 37.25% 50.36% 39.24% 

RP-16-6-1 2.00+9 1.39+11 1.39+11 0.9966 0.7509 0.8666 59.48% 88.68% 89.51% 

 

In order to substantiate the results of the three different training algorithms, the regression plot of all the three best 

performing networks is shown below. In Figure 4-1 below the regression plot for a neural network trained with the 

Levenberg-Marquardt training algorithm and 6 hidden neurons is shown. In Figure 4-2, the regression plot for the 

neural network that was trained with the Bayesian Regularization training algorithm is shown. Lastly, the regression 

plot for the neural network that was trained with the Resilient Backpropagation algorithm is shown in Figure 4-3 

below. In these regression plots, on the X-axis the targets of the dataset (real proposal value) are shown, and on 

the Y-axis the model outputs (estimated value) are shown. For every training algorithm, four different plots are 

shown, these are associated with the deviation of the dataset in train-, test- and validation sets. The blue line 

represents the performance on the training set, the green line represents the performance on the validation set, the 

red line represents the performance on the test set and the grey line represent the performance in the total dataset. 

 

It is clear that for all the training algorithms the neural network adopted the training data very well, however, results 

on the test set are not very promising. However, the test results that are most promising are for the Bayesian 

Regularization training algorithm. The regression line for the test set is closest to the 45-degree line and the 

individual test results are closest to the 45-degree line compared to the other training algorithms. To conclude, the 

Bayesian Regularization training algorithm provides the most promising results and is used in the continuation of 

the optimization strategy.  
  

       

Figure 4-1. Regression plot LM-16-6-1 

                                                        

 

 
6 In the table the network architecture is described as “Name of Training algorithm”-“Number of input Variables”-“Number of hidden neurons”-

“Number of output Variables”. Wherein LM stands for Levenberg-Marquardt, BR stand for Bayesian Regularization, and RP stands for Resilient 
Backpropagation. 
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Figure 4-2. Regression plot BR-16-4-1 

 

 

Figure 4-3. Regression plot RP-16-6-1 
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4.2.2 Results second iterative process 

The second iterative process improved performance by determining the most relevant and most influencing input 

variables. This was done by calculating the relative importance of the input variables for the neural network that 

was determined in the first iterative process. It could be helpful to eliminate redundant or irrelevant input variables, 

to find the simplest model that explains the available data. When eliminating redundant input variables the neural 

network becomes less complex and therefore, generalization could improve. The elimination is done by excluding 

one variable at a time until there is one variable left. Due to the fact that the number of input neurons decreases, 

the neurons in the hidden layers also potentially need to be changed. Therefore, the strategy of growing (see 

chapter 2.9.2) is also used again. For the determination of the relative importance of the input variables, three 

different methods are used namely; connection weight algorithm, multiple linear regression analysis and expert 

opinion. First, the results for the connection weight algorithm method are given. 

 

Connection Weight Algorithm 

The neural network that performed the best in the first iterative process is used to calculate the relative importance 

of the independent input variables. In Figure 4-4 below the relative importance of the input variables for the best 

performing network are shown. In this figure, it is shown that the scope definition has the lowest relative importance 

compared to other variables. Therefore, the scope definition was excluded from the sample and training was 

continued.  

 

 

Figure 4-4. Relative importance independent input variables (BR-16-4-1) 

 

When the model was trained with only four variables, the performance significantly decreased. Therefore, the 

training was ceased after four variables were left. The best results for the best performing input variables and the 

coherent network architectures can be viewed below in Table 4-5. The results for all the different architectures can 

be found in Appendix C. The best performance occurred when the ANN was trained using the set of variables that 

range between the most important 9 variables and 5 variables. The best test performance of the network (MAPE) 

with all 16 variables was around 50%. While using, 5 variables the test performance has reached 27,41%. 

Therefore, the performance of the model has significantly increased as variables are selected by calculating the 

relative importance.  
  



Master Thesis 
Enhancing cost estimating efficiency  

 

 

44 

Table 4-5. Best results second iterative process 

Network 

Architecture 

MSE 

Train 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Test 

MAPE 

All 

BR-9-5-1 5.21+08 1.36+11 2.11+10 0.9992 0.9640 0.9813 48.27% 51.32% 48.73% 

BR-8-6-1 6.36+08 1.16+10 2.30+09 0.9995 0.9556 0.9979 55.07% 42.26% 53.13% 

BR-7-6-1 7.08+08 3.06+10 5.24+09 0.9994 0.9648 0.9952 46.73% 37.41% 45.32% 

BR-6-8-1 3.24+08 9.01+09 1.64+09 0.9997 0.9460 0.9985 35.19% 32.83% 34.83% 

BR-5-7-1 4.79+08 3.86+09 9.91+08 0.9996 0.9952 0.9991 33.15% 27.41% 32.28% 

 

The best performing network on all the data was a network with 5 input variables and 7 hidden neurons. To 

substantiate the performance of this model, the regression plot is shown in Figure 4-5 below. In addition, the relative 

importance of the input variables is shown in Figure 4-6 below. When the regression plot is analysed, it can be seen 

that the testing results are very promising. The predictions are concentrating around the optimum 45-degree 

regression line, however, not perfectly. Furthermore, the testing R and the training R are very close to each other 

which implies a model that is capable of good generalization.  In the relative importance bar chart, it is shown that 

the project duration is the most important input variable, followed by respectively the number of team members, 

collaborating disciplines, intensity and scale of work. 
 

  

Figure 4-5. Regression plot BR-5-7-1 

 

 
Figure 4-6. Relative importance bar chart BR-5-7-1 
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However, when the relative error of the estimates are analysed (Figure 4-7) the performance of the model is not 

optimal. In the figure below, the distribution of the relative error for the entire dataset and the test set is represented. 

Although the mean absolute percentage error of the total set is 32.28%, a widespread in the relative error for the 

data points occurred. Around 57% of the overall predictions have a relative error of more than 10%. In addition, 

24% of the overall predictions have a relative error larger than 35%. For the test set, 65% of the predictions have a 

relative error of more than 10%. Furthermore, 35% of the test predictions have a relative error larger than 35%. 

Therefore, the results of the model are inherent with large variances in the relative error of the predictions. 

 

 

Figure 4-7. Error histogram, with bin sizes of 5%, for BR-5-7-1 with 132 data points 
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Multiple Linear Regression Analysis 

Subsequently, the neural network is trained using the most important input variables that are determined by a MLR 

analysis. This will allow showing what method for determination of the most important variables gives the best 

results. First of all, the model fit was examined with the help of Table 4-6 below. The coefficient of determination 

(R2) tells how much of the variance in proposal value can be explained by the independent variables in the model. 

In this case, 84,3% of the variance can be explained by the model. However, this value only applies to the sample. 

To know what it would be for the population the adjusted R2 is used. In the population, 78,5% of the variances can 

be explained. This means that there are other variables that were not included in the model that explains the 

variance. In other words, the model is not fully complete. 

 
Table 4-6. Model summary of the multiple regression model 

Model R R Square Adjusted R Square Std. Error of the Estimate 

1 ,918a ,843 ,785 120497,6194953 

a. Predictors: (Constant), Intensity, ClientsAttitude, TypeOfContract, PreContractDesign, ProjectManagerExperience, ScopeOfWork, TypeOfWork, 

ProjectDuration, Disciplines, MainMarket, ProjectTeamMembers, TypeOfClient, ProjectPhases, LevelOfExperienceClient, ScaleOfWork, 

ScopeDefinition 

 

Subsequently, to find out which independent variables add significantly to the model the p-value is evaluated. 

Whenever the p-value is lower than the significance level of 5% it can be stated that the concerning variable 

significantly predicts the proposal value. In this case, the multiple regression analysis showed that there is statistical 

evidence that project duration, project team members, disciplines, type of contract and intensity have a significant 

influence on the proposal value. The significance factor should be lower than 0,05 for it to be significant, the 

variables that match this criterion are marked grey in Table 4-7 below. 

 
Table 4-7. Coefficients and significance of the independent variables. 

 

Unstandardized 

Coefficients 

Standardized 

Coefficients   Correlations 

Variables B Std. Error Beta t Sig. Zero-order Partial Part 

(Constant) -460357.039 170149.968  -2.706 0.010    

ScaleOfWork 21.377 74.064 0.025 0.289 0.774 0.411 0.044 0.017 

ProjectPhases 16097.335 16247.190 0.082 0.991 0.327 -0.048 0.149 0.060 

ProjectDuration 6544.496 969.518 0.487 6.750 0.000 0.449 0.717 0.407 

ScopeOfWork -29467.419 23832.871 -0.093 -1.236 0.223 0.122 -0.185 -0.075 

TypeOfWork -143.464 14450.257 -0.001 -0.010 0.992 -0.087 -0.002 -0.001 

LevelOfExperience

Client 29290.078 20210.121 0.123 1.449 0.155 0.005 0.216 0.087 

ScopeDefinition 4679.353 26325.018 0.022 0.178 0.860 -0.123 0.027 0.011 

ProjectTeamMembe

rs 3344.488 1577.644 0.166 2.120 0.040 0.120 0.308 0.128 

Disciplines 30713.465 6156.744 0.386 4.989 0.000 0.583 0.605 0.301 

TypeOfClient 5646.161 23142.959 0.021 0.244 0.808 -0.013 0.037 0.015 

MainMarket 24143.478 13144.188 0.147 1.837 0.073 0.223 0.270 0.111 

ClientsAttitude -3992.946 14615.954 -0.019 -0.273 0.786 -0.146 -0.042 -0.016 

ProjectManagerExp

erience 35152.389 19556.779 0.140 1.797 0.079 0.469 0.264 0.108 

PreContractDesign -54862.017 28506.616 -0.250 -1.925 0.061 -0.159 -0.282 -0.116 

TypeOfContract -49250.798 24246.116 -0.165 -2.031 0.048 -0.226 -0.296 -0.123 

Intensity 115153.627 18768.581 0.456 6.135 0.000 0.457 0.683 0.370 

a. Dependent Variable: ProposalValue 
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In addition, the relative importance of the independent variables is determined by the drop in R2 when the variable 

is removed from the sample. The R2 value determines how much of the variance is explained by the model. 

Therefore, when an independent variable is removed from the sample, the drop in R2 determines how much of the 

variance is explained by the variable. The assumption here is, the more the drop in R2, the more important the 

independent variable is. The drop in R2 when removed from the sample can be calculated by squaring the part 

correlation of an independent variable. In Table 4-8 below the relative importance according to the drop in R2 

calculated by the MLR model is shown. It becomes clear that the 5 variables that were statistically significant also 

occupy the top 5 in the relative importance by a drop in R2.  

 

In addition, there was one case of possible multicollinearity in the data. Hair, Black, Babin, & Anderson, (2014) 

suggest that researcher always should asses the degree and impact off multicollinearity when Variance Inflation 

Factor (VIF) values of 3 to 5 are present. Two variables match this criterion namely ScopeDefinition with a VIF of 

4,149 and PreContractDesign with a VIF score of 4,630. The Pearson correlation of these two independent variables 

is 0.807, and therefore suggest a high amount of “shared” variance. Therefore these are not used simultaneously 

in the ANN model.  

 
Table 4-8. Relative importance independent variables MLR 

Variables Part Correlation Squared Part Correlation Relative Importance 

ProjectDuration 0.407 0.1656 1 

Intensity 0.37 0.1369 2 

Disciplines 0.301 0.0906 3 

ProjectTeamMembers 0.128 0.0164 4 

TypeOfContract -0.123 0.0151 5 

PreContractDesign -0.116 0.0135 6 

MainMarket 0.111 0.0123 7 

ProjectManagerExperience 0.108 0.0117 8 

LevelOfExperienceClient 0.087 0.0076 9 

ScopeOfWork -0.075 0.0056 10 

ProjectPhases 0.06 0.0036 11 

ScaleOfWork 0.017 0.0003 12 

ClientsAttitude -0.016 0.0003 13 

TypeOfClient 0.015 0.0002 14 

ScopeDefinition 0.011 0.0001 15 

TypeOfWork -0.001 0.0000 16 

 

In Table 4-9 below the best results of the training based on the relative importance of the MLR are viewed. All the 

results for the training process based on the MLR can be viewed in Appendix C. In this training process, the most 

important independent input variables that are shown in Table 4-8 are used. The best network test performance of 

42,47% MAPE was achieved with 7 hidden neurons. This was the case when the 5 most important independent 

variables distinguished by the MLR analyses were used. Therefore, the most important variables that are 

determined by the MLR analysis do not perform better while used in training a neural network, compared to the 

connection weight algorithm method. Multiple linear regression determines linear relationships between 

independent variables and a dependent variable. Some of the variables could have a non-linear relationship with 

the dependent variable. Non-linear relationships can be determined by ANNs, however, not by means of a MLR 

analysis. Therefore, this could mean that the most important variables that were determined by the connection 

weight algorithm perform better due to the identification of non-linear relationships.  

 
Table 4-9. Best results ANN based on MLR  

Network 

Architecture 

MSE 

Train 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Test 

MAPE 

All 

BR-7-6-1 3.16+08 4.20+10 8.53+09 0.9998 0.8419 0.9921 46.68 52.70 47.87 

BR-6-6-1 4.07+08 3.14+10 6.51+09 0.9996 0.9784 0.9939 38.83 42.56 39.56 

BR-5-7-1  1.27+08 1.06+11 2.09+10 0.9999 0.9065 0.9806 23.56 42.47 27.28 
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Expert opinion 

Subsequently, the neural network is trained using the most important input variables that are determined by expert 

opinion. In the results of the interviews, it became clear what the most important input variables were. In Table 4-10 

below the 7 most important variables determined by the experts are shown. These variables were used in the neural 

network. 

 
Table 4-10. Top 7 ranking variables by experts 

Variables Ranking 

Scale of work 1 

Project phases 2 

Project duration  3 

Scope of work  4 

Type of work 5 

Quality of information 6 

Number of project team members 7 

 

In Table 4-11 below the best results of the training based on the relative importance by expert opinion are viewed. 

All the results for the training process based on the expert opinion can be viewed in Appendix C. The best network 

test performance of 93,25% MAPE was achieved with 5 hidden neurons. This was the case when the 5 most 

important independent variables distinguished by the MLR analyses were used. Therefore, the most important 

variables that are determined by the expert opinion do not perform better while used in training a neural network, 

compared to the connection weight algorithm method and MLR analysis 
 

Table 4-11. Best results ANN based on Expert Opinion  

Network 

Architecture 

MSE 

Train 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Test 

MAPE 

All 

BR-7-2-1 5.05+10 5.39+10 5.12+10 0.9583 0.9449 0.9519 167.69 121.04 158.50 

BR-6-7-1 2.06+10 9.90+10 3.60+10 0.9824 0.9405 0.9668 210.61 105.18 189.84 

BR-5-6-1  2.17+11 2.65+11 2.27+11 0.7530 0.8609 0.7664 274.98 93.25 239.19 
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4.2.3 Results third iterative process 

The third iterative process is established and performed to minimize the error resulting from interpolation. Neural 

networks generally can interpolate accurately through the range of the data preceded. However, this is only the 

case if enough data is present for certain data ranges. Whenever there is a relatively small number of data points 

in a specific project value range, interpolation could lead to bad results. In addition, when the neural network is used 

for project values that are outside the dataset, there are high chances of bad results. Neural networks are generally 

bad in extrapolation. Therefore, it is advised that the neural network is not used for data ranges outside the training 

set. To minimize the effect of bad interpolation, certain project value ranges can be excluded. For example, when 

there are relatively low numbers of data points is a specific area it could be beneficial to exclude these data points, 

to improve the performance of the model. 

 

In Table 4-12 below the best results of the third iterative process are viewed. All the results for the third iterative 

process can be viewed in Appendix C. The best network architecture per data selection is shown. For all the 3 data 

selection sets the performance improved with regard to the second iterative process. However, the best results 

occurred with the 2nd data selection dataset. The best network performance achieved with the proposed optimization 

strategy occurred while using the Bayesian Regularization training algorithm, 7 input variables, 4 hidden neurons 

and a selection of project with a value range between €50.000 and €1.000.000. With these settings, a test 

performance of 13,65 % MAPE was achieved. Very important is that the R-value for both the training and test set 

are very similar and only differ by 0.0013. Furthermore, the R values for both sets are very close to 1 and therefore 

indicate a perfect fit. In addition, the performance for the training MAPE, test MAPE and overall MAPE are very 

similar.  

 
Table 4-12. Best results third iterative process 

Network 

Architecture 

MSE 

Train 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Test 

MAPE 

All 

BR-5-7-1  

(1th selection) 

1.11+08 1.44+10 2.29+09 0.9989 0.9705 0.9819 24.0358% 23.6123% 23.9712% 

BR-7-4-1 

(2nd selection) 

5.49+08 8.77+08 6.15+08 0.9957 0.9944 0.9954 13.6477% 13.6481% 13.6478% 

BR-5-6-1 

(3rd selection) 

2.12+08 1.81+09 4.63+08 0.9915 0.9581 0.9832 16.2460% 21.8696% 17.1297% 
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4.3 Post-training phase 

In the post-training phase, the internal validation of the best performing neural network from the training phase is 

carried out. The internal validation will provide insights into how the model will perform outside the training sample. 

Therefore, a feeling is acquired for the generalization of the model. This will lead to the answer to the 5th research 

question. In addition, a MATLAB function is generated from the best performing neural network. This function 

incorporates the neural network and allows to use the neural network for other proposal estimates. The function is 

linked to a UI and subsequently exported as an application. With the use of this application, external model 

validation can be carried out based on datasets that are outside the development datasets. In addition, the neural 

network can be used for application on real-world projects. 

4.3.1 Best performing neural network 

The proposed optimization strategy lead to the determination of the best neural network based on best training 

algorithm, most important input variables, best-performing architecture and a selection of proposal value range. The 

best performing network based on these criteria is a network with 7 input variables and 4 hidden neurons in one 

hidden layer. The model was based on a data selection that included data points with a project value between 

€50.000 and €1.000.000. To substantiate the performance of this model, the regression plot is shown in Figure 4-8 

below. In addition, the relative importance of the input variables is shown in Figure 4-9. The regression plot shows 

that both the training as testing results are very promising. For the test results, the regression line is perfectly in line 

with the optimum 45-degree regression line. In the relative importance bar chart, it is shown that the intensity is the 

most important input variable, followed by respectively the number of team members, project duration, collaborating 

disciplines, type of contract, project phases and scale of work. 
 

 

Figure 4-8. Regression plot BR-7-4-1 

 

 
Figure 4-9 Relative importance bar chart BR-7-4-1 
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The individual test results per test datapoint are shown in Table 4-13 below. In this table, the target and the model 

output are shown per data point. In addition, the error of the estimate in euro and the percentage error is provided. 

 
Table 4-13. Test results best model 

Data point nr: 11 16 21 22 23 25 

Target €869.000 €54.337 €89.662 €192.195 €172.600 €140.263 

Model output €866.106 €88.059 €97.286 €252.241 €158.539 €132.202 

Error of estimate € €2.894 -€33.722 -€7.624 -€60.046 €14.061 €8.061 

Relative error of estimate % 0,33% 62,06% 8,50% 31,24% 8,15% 5,75% 

Data point nr: 26 37 38 42 44 45 

Target €139.214 €395.464 €350.000 €254.275 €210.000 €894.533 

Model output €143.971 €374.260 €348.874 €228.400 €160.297 €937.477 

Error of estimate € -€4.757 €21.204 €1.126 €25.875 €49.703 -€42.944 

Relative error of estimate % 3,42% 5,36% 0,32% 10,18% 23,67% 4,80% 

 

The error in euro of the individual estimates are shown in Figure 4-10 below. In this histogram, the blue bars 

represent the number of instances that a particular relative error occurs in the model predictions on all the data 

points. The red bars represent the number of instances that a relative error occurs in the model predictions on the 

test dataset. Here, it can be seen that there are some larger errors. However, this error could occur when estimating 

a large project. Therefore, to see the error in proportion to the size of the project, the relative error of the estimate 

should be taken into account. 

 

 

Figure 4-10. Euro error histogram, with bin sizes of €5000, for BR-7-4-1 with 60 data points 

 

The relative error of the individual estimates are shown in Figure 4-11 below. In the histogram, it can be seen that 

more of the predictions concentrated around the 0% error baseline. For this model, the mean absolute percentage 

error of the total set is 13,65%. In this case, 38% of the overall predictions have a relative error of more than 10%. 

For the test set, about 33% of the predictions have a relative error of more than 10%. Furthermore, 12% of the 

overall predictions have a relative error of more than 35%. For the test set, about 8% of the predictions have an 

error larger than 35%. This means that compared to the best model from the second iterative process, the variance 

in the relative error is lower. 37% of all the predictions, both on training as on test data, have a relative error of less 

than 5%. Eventually, the mean absolute percentage error (MAPE) for the test predictions is 13,65% with a maximum 

error of 62% and a minimum error of 0,32%. 
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Figure 4-11. Error histogram, with bin sizes of 5%, for BR-7-4-1 with 60 data points 

 

In Figure 4-12 below, a comparison between the project value of the targets and the model output in € can be seen. 

On the x-axis, the number of data points that are used for developing and testing the model are shown. On the y-

axis, the project value of a data point is shown in €. To clarify, the green dots represent the project value targets, 

connected by a dotted blue line. The red squares represent the project value the ANN model predicted based on 

the input variables. These red squares are connected by a red line. When a red square for a data point is not visible, 

it disappeared behind the green dot (target). This means that there is a very low error between the target and the 

value the ANN model predicted. In general, a close fit between the targets and the model output can be noticed. 

However, the model does not fit perfectly. To substantiate the relative percentage errors into €, the root mean 

squared error (RMSE) performance metric can be used. The RMSE of the testing results is €29.614,2 with an 

average project value of €180.918,2. This is an average testing error of 16,4% of the total project value. The 

difference between MAPE and this testing error emerges due to the fact that the RMSE takes errors that occur in 

projects with high project value more into account. 

 

 

Figure 4-12. Project value target vs project value model estimate 

 

Bootstrapping 

Although the mean absolute percentage error of the test prediction is relatively low, the problem with the final model, 

as with most final models, is that they suffer variance and uncertainty in their predictions. It is this final model, that 

will be used to make predictions on new data where the outcome is not known. A common source of variance in a 

final model is the noise in the training data and the use of randomness in the training phase. As explained in chapter 

2.9, the training of a neural network is involved with two stochastic elements, due to which every training run a 
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different performance will emerge. The first stochastic element regards the initialization of weights and biases, which 

is done randomly every training run. The second stochastic element is the random division of training, testing and 

validation set. Since there is no one best split of the data or obvious choice for the initial weights etc., many 

realizations are drawn in order to understand the impact of these choices (Lebaron & Weigend, 1995). To get a 

robust estimate of the skill of a stochastic model, this additional source of variance must be taken into account. A 

more robust approach is to repeat the experiment of evaluating a stochastic model multiple times. Bootstrapping is 

a method for estimating the distribution of an estimator or test statistic by resampling the data or a model estimated 

from the data (Nanculef & Salas, 2004). Bootstrap plans can be used for estimating the uncertainty associated with 

a value predicted by a feedforward neural network. 

 

The two types of variances can be measured in the final model. The variance introduced by the stochastic nature 

of the algorithm (random weight initialization) can be measured by repeating the evaluation of the algorithm on the 

same training dataset and calculating the standard deviation of the estimates. The variance introduced by the 

randomly selected training data can be measured by repeating the evaluation of the algorithm on different samples 

of training data and then calculate the mean and standard deviation of the estimates. Often, the combined variance 

is estimated by evaluating several models that are developed both with random initialization of the weight and 

random division of the datasets. In this research, the model with 7 input variables 4 hidden neurons was trained 

100 times with different initialized weights and random division of data. For all the 100 models, the performance 

was analysed. For every model, the MAPE test performance was calculated (see Appendix D). Subsequently, the 

mean MAPE and the standard deviation were calculated for all the models combined. The average MAPE is 61,73% 

with a standard deviation of 31,27%. Therefore, the more robust estimate of the MAPE of the model is larger 

compared to the final optimal model.   

 

For every network 12 test prediction are provided, so in total 1200 test prediction are provided. The percentage 

error of these test predictions are shown in Figure 4-13 below. When all the testing results of the 100 training runs 

are combined in one grand mean, a value of -23.25% average error can be identified. This means that the model 

on average tends to predict a smaller value than the actual target. In this case, the standard deviation is 111,43%. 

Therefore, while the final model has reasonable accuracy, the model is perceived as very unstable when the 

additional source of variance due to the stochastic nature of the model is taken into account. 

 

 
Figure 4-13. Error histogram, with bin sizes of 10%, for 100 x multistart with 60 data points 
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Lastly, the results provide the relative importance of the independent input variables that are distinguished by the 

optimization strategy. Here, the top seven independent variables are determined by the relative importance 

calculation based on the best performing neural network. The sequence of the other variables is determined by the 

order in which they were excluded in the second iterative process of the optimization strategy. 

 
Table 4-14. Relative importance independent variables optimization strategy 

Variables Relative Importance 

Intensity 1 

ProjectTeamMembers 2 

ProjectDuration 3 

Disciplines 4 

TypeOfContract 5 

ProjectPhases 6 

ScaleOfWork 7 

MainMarket 8 

PreContractDesign 9 

LevelOfExperienceClient 10 

ClientsAttitude 11 

TypeOfWork 12 

TypeOfClient 13 

ScopeOfWork 14 

ProjectManagerExperience 15 

ScopeDefinition 16 
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4.3.2 Develop and deploy MATLAB application 

In Figure 4-14 below the final result of the user interface of the application is shown. In this UI, there is a possibility 

to fill in the 7 variables that were distinguished in the best performing network for new projects. The underlying 

function assesses the input variables through the neural network that is incorporated in this underlying function and 

provided the output. The application calculates the output by performing the feedforward propagation principle in 

the neural network structure. In the figure of the final UI of the application, the test dataset that is shown Table 4-15 

is provided as input. This is one of the test datasets that is used to calculate the test performance of the best 

performing neural network. The target of the dataset that is shown in Table 4-15 is a proposal value of €869.000 

and the provided output of the application is €866.106.  

 

 
Figure 4-14. User interface application 

In Table 4-15 an example of a data point is used. This data point is used as a test data point in the development of 

the model. For this project, the expected Capex was larger than €100.000.000. The design that was carried out in 

the project was a basic design. The expected project duration was 35 weeks and was carried out with 30 team 

members and 17 disciplines. The type of contract that was used was a fixed price. Lastly, it was expected that the 

team members would spend 16 hours a week on the project on average. The neural network prediction within the 

testing phase was a value of €866.106. This value was also provided by the application when the correct input 

variables were filled in. Therefore, a conclusion can be drawn on the fact that the application functions correctly. 

 
Table 4-15. Example data point 

Variables Variable Scale 

ScaleOfWork 2000 = > €100.000.000 

ProjectPhase 3 = Basic design 

ProjectDuration 35 weeks 

ProjectTeamMembers 30 members 

Disciplines 17 disciplines 

TypeOfContract 1 = Fixed Price 

Intensity 2 = 16 hours / team member / week (on average) 

Proposal Value €869.000 
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5 DISCUSSION  

5.1 Discussing results 

Due to the fact that the ANN model is based on the proposal value or the predictions that were made using the 

detailed estimation method, the accuracy is limited to the accuracy of the proposal values. This means that no 

statements can be made on how well the new method performed with respect to the actual costs of a project. 

However, the performance of the ANN model can be compared with the currently used cost estimation method. The 

performance of the model was determined by using the internal validation method split sample. The ANN model 

has an average relative error of 13,65% with respect to the currently used estimation method. With an average 

accuracy of 86,4% based on 12 individual test cases, the model is fairly accurate with respect to the accuracy that 

is obtained with the currently used estimation method. In two test cases, the model predicted the costs of 

engineering services with an accuracy of 99,7%. In fact, 50% of the testing cases were predicted with an accuracy 

of 94% or higher. However, in one case the model predicted the costs with an accuracy of only 38%. Furthermore, 

in two other cases, the model obtained a low accuracy of 68,8% and 76% respectively. Eventually, the mean error 

for the test predictions is 13,65% with a maximum error of 62% and a minimum error of 0,32%. Therefore, while the 

average accuracy of the testing results is relatively high, the deviation of the individual predictions is still high.  

 

In addition, the training of a neural network is involved with stochastic elements, due to which every training run a 

different performance and different variance will emerge. To get a robust estimate of the skill of a stochastic model, 

this additional source of variance must be taken into account. Based on the prediction of 100 different networks, 

The average MAPE is 61,73% with a standard deviation of 31,27%. Therefore, the more robust estimate of the 

MAPE of the model is larger compared to the final optimal model. Therefore, while the final model has reasonable 

accuracy, the model is perceived as very unstable. This is identified by taking the additional source of variance due 

to the stochastic nature of the model into account. Therefore, implementing this method in practice should be 

considered carefully and is not advised at this moment.  

 

The accuracy that is obtained with the ANN model is considered as average when compared to other ANN cost 

estimation methods within the construction industry (see Table 5-1 below). In other ANN cost estimation methods, 

errors of 10,4%, 7%, 16,6%, 4%, 17%, and 6,2% were achieved. However, these results were achieved for 

estimated costs for contractors and not for engineering services. The study performed by Hyari et al. (2016) is the 

only study that could be identified that also estimated the cost of engineering services within the construction 

industry using ANNs. In their study, they revealed an error of 28,2%. Therefore, the results that are achieved in this 

study are showing a significantly better performing model. In the study performed by Hyari et al. (2016) the cost 

influencing factors were determined by interviewing experts and showing them the available data. Therefore, in 

their research, they use only 5 variables that were available and could be quantified.   
 

Table 5-1. Comparison with earlier work 

No. of data points Performance Sources: 

28 10,4% (MAPE) (Cheng et al., 2010) 

30 7% (MAPE) (Günaydin & Doǧan, 2004) 

224 28,2% (MAPE) (Hyari et al., 2016) 

288 16,6% (MAPE) (Emsley et al., 2002) 

71 4% (MAPE) (Mohammed Arafa and Mamoun Alqedra, 2011) 

52 17% (MAPE) (Mahamid, 2013) 

813 6,2% (MAPE) (Arage & Dharwadkar, 2017) 

 

The power of this study is that it assesses a broader spectrum of cost influencing variables and determines the 

most relevant input variables by calculating the relative importance of the input variables. By doing so, knowledge 

is created towards the best performing and least performing cost factors that influence the cost of engineering 

services. Furthermore, this study showed that by decreasing the number of variables and excluding the least 

important variables, the performance of the model increased. When there is a limited amount of data available on 

which the neural network is based, some of the input variables could be redundant. When only smaller datasets are 

available it could be that the complete problem is not incorporated in the data. This means that when infinite data 

was available, the variance in the dependent variable could be explained by more independent variables. Therefore, 

while some variables could explain the problem in an infinite dataset, they are redundant when used in certain 

subsets of data. This is supported by the fact that the 16 input variables that are labelled as cost influencing factors 
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by the literature review and expert opinion, were not all relevant in the ANN model. The 7 most important variables 

explained the complexity of the problem behind the applied dataset the best. However, when more data is collected 

and the same method to develop a model is applied again, it could be that incorporating more of the variables can 

lead to better performance. The more data, the more aspects of the complexity of the problem are incorporated and 

more of the variance can be explained by the independent variables.  

5.2 Limitations research 

First of all, as stated above 132 individual data points were collected and the best neural network was developed 

using 60 data points. This is considered as very low, as the total amount of projects that were registered in the 

databases was 1221. Therefore, it could mean that results from external use, outside the development database, 

could lack in accuracy. A larger dataset could not be established in the available time as only 4 of the 16 variables 

that needed to be collected were available in the databases. All the other variables needed to be collected through 

an online survey. In this survey, the responsible tender managers or project managers, depending on who made 

the tender are asked to provide the missing data. In some cases, the responsible tender manager was not working 

at Tebodin anymore. In that case, someone who was involved in the project that is still working at Tebodin was 

asked to provide the data. In some cases, the alternative person did not know enough of the project to provide the 

data. In addition, gathering data of projects that were finished before 2015 were harder to collect as qualitative 

project information is saved less frequently and the participant of the survey found it hard to provide the information 

based on only their memory. This was especially the case for smaller projects that had a project value of less than 

25.000 euro. The generalizability of the results is limited by the small dataset. Another implication of the dataset is 

the fact that in the survey, the question about the client attitude the positive and the negative answered was switched 

around compared to the other questions. Therefore, some of the participants could have filled in the opposite answer 

while going through the questions and possible bias in the database could exist. 

 

Furthermore, as mentioned in the discussion, the ANN model was based on the proposal price. Therefore, the 

model is associated and limited to the accuracy that is obtained by the currently used estimation method. This 

means that the error in estimation that is present in the currently used cost estimation method is also present in the 

ANN cost estimation method. An estimate is always trying to predict the actual cost of a project, whenever an 

estimate is close to the actual costs it has high accuracy. Therefore this is the ideal dependent output variable for 

the ANN. However, within Bilfinger Tebodin, the financial data of tenders is saved in a different database then the 

financial data of projects. Therefore, the actual costs of a project needed to be linked with the tender price. Lastly, 

214 projects with the actual costs could be properly linked. However, these projects were usually projects finished 

before the year 2015 and data for these projects was hard to collect. In addition, for the projects where the actual 

costs could be retrieved, few projects had had a project value that was larger than 100.000 euro, 13 to be exact. 

Therefore, it was not possible to establish a database based on actual costs.  

 

In addition, in this research, no effort was made towards the external validation of the model. External validation 

concerns the performance of the predictive model on a new sample, different from the development sample. This 

set is a fully independent external data set that is not available at the time of development of the prediction model 

(Steyerberg & Harrell, 2016). External validation can be a very good test of generalizability and applicability in 

practice. Reasons for assessing performance in other datasets include quantifying optimism from model overfitting 

or deficiencies in statistical modelling during model development (e.g. small sample size, inappropriate handling of 

missing data) (Collins et al., 2014). Also, there could be different interpretations of the definitions of the variables 

that are used in the model. This could mean that the testing results from the internal validation are optimistic.  

 

Furthermore, the model developed in this research is considered improvement with regard to the increase in the 

pace of preliminary cost estimation in engineering consultancy firms. However, this could not be proven within the 

research timeframe. In the interviews, some participant explained that they could provide the information for the 

variables that were determined for new projects within an hour after reading a RFQ. This would be a major 

improvement as the current estimation method sometimes takes days or even weeks. However, this could not be 

proven as no test or external validation was performed.  
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6 CONCLUSIONS 

6.1 Conclusion 

The goal of this research was to use the existing tacit knowledge in data about past projects to perform cost 

estimation on new projects by developing an accurate AI-based cost estimation method. This was done by providing 

an answer to the following research question: How can an accurate AI cost estimation method be developed, to 

help engineering consultancy firms utilize the existing tacit knowledge that is captured in data to improve speed 

when estimating costs of engineering services in the tender phase? In this research, a neural network was 

developed that can estimate the preliminary costs of engineering services based on 7 independent variables. The 

results showed that artificial neural networks (ANNs) can obtain a fairly accurate cost estimate, even with small 

datasets. The method led to a neural network consisting of a seven-neuron input layer, a four-neuron hidden layer 

that used sigmoid transfer functions and a linear single-neuron output layer. 

 

This study investigated the problems regarding currently used cost estimation methods. Found was that these 

methods do not have the capacity to fully utilize the existing tacit knowledge about past projects and their estimated 

costs. Therefore, estimation methods tend to be slow and inaccurate with high variance.  

 

Subsequently, investigated was how the problems regarding the currently used estimation problems could be 

solved using modern AI-based cost estimation methods. Findings in the literature review revealed that artificial 

neural networks (ANNs) have the potential to overcome the problem.  

 

Hereafter, the cost components that affect the costs of engineering services were identified by a literature review 

and interviews with experts. This lead to the findings of 16 different variables that could potentially influence the 

proposal price within a tender. Not all the data that was needed for the model development was available in the 

databases and a survey was carried out to gather the missing data. Eventually, the data of 132 projects were 

gathered and was valid for the use in the ANN.  

 

Subsequently, a method was established to develop an ANN and to improve its performance. By developing this 

method, assumptions were made based on the literature review. The results build on existing evidence of the 

principles behind creating a neural network that can generalize well proposed by Hagan et al. (2014). The first 

assumption was that different training algorithms resulted in different performances of the model. The method 

affirmed this assumption and this study showed that a network trained with the Bayesian Regularization provided 

the best performance. The second assumption was that excluding potential redundant input variables would 

increase the performance of the neural network. The proposed method in this study confirmed this assumption and 

provided evidence that supports this hypothesis. In fact, using 7 of the 16 input variables led to the highest prediction 

performance of the model. The determination of the most important and relevant input variables was done most 

successful with the use of the connection weight algorithm. The most relevant input variables that influence the 

proposal price that were discovered were: project duration, project team members, number of disciplines, intensity, 

project phase, type of contract and scale of work. The third assumption was that excluding different project value 

ranges from the sample, could potentially increase the performance of the model. The results of this study proved 

that a database with 60 data points with a selection of projects with a range between €50.000 and €1.000.000 

performed best (roughly 45% of the total dataset). Therefore, when the selection of data and input variables is 

carefully done, the performance of the neural network can increase.  

 

Eventually, the results showed that artificial neural networks (ANNs) can obtain a fairly accurate cost estimate 

quickly, even with small datasets (60 data points). The average accuracy that is obtained is 86,35% or an average 

relative error of 13,65% with respect to the results obtained from the current estimation method. Due to the fact that 

the ANN model is based on the proposal value or the predictions that were made using the detailed estimation 

method, the accuracy is limited to the accuracy of the proposal values. The work of Hyari et al. (2016) resembles 

the most with this research as it is the only research done towards developing an ANN for cost estimation of 

engineering services. The performance of the model that is described in this research is an improvement with regard 

to the work proposed by Hyari et al. (2016) as accuracy is higher and deviation of the prediction is lower. Whether 

the model is an improvement with regard to the pace of completion of tender could not be proven in this research, 

as no external validation was performed. However, In the interviews, some participant explained that they could 

provide the information for the variables that were determined for new projects within an hour after reading a RFQ. 

This would be a major improvement as the current estimation method sometimes takes days or even weeks. 
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Although the accuracy of the model is relatively high compared to other researches, results from using the model 

in practice could lack in accuracy. In two test cases, the model predicted the costs of engineering services with an 

accuracy of 99,7%. In fact, 50% of the testing cases were predicted with an accuracy of 94% or higher. However, 

in one case the model predicted the costs with accuracy as low as 38%. Furthermore, in two other cases, the model 

obtained low accuracies of 68,8% and 76% respectively. Eventually, the mean error for the test predictions is 

13,65% with a maximum error of 62% and a minimum error of 0,32%. Therefore, while the average accuracy of the 

testing results is relatively high, the deviation of the individual predictions is still high. In addition, the training of a 

neural network is involved with two stochastic elements, due to which every training run a different performance will 

emerge. To get a robust estimate of the skill of a stochastic model, this additional source of variance must be taken 

into account. model. With the use of the bootstrapping technique, the estimated average MAPE is 61,73% with a 

standard deviation of 31,27%. Therefore, the more robust estimate of the MAPE of the model is larger compared 

to the final optimal model. Therefore, while the final model has reasonable accuracy, the model is perceived as very 

unstable when the additional source of variance due to the stochastic nature of the model is taken into account. 

Therefore, implementing this method in practice should be considered carefully and is not advised at this moment.  

 

The power of this research lays in the answer to the research question. The research proposed a powerful method 

that provides guidelines for developing an artificial neural network for cost estimation of engineering services. It 

provided a solid framework to develop a neural network and improving it. In addition, the method showed how the 

neural network can be developed into an application to use in practical implementations. The development of the 

neural network included measures to remove the nuisance from the data and enabled getting only the wisdom from 

the data that is in it. This method is not only applicable for engineering consultancy firms but can also be used for 

broader applications of neural network. 

6.2 Recommendations and future research 

In order to implement an ANN model in an organisation, enough trust should exist towards its capabilities. Therefore, 

it is recommended to follow the circle of building trust in ANNs as illustrated in Figure 6-1. The developed model 

should first be tested by means of external validation. This could be done by using the model alongside the currently 

used detailed estimation method. While carrying out the detailed estimation method, the model can be used to 

predict the cost of the engineering services. In the end, when the costs are determined by the detailed estimation 

method, these costs can be compared. By doing so, a feeling towards the practical applicability of the model can 

be acquired. In addition, when the results of the ANN model are similar to the detailed estimation method, trust is 

built towards its abilities. This could also imply as a justification for the proposed price for management. 

Furthermore, the model can function as a cross check for the detailed estimation method. Whenever the prediction 

of the ANN model is significantly different from the prediction established by the detailed estimation method, there 

could be made a mistake. This will allow reviewing the process of the detailed estimation method. Therefore, it is 

recommended to carry out an external validation of the model.  

 

In addition, only 4 of the 16 identified variables that influence the cost of engineering services were available in the 

databases. Therefore, a lot of time in this research was spent towards collecting the data. The accuracy of the 

developed model is inherent to the amount and quality of the data to which it is exposed. This means that when 

more data is used to develop the model, the accuracy of the model also increases. Although the accuracy is 

relatively high compared to other researches, results from using the model in practice could lack in accuracy. In 

order to improve the accuracy so that it can be used reliably in practice, the model should be developed using more 

data. However, to avoid the long-lasting process of gathering data by means of a survey, the data of tenders could 

be saved in the databases. Whenever a proposal is finished and the proposal price is known, the data for the input 

variables could be saved in Shared Tools. By the passing of time, more and more data is collected and can be 

exported and used for the development of the neural network. In this way, an automatic data collection could be 

established. Therefore, further research could imply to investigate how the data could be saved in the databases. 

Also, it should be investigated how these steps could be incorporated in the tender process. 

 

This data can be added to the current database to establish a large sample. So as more data is collected, the neural 

network gets more accurate by the passing of time. The more data the neural network is developed on, the more 

variables can be used to explain the problem behind the data and the more accurate the predictions become. Also, 

by providing more examples, the network can fit the underlying function more accurate as it has more examples to 

learn from. Therefore, when the dataset is enlarged with a significant amount of data points, the neural network 

should be redeveloped. Subsequently, an internal validation of the model should be performed to see what the 

performance of the model is. Thereafter, the application should be rebuilt and an external validation should be 



Master Thesis 
Enhancing cost estimating efficiency  

 

 

60 

carried out again. If the external validation provides results that are sufficient enough and enough trust is built 

towards the abilities of the network, it could be implemented in practice. In addition, for implementing the model 

considering Software as a service (SaaS) can be effective. SaaS is a software distribution model in which a third-

party provider hosts applications and makes them available to customers over the Internet. This will allow users 

within the company to access the application anytime anywhere on any device. 

 

Furthermore, replacing the current detailed estimation method with the ANN model requires additional research. 

First of all, research needs to be done toward technology adoption. For example, the following question can be 

asked: what are challenges regarding the adoption of a black box technology within an organization? Neural 

networks are accurate predictors however, the justification behind the prediction is very hard to do. As the model is 

developed by means of a self-learning process, it is not known exactly how the relationships between the dependent 

and independent variables are established. Therefore, bringing out a proposal based only on the ANN still has a lot 

of challenges. This is an aspect that still needs some further research.   

  

Lastly, the ANN model was based on the proposal price. Therefore, the model is associated and limited to the 

accuracy that is obtained by the currently used estimation method. This means that the error in estimation that is 

present in the currently used cost estimation method is also present in the ANN cost estimation method. When the 

model is based on the actual costs, the accuracy of the estimate could be better than can be obtained with the 

detailed estimation method. In order to achieve this, the tender information should be automatically linked with the 

project information that is saved during a project. This could facilitate a subsequent calculation of the project within 

the model and provide more accurate predictions. 

 

 

Figure 6-1. Circle of building trust in ANNs 
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APPENDIX A 

A.1 Setup survey 
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APPENDIX B 

B.1 Input variables quantification 

Table B-1. Input variables as project characteristics metrics. 

No. Influencing factor Variable Definition quantitative scale 

X1 Scale of work Interval 1 = €50.000 - €100.000 

5 = €100.000 - €500.000 

10 = €500.000 - €1.000.000 

50 = €1.000.000 - €5.000.000 

100 = €5.000.000 - €10.000.000 

150 = €10.000.000 - €15.000.000 

250 = €15.000.000 - €25.000.000  

500 = €25.000.000 - €50.000.000 

1000 = €50.000.000 - €100.000.000 

2000 = > €100.000.000 

X2 Project phases Nominal 1 = Masterplan 

2 = Conceptual design 

3 = Basic design 

4 = Detailed design  

5 = Basic + detailed 

X3 Project duration  Ratio Positive real number 

X4 Scope of work  Ordinal 1 = Engineering (E) 

2 = Engineering, Procurement, Construction (EPC) 

3 = Engineering, Procurement, Cosntruction 

Management (EPCm) 

X5 Type of work Nominal 1 = 100% GF - 0% BF 

2 = 75% GF - 25% BF 

3 = 50% GF - 50% BF 

4 = 25% GF - 75% BF 

5 = 0% GF - 100% BF 

X6 Level of experience on clients side Ordinal 1 = very low level of experience 

2 = low level of experience 

3 = moderate level of experience 

4 = high level of experience 

5 = very high level of experience 

X7 Scope definition (quality of 

information) 

Ordinal 1 = very poor scope definition  

2 = poor scope definition 

3 = moderate scope definition  

4 = good scope definition 

5 = very good scope definition 

X8 Number of project team members Ratio Positive real number 

X9 Collaborating Disciplines Ratio Positive real number 

X10 Type of client and requirements Ordinal 1 = very low demands 

2 = low demands 

3 = standard demands 

4 = high demands 

5 = very high demands 

X11 Main market type Nominal 1 = Oil & Gas 

2 = Chemicals 

3 = Energy & Environment 

4 = Health and Nutrition 

5 = Infrastructure 

6 = Industrial 

7 = Property 
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8 = Public sector 

9 = Pharma 

X12 Client’s attitude towards design 

changes 

Ordinal 1 = very low to zero amount of design changes  

2 = low amount of design changes 

3 = moderate amount of design changes 

4 = high amount of design changes 

 5 = very high amount of design changes 

X13 Project manager experience Ordinal 1 = Project manager D (< 2000 engineering hours) 

2 = Project manager C (< 10.000 engineering hours) 

3 = Project manager B (< 25.000 engineering hours) 

4 = Project manager A (< 100.000 engineering hours) 

5 = Project director (>100.000 engineering hours) 

X14 Pre-contract design Ordinal 1 = to a small extent  

2 = to some extent   

3 = to a moderate extent   

4 = to a great extent  

5 = to a very great extent 

X15 Type of Contract Ordinal 1 = Fixed Price 

2 = Formula rate (no ceiling) 

2 = Function rate (no ceiling) 

2 = Personal rate (no ceiling) 

3 = Formula rate (ceiling) 

3 = Function rate (ceiling) 

3 = Personal rate (ceiling) 

X16 Intensity Ordinal 1 = 8 hours / team member / week (on average) 

2 = 16 hours / team member / week (on average) 

3 = 32 hours / team member / week (on average) 

4 = >32 hours / team member / week (on average) 
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APPENDIX C 

C.1 Results first iterative process 

Table C-2. Results training Levenberg-Marquardt backpropagation with 16 input variables 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

16-20-1 8.54+04 1.45+11 8.91+10 3.54+10 1.00 0.85 0.83 0.97 0.19 348.76 410.14 115.12 

16-19-1 1.28+10 1.76+11 8.17+11 1.59+11 0.99 0.91 0.62 0.88 371.19 946.45 148.70 424.64 

16-18-1 2.11+05 2.67+11 1.66+11 6.55+10 0.99 0.78 0.87 0.94 0.17 407.48 191.71 90.91 

16-17-1 2.06+05 4.51+11 1.24+11 8.70+10 1.00 0.29 0.61 0.92 0.16 319.87 82.57 61.09 

16-16-1 1.23+10 1.10+11 2.72+11 6.65+10 0.97 0.58 0.93 0.94 257.16 1144.26 59.00 361.55 

16-15-1 9.16+08 3.36+11 2.30+11 8.64+10 1.00 0.90 0.74 0.92 86.08 250.10 182.63 125.56 

16-14-1 2.06+10 1.22+10 1.03+11 3.19+10 0.99 0.94 0.84 0.98 126.16 194.61 124.38 136.26 

16-13-1 5.08+10 9.55+10 1.37+11 7.05+10 0.97 0.55 0.73 0.94 158.16 174.48 168.16 162.14 

16-12-1 4.48+10 1.03+11 1.29+12 2.42+11 0.94 0.87 0.57 0.76 513.01 959.11 145.44 524.91 

16-11-1 1.87+09 2.52+11 6.90+10 5.00+10 1.00 0.65 0.94 0.96 34.92 320.21 87.03 86.04 

16-10-1 1.11+09 3.74+10 1.19+12 1.87+11 1.00 0.90 0.77 0.82 58.32 641.88 139.99 159.12 

16-9-1 4.86+09 1.51+10 6.66+10 1.58+10 1.00 0.98 0.78 0.99 95.63 199.65 157.79 120.81 

16-8-1 1.46+09 5.61+10 9.04+09 1.09+10 1.00 0.88 0.97 0.99 63.15 525.00 73.77 134.74 

16-7-1 5.69+10 2.33+10 1.55+12 2.79+11 0.89 0.88 0.56 0.70 308.44 584.37 135.66 324.07 

16-6-1 3.84+08 1.07+11 1.34+11 3.68+10 0.99 0.86 0.92 0.97 57.05 152.04 100.18 77.98 

16-5-1 4.51+10 6.75+10 9.19+11 1.81+11 0.90 0.93 0.73 0.82 273.07 408.59 106.24 268.33 

16-4-1 3.11+09 3.97+11 6.80+09 6.34+10 1.00 0.92 0.73 0.95 90.84 242.39 78.74 111.96 

16-3-1 4.58+10 1.17+11 8.27+11 1.75+11 0.91 0.92 0.84 0.84 101.26 176.58 60.75 106.53 

16-2-1 7.98+10 1.50+11 8.58+11 2.08+11 0.96 0.67 0.95 0.84 126.21 121.23 103.95 122.08 

16-1-1 1.69+11 8.90+09 4.73+10 1.26+11 0.92 0.99 0.84 0.91 143.96 203.63 93.18 145.30 

 
Table C-3. Results training Bayesian regularization backpropagation with 16 input variables 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

16-8-1 2.18+04 NaN 4.09+10 6.20+09 1.00 NaN 0.92 0.99 0.09 NaN 149.18 22.68 

16-7-1 1.85+05 NaN 1.27+11 1.93+10 1.00 NaN 0.92 0.98 0.44 NaN 130.88 20.20 

16-6-1 2.97+07 NaN 3.78+09 5.98+08 1.00 NaN 0.99 1.00 17.02 NaN 99.93 29.58 

16-5-1 1.20+08 NaN 2.74+11 4.16+10 1.00 NaN 0.95 0.97 39.57 NaN 79.92 45.68 

16-4-1 9.96+07 NaN 1.58+11 2.41+10 1.00 NaN 0.96 0.98 37.25 NaN 50.36 39.24 

16-3-1 7.10+08 NaN 1.71+11 2.65+10 1.00 NaN 0.66 0.98 61.80 NaN 57.14 61.10 

16-2-1 4.71+09 NaN 1.44+11 2.59+10 1.00 NaN 0.94 0.98 111.36 NaN 54.16 102.69 

16-1-1 2.63+10 NaN 1.60+11 4.65+10 0.98 NaN 0.86 0.96 164.36 NaN 52.13 147.35 

 
Table C-4. Results training Resilient backpropagation with 16 input variables 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

16-10-1 5.13+09 1.54+11 7.84+11 1.46+11 1.00 0.24 0.68 0.89 226.28 845.41 282.85 328.66 

16-9-1 2.53+10 1.67+11 2.41+11 7.94+10 0.98 0.74 0.62 0.92 408.14 377.84 239.16 377.95 

16-8-1 9.51+09 4.11+11 4.36+11 1.35+11 0.99 0.62 0.77 0.89 263.70 1190.21 145.97 386.24 

16-7-1 3.45+09 4.09+11 1.52+11 8.73+10 1.00 0.94 0.60 0.92 104.81 298.05 136.26 138.85 

16-6-1 2.00+09 4.03+10 8.66+11 1.39+11 1.00 0.92 0.75 0.87 59.48 88.68 89.51 68.46 

16-5-1 2.76+10 2.79+11 7.72+11 1.78+11 0.95 0.72 0.76 0.83 213.58 443.08 109.02 232.51 

16-4-1 3.90+10 1.61+10 7.53+10 4.10+10 0.97 0.98 0.77 0.96 192.83 182.64 153.76 185.36 

16-3-1 2.29+10 5.60+10 1.64+11 4.93+10 0.98 0.70 0.87 0.95 165.31 210.02 56.41 155.58 

16-2-1 2.94+11 1.80+11 8.77+10 2.45+11 0.79 0.79 0.66 0.78 66.07 67.67 92.88 70.37 

16-1-1 2.23+11 4.87+11 7.01+10 2.40+11 0.83 0.70 0.64 0.79 106.86 167.68 46.53 106.93 
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C.2 Results second iterative process 

Table C-5. Results training BR with 15 input variables 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

15-8-1 4.12+06 NaN 2.01+11 3.04+10 1.00 NaN 0.80 0.97 2.39 NaN 121.93 20.50 

15-7-1 9.83+06 NaN 3.90+11 5.91+10 1.00 NaN 0.84 0.95 8.98 NaN 110.83 24.41 

15-6-1 1.33+07 NaN 1.36+11 2.07+10 1.00 NaN 0.87 0.98 12.45 NaN 73.95 21.77 

15-5-1 7.52+07 NaN 1.53+12 2.32+11 1.00 NaN 0.50 0.76 25.23 NaN 68.41 31.78 

15-4-1 5.43+08 NaN 3.27+09 9.57+08 1.00 NaN 0.83 1.00 61.25 NaN 67.40 62.18 

15-3-1 6.88+08 NaN 1.00+11 1.58+10 1.00 NaN 0.94 0.99 56.00 NaN 46.66 54.58 

15-2-1 5.60+09 NaN 1.04+11 2.05+10 1.00 NaN 0.77 0.98 117.56 NaN 76.62 111.35 

15-1-1 3.70+10 NaN 4.51+11 9.97+10 0.94 NaN 0.96 0.92 181.29 NaN 59.36 162.81 

 
Table C-6. Results training BR with 14 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

14-8-1 1.91+06 NaN 1.45+11 2.20+10 1.00 NaN 0.97 0.98 2.81 NaN 165.19 27.41 

14-7-1 2.20+07 NaN 1.54+11 2.34+10 1.00 NaN 0.88 0.98 16.25 NaN 139.16 34.88 

14-6-1 5.17+07 NaN 7.95+10 1.21+10 1.00 NaN 0.75 0.99 23.20 NaN 117.73 37.52 

14-5-1 2.51+08 NaN 2.61+11 3.98+10 1.00 NaN 0.78 0.96 40.50 NaN 74.00 45.58 

14-4-1 5.36+08 NaN 9.51+10 1.49+10 1.00 NaN 0.93 0.99 62.79 NaN 43.67 59.89 

14-3-1 7.94+08 NaN 4.74+10 7.86+09 1.00 NaN 0.90 0.99 65.07 NaN 51.79 63.06 

14-2-1 6.24+09 NaN 2.79+11 4.76+10 0.99 NaN 0.75 0.96 110.54 NaN 59.82 102.86 

14-1-1 2.66+10 NaN 8.59+11 1.53+11 0.97 NaN 0.62 0.87 131.98 NaN 56.21 120.50 

 
Table C-7. Results training BR with 13 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

13-8-1 1.43+05 NaN 3.19+11 4.83+10 1.00 NaN 0.65 0.96 0.80 NaN 137.91 21.57 

13-7-1 4.52+07 NaN 7.67+11 1.16+11 1.00 NaN 0.83 0.89 22.92 NaN 85.93 32.47 

13-6-1 4.81+07 NaN 6.37+10 9.69+09 1.00 NaN 0.94 0.99 20.35 NaN 59.63 26.30 

13-5-1 1.60+08 NaN 3.37+11 5.11+10 1.00 NaN 0.90 0.95 27.93 NaN 56.44 32.25 

13-4-1 3.21+08 NaN 3.05+11 4.65+10 1.00 NaN 0.92 0.96 38.82 NaN 41.79 39.27 

13-3-1 1.15+09 NaN 1.03+12 1.57+11 1.00 NaN 0.71 0.85 72.93 NaN 45.47 68.77 

13-2-1 6.98+09 NaN 1.18+11 2.37+10 0.99 NaN 0.74 0.98 131.38 NaN 72.87 122.51 

13-1-1 2.33+10 NaN 5.02+11 9.59+10 0.97 NaN 0.69 0.91 165.02 NaN 59.67 149.05 

 
Table C-8. Results training BR with 12 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

12-8-1 2.87+07 NaN 1.79+11 2.72+10 1.00 NaN 0.98 0.98 18.58 NaN 70.62 26.47 

12-7-1 3.28+07 NaN 3.98+10 6.06+09 1.00 NaN 0.91 0.99 14.35 NaN 77.48 23.91 

12-6-1 9.64+07 NaN 3.48+11 5.28+10 1.00 NaN 0.94 0.96 37.15 NaN 58.19 40.33 

12-5-1 1.59+08 NaN 1.57+11 2.39+10 1.00 NaN 0.88 0.98 44.86 NaN 35.72 43.47 

12-4-1 7.21+08 NaN 6.42+10 1.03+10 1.00 NaN 0.92 0.99 71.41 NaN 45.34 67.46 

12-3-1 9.71+08 NaN 2.76+10 5.00+09 1.00 NaN 0.95 1.00 83.21 NaN 47.01 77.73 

12-2-1 1.08+10 NaN 6.36+10 1.88+10 0.99 NaN 0.92 0.98 113.49 NaN 60.53 105.47 

12-1-1 3.52+10 NaN 2.59+11 6.91+10 0.97 NaN 0.79 0.94 168.73 NaN 38.98 149.07 
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Table C-9. Results training BR with 11 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

11-8-1 5.03+07 NaN 2.05+11 3.11+10 1.00 NaN 0.75 0.97 20.27 NaN 96.52 31.82 

11-7-1 8.24+07 NaN 1.32+11 2.01+10 1.00 NaN 0.92 0.98 28.73 NaN 62.28 33.81 

11-6-1 2.32+08 NaN 1.47+11 2.25+10 1.00 NaN 0.96 0.98 57.42 NaN 48.32 56.04 

11-5-1 2.76+08 NaN 3.28+10 5.21+09 1.00 NaN 0.98 1.00 42.85 NaN 62.82 45.88 

11-4-1 7.52+08 NaN 1.20+10 2.46+09 1.00 NaN 0.99 1.00 66.79 NaN 48.71 64.05 

11-3-1 1.45+09 NaN 2.01+10 4.28+09 1.00 NaN 1.00 1.00 94.63 NaN 24.37 83.98 

11-2-1 4.19+09 NaN 6.05+11 9.53+10 0.99 NaN 0.93 0.93 98.33 NaN 52.96 91.46 

11-1-1 5.27+10 NaN 3.41+11 9.64+10 0.92 NaN 0.96 0.92 167.26 NaN 97.04 156.62 

 
Table C-10. Results training BR with 10 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

10-8-1 5.92+07 NaN 1.44+10 2.24+09 1.00 NaN 0.98 1.00 20.81 NaN 72.32 28.62 

10-7-1 1.06+08 NaN 4.66+11 7.07+10 1.00 NaN 0.73 0.93 29.01 NaN 58.41 33.47 

10-6-1 4.67+07 NaN 5.01+10 7.62+09 1.00 NaN 0.86 0.99 26.69 NaN 46.24 29.65 

10-5-1 2.55+08 NaN 5.96+11 9.06+10 1.00 NaN 0.86 0.94 43.41 NaN 49.48 44.33 

10-4-1 2.32+09 NaN 2.59+11 4.13+10 1.00 NaN 0.97 0.97 107.33 NaN 46.74 98.15 

10-3-1 1.94+09 NaN 9.45+10 1.60+10 1.00 NaN 0.81 0.99 85.09 NaN 48.97 79.62 

10-2-1 1.13+10 NaN 3.24+11 5.87+10 0.99 NaN 0.80 0.95 109.59 NaN 50.37 100.61 

10-1-1 5.21+10 NaN 4.03+11 1.05+11 0.92 NaN 0.98 0.91 164.15 NaN 71.07 150.05 

 
Table C-11. Results training BR with 9 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

9-8-1 9.07+07 NaN 3.74+10 5.74+09 1.00 NaN 0.96 0.99 32.39 NaN 44.65 34.25 

9-7-1 6.43+07 NaN 1.01+11 1.54+10 1.00 NaN 0.79 0.99 27.09 NaN 44.55 29.73 

9-6-1 1.40+08 NaN 1.46+11 2.23+10 1.00 NaN 0.84 0.98 29.63 NaN 47.60 32.35 

9-5-1 5.21+08 NaN 1.36+11 2.11+10 1.00 NaN 0.96 0.98 48.27 NaN 51.32 48.73 

9-4-1 1.53+09 NaN 1.31+11 2.12+10 1.00 NaN 0.97 0.98 73.34 NaN 44.12 68.91 

9-3-1 3.22+09 NaN 1.05+11 1.86+10 1.00 NaN 0.90 0.98 94.77 NaN 43.23 86.96 

9-2-1 1.29+10 NaN 1.59+11 3.50+10 0.98 NaN 0.95 0.97 160.32 NaN 44.28 142.74 

9-1-1 4.48+10 NaN 3.46+11 9.05+10 0.93 NaN 0.91 0.91 187.64 NaN 58.70 168.10 

 
Table C-12. Results training BR with 8 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

8-8-1 2.52+07 NaN 1.36+11 2.07+10 1.00 NaN 0.98 0.98 17.23 NaN 50.66 22.30 

8-7-1 2.92+08 NaN 1.49+10 2.51+09 1.00 NaN 0.97 1.00 49.08 NaN 68.49 52.02 

8-6-1 1.42+08 NaN 5.61+10 8.63+09 1.00 NaN 0.94 0.99 29.95 NaN 51.27 33.18 

8-5-1 6.36+08 NaN 1.16+10 2.30+09 1.00 NaN 0.96 1.00 55.07 NaN 42.26 53.13 

8-4-1 1.20+09 NaN 1.52+11 2.40+10 1.00 NaN 0.85 0.98 57.07 NaN 49.15 55.87 

8-3-1 1.11+09 NaN 7.51+11 1.15+11 1.00 NaN 0.97 0.90 67.69 NaN 49.40 64.92 

8-2-1 2.48+09 NaN 2.35+10 5.67+09 1.00 NaN 0.98 0.99 97.76 NaN 34.02 88.10 

8-1-1 1.44+10 NaN 5.10+10 2.00+10 0.99 NaN 0.83 0.98 138.59 NaN 31.46 122.36 
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Table C-13. Results training BR with 7 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-8-1 1.13+08 NaN 1.84+11 2.80+10 1.00 NaN 0.97 0.98 32.14 NaN 55.44 35.67 

7-7-1 1.40+08 NaN 9.18+10 1.40+10 1.00 NaN 0.85 0.99 32.29 NaN 52.16 35.30 

7-6-1 1.10+08 NaN 1.52+10 2.40+09 1.00 NaN 0.99 1.00 25.18 NaN 48.82 28.76 

7-5-1 7.08+08 NaN 3.06+10 5.24+09 1.00 NaN 0.96 1.00 46.73 NaN 37.41 45.32 

7-4-1 8.90+08 NaN 8.16+10 1.31+10 1.00 NaN 0.99 0.99 72.77 NaN 50.39 69.38 

7-3-1 2.45+09 NaN 6.27+10 1.16+10 1.00 NaN 0.80 0.99 72.37 NaN 45.75 68.34 

7-2-1 4.92+09 NaN 6.91+10 1.46+10 1.00 NaN 0.85 0.99 87.09 NaN 38.55 79.73 

7-1-1 1.49+10 NaN 9.96+11 1.64+11 0.98 NaN 0.98 0.94 117.24 NaN 44.00 106.15 

 
Table C-14. Results training BR with 6 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-8-1 7.55+07 NaN 2.09+10 3.23+09 1.00 NaN 0.91 1.00 18.55 NaN 46.53 22.79 

6-7-1 3.24+08 NaN 9.01+09 1.64+09 1.00 NaN 0.95 1.00 35.19 NaN 32.83 34.83 

6-6-1 9.19+08 NaN 8.35+10 1.34+10 1.00 NaN 0.92 0.99 42.86 NaN 37.00 41.97 

6-5-1 6.06+08 NaN 2.65+11 4.07+10 1.00 NaN 0.86 0.96 44.06 NaN 40.42 43.51 

6-4-1 8.37+08 NaN 1.09+11 1.72+10 1.00 NaN 0.95 0.99 47.59 NaN 39.18 46.31 

6-3-1 2.70+09 NaN 3.51+11 5.54+10 0.99 NaN 0.93 0.95 68.97 NaN 27.32 62.66 

6-2-1 6.46+09 NaN 2.25+11 3.96+10 0.99 NaN 0.92 0.97 106.80 NaN 46.74 97.70 

6-1-1 4.71+10 NaN 1.71+11 6.58+10 0.96 NaN 0.83 0.94 89.39 NaN 34.32 81.05 

 
Table C-15. Results training BR with 5 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-8-1 1.64+08 NaN 4.03+11 6.11+10 1.00 NaN 0.77 0.94 34.36 NaN 47.42 36.34 

5-7-1 2.77+08 NaN 4.65+11 7.06+10 1.00 NaN 0.88 0.95 40.87 NaN 48.20 41.98 

5-6-1 4.79+08 NaN 3.86+09 9.91+08 1.00 NaN 1.00 1.00 33.15 NaN 27.41 32.28 

5-5-1 1.52+09 NaN 8.45+09 2.57+09 1.00 NaN 0.98 1.00 66.21 NaN 30.67 60.82 

5-4-1 1.69+09 NaN 2.57+11 4.03+10 1.00 NaN 0.87 0.97 65.02 NaN 42.71 61.64 

5-3-1 2.66+09 NaN 2.07+10 5.40+09 1.00 NaN 0.96 1.00 83.33 NaN 41.36 76.97 

5-2-1 7.52+09 NaN 1.69+11 3.20+10 0.99 NaN 0.93 0.97 54.72 NaN 44.23 53.13 

5-1-1 4.52+10 NaN 1.90+11 6.71+10 0.96 NaN 0.71 0.94 95.92 NaN 53.40 89.48 

 
Table C-16. Results training BR with 4 input variables  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

4-8-1 1.13+11 NaN 7.67+11 2.12+11 0.81 NaN 0.78 0.79 186.61 NaN 95.21 172.76 

4-7-1 3.38+09 NaN 6.44+10 1.26+10 1.00 NaN 0.78 0.99 86.01 NaN 76.70 84.60 

4-6-1 9.23+10 NaN 8.67+11 2.10+11 0.83 NaN 0.92 0.80 110.97 NaN 57.93 102.93 

4-5-1 7.69+09 NaN 1.24+11 2.53+10 0.99 NaN 0.94 0.98 112.37 NaN 71.82 106.23 

4-4-1 1.58+10 NaN 9.29+10 2.74+10 0.99 NaN 0.95 0.98 120.14 NaN 62.43 111.40 

4-3-1 2.64+10 NaN 1.89+11 5.11+10 0.97 NaN 0.94 0.95 131.87 NaN 67.96 122.19 

4-2-1 3.42+10 NaN 3.08+11 7.57+10 0.97 NaN 0.85 0.93 106.68 NaN 67.28 100.71 

4-1-1 5.89+10 NaN 6.35+11 1.46+11 0.94 NaN 0.73 0.86 112.67 NaN 48.49 102.94 
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Table C-17. Results training BR with 7 input variables (MLR) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-8-1 9.69+07 NaN 1.29+10 2.62+09 0.9999 NaN 0.9830 0.9976 25.38 NaN 59.73 32.15 

7-7-1 2.32+08 NaN 9.79+10 1.95+10 0.9998 NaN 0.7614 0.9821 40.49 NaN 54.45 43.24 

7-6-1 3.16+08 NaN 4.20+10 8.53+09 0.9998 NaN 0.8419 0.9921 46.68 NaN 52.70 47.87 

7-5-1 4.91+08 NaN 5.88+11 1.16+11 0.9995 NaN 0.6830 0.9014 42.78 NaN 41.19 42.47 

7-4-1 2.82+09 NaN 2.79+10 7.76+09 0.9978 NaN 0.8703 0.9928 116.80 NaN 47.24 103.10 

7-3-1 3.88+09 NaN 7.22+10 1.73+10 0.9969 NaN 0.8024 0.9840 83.73 NaN 42.07 75.53 

7-2-1 1.57+10 NaN 9.59+11 2.01+11 0.9720 NaN 0.6191 0.7936 110.28 NaN 71.17 102.57 

7-1-1 6.28+10 NaN 9.93+10 7.00+10 0.9451 NaN 0.8492 0.9330 166.66 NaN 60.53 145.75 

 
Table C-18. Results training BR with 6 input variables (MLR) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-8-1 1.10+08 NaN 2.09+10 4.20+09 0.9999 NaN 0.9698 0.9961 30.95 NaN 38.57 32.45 

6-7-1 1.59+08 NaN 1.12+11 2.22+10 0.9999 NaN 0.9024 0.9808 22.60 NaN 41.99 26.42 

6-6-1 4.07+08 NaN 3.14+10 6.51+09 0.9996 NaN 0.9784 0.9939 38.83 NaN 42.56 39.56 

6-5-1 2.31+09 NaN 4.72+10 1.11+10 0.9980 NaN 0.9712 0.9905 71.34 NaN 52.55 67.64 

6-4-1 1.70+09 NaN 9.98+10 2.10+10 0.9986 NaN 0.9419 0.9828 49.46 NaN 58.50 51.24 

6-3-1 6.43+09 NaN 1.08+12 2.19+11 0.9911 NaN 0.4325 0.7728 99.58 NaN 46.21 89.07 

6-2-1 1.39+10 NaN 1.85+11 4.75+10 0.9750 NaN 0.9373 0.9549 127.62 NaN 44.31 111.21 

6-1-1 3.55+10 NaN 6.96+11 1.66+11 0.9383 NaN 0.7517 0.8371 97.45 NaN 59.30 89.94 

 
Table C-19. Results training BR with 5 input variables (MLR) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-8-1 2.69+08 NaN 2.57+10 5.28+09 0.9998 NaN 0.8089 0.9952 34.30 NaN 38.56 35.14 

5-7-1 1.27+08 NaN 1.06+11 2.09+10 0.9999 NaN 0.9065 0.9806 23.56 NaN 42.47 27.28 

5-6-1 5.69+08 NaN 9.31+10 1.88+10 0.9995 NaN 0.9241 0.9841 57.35 NaN 39.90 53.91 

5-5-1 3.10+09 NaN 5.63+10 1.36+10 0.9950 NaN 0.9841 0.9885 66.16 NaN 37.00 60.42 

5-4-1 2.74+09 NaN 5.68+10 1.34+10 0.9975 NaN 0.9469 0.9876 74.37 NaN 44.80 68.54 

5-3-1 1.51+10 NaN 3.73+10 1.94+10 0.9872 NaN 0.9799 0.9826 81.56 NaN 50.89 75.52 

5-2-1 3.73+10 NaN 2.37+10 3.46+10 0.9677 NaN 0.9815 0.9676 96.38 NaN 39.69 85.21 

5-1-1 4.55+10 NaN 3.41+11 1.04+11 0.9238 NaN 0.9644 0.9134 180.66 NaN 40.04 152.96 

 
Table C-20. Results training BR with 7 input variables (Expert Opinion) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-8-1 7.14+09 NaN 5.94+11 1.23+11 0.9888 NaN 0.7691 0.8800 138.35 NaN 108.34 132.44 

7-7-1 7.44+10 NaN 1.26+12 3.08+11 0.8440 NaN 0.6564 0.6701 245.33 NaN 100.64 216.83 

7-6-1 7.37+09 NaN 2.74+11 5.99+10 0.9933 NaN 0.7892 0.9473 164.45 NaN 161.38 163.84 

7-5-1 9.99+10 NaN 1.01+12 2.79+11 0.7407 NaN 0.8243 0.7370 263.20 NaN 149.72 240.85 

7-4-1 2.23+10 NaN 2.17+11 6.06+10 0.9814 NaN 0.7698 0.9456 167.52 NaN 142.04 162.50 

7-3-1 3.95+10 NaN 7.78+10 4.71+10 0.9656 NaN 0.8876 0.9554 212.98 NaN 118.43 194.36 

7-2-1 5.05+10 NaN 5.39+10 5.12+10 0.9583 NaN 0.9449 0.9519 167.69 NaN 121.04 158.50 

7-1-1 1.34+11 NaN 7.36+11 2.53+11 0.7396 NaN 0.7708 0.7440 305.55 NaN 146.00 274.13 
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Table C-21. Results training BR with 6 input variables (Expert Opinion) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-8-1 9.75+10 NaN 9.78+11 2.71+11 0.6931 NaN 0.7899 0.7511 303.81 NaN 106.12 264.87 

6-7-1 2.06+10 NaN 9.90+10 3.60+10 0.9824 NaN 0.9405 0.9668 210.61 NaN 105.18 189.84 

6-6-1 2.88+10 NaN 1.01+12 2.22+11 0.9755 NaN 0.8105 0.8585 232.38 NaN 113.38 208.94 

6-5-1 1.77+10 NaN 1.39+12 2.88+11 0.9687 NaN 0.2917 0.6847 142.27 NaN 122.50 138.38 

6-4-1 2.25+10 NaN 3.34+11 8.39+10 0.9791 NaN 0.6268 0.9194 270.88 NaN 129.77 243.08 

6-3-1 5.08+10 NaN 4.83+11 1.36+11 0.9560 NaN 0.5713 0.8772 254.72 NaN 130.20 230.19 

6-2-1 1.25+11 NaN 7.20+11 2.42+11 0.8049 NaN 0.6627 0.7428 276.58 NaN 139.18 249.51 

6-1-1 1.16+11 NaN 8.96+11 2.69+11 0.7609 NaN 0.7238 0.7237 304.73 NaN 134.29 271.16 

 
Table C-22. Results training BR with 5 input variables (Expert Opinion) 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-8-1 2.55+11 NaN 8.25+10 2.21+11 0.7569 NaN 0.8539 0.7681 294.68 NaN 94.56 255.27 

5-7-1 2.18+11 NaN 2.39+11 2.22+11 0.7609 NaN 0.7774 0.7663 302.21 NaN 105.39 263.44 

5-6-1 2.17+11 NaN 2.65+11 2.27+11 0.7530 NaN 0.8609 0.7664 274.98 NaN 93.25 239.19 

5-5-1 1.19+11 NaN 1.08+12 3.08+11 0.6923 NaN 0.7270 0.6858 327.93 NaN 131.40 289.22 

5-4-1 1.23+11 NaN 8.20+11 2.60+11 0.7706 NaN 0.6675 0.7218 314.34 NaN 110.55 274.20 

5-3-1 2.27+11 NaN 2.15+11 2.24+11 0.7566 NaN 0.9375 0.7692 259.57 NaN 117.41 231.57 

5-2-1 2.51+11 NaN 9.82+10 2.21+11 0.7796 NaN 0.7708 0.7685 276.79 NaN 128.65 247.61 

5-1-1 1.28+11 NaN 8.26+11 2.66+11 0.7683 NaN 0.8405 0.7319 252.00 NaN 98.60 221.78 
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C.3 Results third iterative process 

Table C-23. Results training BR with 9 input variables, project value <€1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

9-8-1 1.31+08 NaN 4.90+09 8.59+08 0.9987 NaN 0.9460 0.9916 44.94 NaN 59.04 47.09 

9-7-1 1.10+08 NaN 1.37+10 2.19+09 0.9987 NaN 0.9569 0.9804 32.27 NaN 34.55 32.62 

9-6-1 1.64+08 NaN 8.57+09 1.45+09 0.9981 NaN 0.9519 0.9860 45.32 NaN 47.88 45.71 

9-5-1 1.87+08 NaN 7.59+09 1.32+09 0.9981 NaN 0.9719 0.9877 40.68 NaN 35.02 39.82 

9-4-1 4.33+08 NaN 2.83+10 4.68+09 0.9956 NaN 0.9269 0.9635 44.70 NaN 38.39 43.74 

9-3-1 1.10+09 NaN 7.61+09 2.09+09 0.9893 NaN 0.9620 0.9800 67.49 NaN 33.59 62.32 

9-2-1 1.93+09 NaN 6.67+09 2.65+09 0.9820 NaN 0.9796 0.9749 87.82 NaN 34.80 79.73 

9-1-1 4.97+09 NaN 3.09+09 4.68+09 0.9482 NaN 0.9752 0.9532 116.37 NaN 33.96 103.80 

 
Table C-24. Results training BR with 8 input variables, project value <€1.000.000  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

8-8-1 1.62+08 NaN 8.03+09 1.36+09 0.9985 NaN 0.8919 0.9868 29.76 NaN 62.45 34.75 

8-7-1 9.29+07 NaN 9.15+09 1.47+09 0.9990 NaN 0.9524 0.9860 28.27 NaN 50.45 31.65 

8-6-1 1.22+08 NaN 6.82+09 1.14+09 0.9987 NaN 0.9466 0.9888 40.59 NaN 34.96 39.73 

8-5-1 3.44+08 NaN 1.00+10 1.82+09 0.9956 NaN 0.9547 0.9821 43.87 NaN 35.42 42.58 

8-4-1 6.68+08 NaN 1.54+09 8.01+08 0.9937 NaN 0.9854 0.9922 54.41 NaN 35.06 51.46 

8-3-1 1.04+09 NaN 5.39+09 1.71+09 0.9904 NaN 0.9590 0.9835 57.77 NaN 32.48 53.91 

8-2-1 2.38+09 NaN 1.05+10 3.61+09 0.9749 NaN 0.9237 0.9641 82.97 NaN 38.06 76.12 

8-1-1 5.15+09 NaN 3.40+10 9.54+09 0.9401 NaN 0.8828 0.9118 92.87 NaN 43.08 85.27 

 
Table C-25. Results training BR with 7 input variables, project value <€1.000.000  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-8-1 5.68+07 NaN 3.64+09 6.03+08 0.9995 NaN 0.9096 0.9942 22.73 NaN 40.33 25.42 

7-7-1 8.87+07 NaN 1.87+10 2.93+09 0.9992 NaN 0.9150 0.9752 30.00 NaN 43.03 31.99 

7-6-1 2.63+08 NaN 1.44+10 2.43+09 0.9970 NaN 0.9111 0.9762 57.01 NaN 44.36 55.08 

7-5-1 1.91+08 NaN 1.42+10 2.32+09 0.9982 NaN 0.9401 0.9780 31.57 NaN 39.72 32.81 

7-4-1 3.80+08 NaN 2.96+10 4.84+09 0.9959 NaN 0.8701 0.9573 53.24 NaN 31.81 49.97 

7-3-1 8.69+08 NaN 2.20+09 1.07+09 0.9925 NaN 0.8792 0.9895 68.37 NaN 39.02 63.90 

7-2-1 1.65+09 NaN 1.31+10 3.39+09 0.9788 NaN 0.9339 0.9666 74.35 NaN 24.88 66.80 

7-1-1 5.69+09 NaN 3.70+09 5.38+09 0.9322 NaN 0.9808 0.9461 98.83 NaN 20.99 86.95 

 
Table C-26. Results training BR with 6 input variables, project value <€1.000.000  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-9-1 1.14+08 NaN 2.09+10 3.29+09 0.9989 NaN 0.8388 0.9679 25.72 NaN 36.90 27.43 

6-8-1 1.22+08 NaN 7.18+09 1.20+09 0.9989 NaN 0.9586 0.9891 23.69 NaN 37.74 25.84 

6-7-1 1.18+08 NaN 2.26+10 3.55+09 0.9989 NaN 0.8454 0.9681 28.08 NaN 40.13 29.92 

6-6-1 1.76+08 NaN 1.15+10 1.90+09 0.9981 NaN 0.9225 0.9813 24.79 NaN 32.63 25.99 

6-5-1 2.52+08 NaN 1.02+10 1.76+09 0.9975 NaN 0.9088 0.9827 37.97 NaN 33.36 37.27 

6-4-1 1.02+09 NaN 4.45+09 1.55+09 0.9905 NaN 0.9873 0.9851 46.16 NaN 28.44 43.46 

6-3-1 1.87+09 NaN 2.69+09 1.99+09 0.9816 NaN 0.9801 0.9805 81.01 NaN 24.83 72.44 

6-2-1 3.02+09 NaN 1.98+09 2.86+09 0.9709 NaN 0.9899 0.9719 90.62 NaN 18.03 79.55 

6-1-1 5.93+09 NaN 6.93+09 6.08+09 0.9417 NaN 0.9789 0.9395 98.13 NaN 33.12 88.21 
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Table C-27. Results training BR with 5 input variables, project value <€1.000.000  

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-9-1 6.30+07 NaN 1.32+09 2.54+08 0.9994 NaN 0.9749 0.9975 20.9997 NaN 38.4343 23.6592 

5-8-1 2.09+08 NaN 2.81+09 6.06+08 0.9980 NaN 0.9791 0.9942 37.5928 NaN 28.6494 36.2286 

5-7-1 1.11+08 NaN 1.44+10 2.29+09 0.9989 NaN 0.9705 0.9819 24.0358 NaN 23.6123 23.9712 

5-6-1 2.66+08 NaN 5.42+09 1.05+09 0.9972 NaN 0.9929 0.9917 40.9635 NaN 26.3421 38.7331 

5-5-1 2.77+08 NaN 1.27+10 2.17+09 0.9965 NaN 0.9313 0.9791 39.6230 NaN 24.2715 37.2812 

5-4-1 4.91+08 NaN 8.78+09 1.76+09 0.9933 NaN 0.9640 0.9829 43.0107 NaN 27.5671 40.6549 

5-3-1 1.14+09 NaN 2.01+09 1.81+09 0.9890 NaN 0.9385 0.9822 41.9822 NaN 23.6748 39.1895 

5-2-1 2.36+09 NaN 5.36+09 2.30+09 0.9763 NaN 0.9906 0.9775 68.8229 NaN 30.1797 62.9282 

5-1-1 6.62+09 NaN 5.36+09 6.43+09 0.9375 NaN 0.9298 0.9353 90.1733 NaN 45.5930 83.3729 

 
Table C-28. Results training BR with 9 input variables, project value €50.000 - €1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

9-6-1 2.85-08 NaN 1.54+10 3.09+09 1.0000 NaN 0.9499 0.9808 0.00 NaN 25.89 5.18 

9-5-1 5.10+07 NaN 1.05+10 2.13+09 0.9996 NaN 0.9325 0.9841 4.67 NaN 29.84 9.71 

9-4-1 1.16+08 NaN 2.77+10 5.64+09 0.9990 NaN 0.9026 0.9625 6.53 NaN 24.11 10.05 

9-3-1 2.35+09 NaN 7.15+09 3.31+09 0.9832 NaN 0.9530 0.9755 25.12 NaN 18.75 23.85 

9-2-1 2.85+09 NaN 1.14+10 4.56+09 0.9770 NaN 0.9478 0.9664 32.08 NaN 20.39 29.74 

9-1-1 7.56+09 NaN 7.14+09 7.47+09 0.9381 NaN 0.9652 0.9427 49.46 NaN 21.21 43.81 

 
Table C-29. Results training BR with 8 input variables, project value €50.000 - €1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

8-8-1 9.70+09 NaN 5.45+09 8.85+09 0.9142 NaN 0.9730 0.9319 45.73 NaN 20.38 40.66 

8-7-1 4.60+08 NaN 3.22+10 6.81+09 0.9952 NaN 0.9433 0.9584 12.78 NaN 25.08 15.24 

8-6-1 2.18+08 NaN 1.11+10 2.40+09 0.9984 NaN 0.9084 0.9818 8.46 NaN 22.07 11.18 

8-5-1 9.36+09 NaN 5.95+09 8.68+09 0.9321 NaN 0.9399 0.9329 41.79 NaN 32.02 39.83 

8-4-1 8.27+09 NaN 1.61+10 9.84+09 0.9312 NaN 0.9484 0.9260 42.39 NaN 21.59 38.23 

8-3-1 1.86+09 NaN 3.04+10 7.58+09 0.9843 NaN 0.8146 0.9417 22.69 NaN 26.71 23.50 

8-2-1 1.02+10 NaN 2.35+09 8.61+09 0.9246 NaN 0.9851 0.9338 46.39 NaN 22.32 41.58 

8-1-1 1.00+10 NaN 5.55+09 9.14+09 0.9176 NaN 0.9627 0.9286 49.66 NaN 25.42 44.81 

 
Table C-30. Results training BR with 7 input variables, project value €50.000 - €1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-8-1 4.04+08 NaN 4.03+09 1.13+09 0.9972 NaN 0.9892 0.9922 11.18 NaN 17.61 12.47 

7-7-1 3.74+08 NaN 3.54+09 1.01+09 0.9974 NaN 0.9711 0.9927 11.10 NaN 26.66 14.21 

7-6-1 4.94+08 NaN 5.18+09 1.43+09 0.9968 NaN 0.9306 0.9895 12.07 NaN 28.92 15.44 

7-5-1 8.53+09 NaN 1.69+10 1.02+10 0.9195 NaN 0.9366 0.9230 43.63 NaN 14.86 37.88 

7-4-1 5.49+08 NaN 8.77+08 6.15+08 0.9957 NaN 0.9944 0.9954 13.6477 NaN 13.6481 13.6478 

7-3-1 2.91+09 NaN 1.01+10 4.34+09 0.9798 NaN 0.9107 0.9674 24.01 NaN 23.54 23.91 

7-2-1 6.09+09 NaN 2.52+09 5.37+09 0.9587 NaN 0.9095 0.9589 33.68 NaN 22.63 31.47 

7-1-1 1.06+10 NaN 4.69+09 9.43+09 0.9177 NaN 0.9700 0.9264 48.75 NaN 18.34 42.67 
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Table C-31. Results training BR with 6 input variables, project value €50.000 - €1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-8-1 3.74+08 NaN 1.69+10 3.68+09 0.9970 NaN 0.9043 0.9737 11.45 NaN 20.96 13.35 

6-7-1 4.11+08 NaN 1.43+10 3.18+09 0.9965 NaN 0.9260 0.9764 10.43 NaN 25.57 13.46 

6-6-1 3.02+08 NaN 1.97+10 4.19+09 0.9979 NaN 0.9569 0.9746 8.78 NaN 25.72 12.17 

6-5-1 2.58+09 NaN 3.82+09 2.83+09 0.9818 NaN 0.9712 0.9789 18.86 NaN 17.53 18.59 

6-4-1 2.55+09 NaN 2.04+09 2.44+09 0.9819 NaN 0.9801 0.9816 20.26 NaN 20.25 20.26 

6-3-1 1.73+09 NaN 1.04+10 3.46+09 0.9853 NaN 0.9477 0.9738 19.58 NaN 18.51 19.37 

6-2-1 3.85+09 NaN 2.40+10 7.88+09 0.9689 NaN 0.8928 0.9423 26.90 NaN 23.14 26.14 

6-1-1 1.14+10 NaN 5.92+09 1.03+10 0.9118 NaN 0.9635 0.9198 48.70 NaN 18.31 42.62 

 
Table C-32. Results training BR with 5 input variables, project value €50.000 - €1.000.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-9-1 3.09+09 NaN 7.30+08 2.61+09 0.9791 NaN 0.9915 0.9803 24.55 NaN 14.74 22.59 

5-8-1 1.93+09 NaN 1.10+10 3.75+09 0.9855 NaN 0.9572 0.9732 18.44 NaN 19.16 18.58 

5-7-1 2.58+09 NaN 1.20+10 4.47+09 0.9780 NaN 0.9360 0.9660 22.81 NaN 20.35 22.32 

5-6-1 2.83+09 NaN 3.36+09 2.94+09 0.9798 NaN 0.9669 0.9777 20.04 NaN 18.24 19.68 

5-5-1 3.68+09 NaN 1.81+09 3.31+09 0.9740 NaN 0.9833 0.9750 22.04 NaN 17.54 21.14 

5-4-1 2.27+09 NaN 1.19+10 4.20+09 0.9822 NaN 0.9746 0.9716 21.26 NaN 18.01 20.61 

5-3-1 5.41+09 NaN 9.26+08 4.51+09 0.9639 NaN 0.9814 0.9655 37.18 NaN 17.17 33.18 

5-2-1 1.31+10 NaN 6.68+09 1.18+10 0.9050 NaN 0.9607 0.9076 48.86 NaN 21.82 43.45 

5-1-1 3.09+09 NaN 7.30+08 2.61+09 0.9791 NaN 0.9915 0.9803 24.55 NaN 14.74 22.59 

 
Table C-33. Results training BR with 9 input variables, project value €20.000 - €500.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

9-7-1 5.09+05 NaN 5.94+09 1.19+09 1.0000 NaN 0.8225 0.9564 0.7741 NaN 32.7749 7.1743 

9-6-1 3.43+05 NaN 3.62+09 7.24+08 1.0000 NaN 0.8748 0.9736 0.6138 NaN 18.9921 4.2894 

9-5-1 4.12+06 NaN 5.99+09 1.20+09 0.9999 NaN 0.8030 0.9600 2.7534 NaN 33.3511 8.8729 

9-4-1 1.55+08 NaN 3.01+09 7.25+08 0.9946 NaN 0.8715 0.9735 14.3398 NaN 36.3574 18.7433 

9-3-1 4.55+08 NaN 3.75+09 1.11+09 0.9802 NaN 0.9126 0.9590 23.5323 NaN 29.0391 24.6337 

9-2-1 4.13+09 NaN 4.53+09 4.21+09 0.8303 NaN 0.8585 0.8362 49.6664 NaN 33.4547 46.4240 

9-1-1 3.73+09 NaN 8.48+09 4.68+09 0.8207 NaN 0.8106 0.8176 52.8418 NaN 27.2063 47.7147 

 
Table C-34. Results training BR with 8 input variables, project value €20.000 - €500.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

8-7-1 3.81+06 NaN 5.80+09 1.16+09 0.9998 NaN 0.8654 0.9605 2.6626 NaN 29.6104 8.0522 

8-6-1 5.95+07 NaN 4.03+09 8.53+08 0.9977 NaN 0.9188 0.9703 8.5351 NaN 26.4279 12.1136 

8-5-1 1.69+08 NaN 1.14+09 3.64+08 0.9938 NaN 0.9668 0.9868 10.7607 NaN 24.5730 13.5231 

8-4-1 5.00+08 NaN 3.19+09 1.04+09 0.9798 NaN 0.9293 0.9637 23.5255 NaN 25.7038 23.9611 

8-3-1 5.33+08 NaN 8.62+09 2.15+09 0.9741 NaN 0.8442 0.9223 26.1343 NaN 29.1144 26.7303 

8-2-1 1.87+09 NaN 1.21+09 1.74+09 0.9295 NaN 0.9625 0.9345 47.0303 NaN 19.1225 41.4487 

8-1-1 3.77+09 NaN 7.73+09 4.56+09 0.8462 NaN 0.7715 0.8214 55.2280 NaN 34.1410 51.0106 
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Table C-35. Results training BR with 7 input variables, project value €20.000 - €500.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

7-7-1 1.08+06 NaN 3.99+09 8.00+08 1.0000 NaN 0.8785 0.9707 1.4947 NaN 32.7811 7.7520 

7-6-1 1.33+08 NaN 9.86+08 3.04+08 0.9953 NaN 0.9613 0.9890 10.7215 NaN 27.1650 14.0102 

7-5-1 1.38+08 NaN 2.45+09 6.01+08 0.9950 NaN 0.9178 0.9784 15.0350 NaN 23.4852 16.7250 

7-4-1 5.87+07 NaN 2.63+09 5.74+08 0.9979 NaN 0.9264 0.9801 9.7360 NaN 30.5241 13.8936 

7-3-1 9.17+08 NaN 1.65+09 1.06+09 0.9669 NaN 0.9307 0.9607 29.6703 NaN 25.3703 28.8103 

7-2-1 1.34+09 NaN 4.36+09 1.94+09 0.9497 NaN 0.8756 0.9289 42.2446 NaN 29.5360 39.7029 

7-1-1 4.05+09 NaN 7.13+09 4.67+09 0.8120 NaN 0.8239 0.8179 55.4632 NaN 32.7732 50.9252 

 
Table C-36. Results training BR with 6 input variables, project value €20.000 - €500.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

6-8-1 3.18+07 NaN 7.31+08 1.42+08 0.9990 NaN 0.9022 0.9948 6.7381 NaN 23.7776 9.4157 

6-7-1 2.46+08 NaN 4.12+08 2.72+08 0.9911 NaN 0.9829 0.9900 15.5563 NaN 24.1547 16.9075 

6-6-1 1.15+08 NaN 1.25+09 2.93+08 0.9961 NaN 0.9189 0.9894 12.2187 NaN 19.5834 13.3760 

6-5-1 3.22+08 NaN 2.66+09 6.89+08 0.9868 NaN 0.9261 0.9751 18.5099 NaN 20.5629 18.8325 

6-4-1 1.03+09 NaN 2.57+09 1.27+09 0.9591 NaN 0.9554 0.9542 32.3598 NaN 24.2380 31.0835 

6-3-1 1.17+09 NaN 2.89+09 1.44+09 0.9494 NaN 0.9443 0.9488 30.3864 NaN 19.3717 28.6555 

6-2-1 1.39+09 NaN 2.11+09 1.50+09 0.9527 NaN 0.8697 0.9437 42.9281 NaN 19.3932 39.2297 

6-1-1 4.15+09 NaN 5.98+09 4.44+09 0.8232 NaN 0.8239 0.8238 55.4717 NaN 20.5145 49.9784 

 
Table C-37. Results training BR with 5 input variables, project value €20.000 - €500.000 

Network 

Architec

ture 

MSE 

Train 

MSE 

Val 

MSE 

Test 

MSE 

All 

R 

Train 

R 

Val 

R 

Test 

R 

All 

MAPE 

Train 

MAPE 

Val 

MAPE 

Test 

MAPE 

All 

5-8-1 1.51+08 NaN 8.53+08 2.61+08 0.9948 NaN 0.9751 0.9906 13.7144 NaN 21.4091 14.9236 

5-7-1 9.79+07 NaN 1.67+09 4.12+08 0.9965 NaN 0.9343 0.9850 11.5981 NaN 22.8663 13.8518 

5-6-1 2.12+08 NaN 1.81+09 4.63+08 0.9915 NaN 0.9581 0.9832 16.2460 NaN 21.8696 17.1297 

5-5-1 5.08+08 NaN 9.29+08 5.74+08 0.9832 NaN 0.9457 0.9792 22.0740 NaN 16.5924 21.2126 

5-4-1 4.76+08 NaN 5.33+08 4.85+08 0.9836 NaN 0.9756 0.9822 23.6795 NaN 19.9056 23.0864 

5-3-1 1.45+09 NaN 1.90+09 1.52+09 0.9455 NaN 0.9221 0.9430 35.9937 NaN 17.0032 33.0095 

5-2-1 1.53+09 NaN 2.90+09 1.75+09 0.9298 NaN 0.9534 0.9357 40.9562 NaN 17.1396 37.2136 

5-1-1 4.31+09 NaN 5.73+09 4.54+09 0.8258 NaN 0.9036 0.8211 51.0942 NaN 24.9470 46.9854 
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APPENDIX D 

D.1 Average MAPE and standard deviation of models ‘multistart’ 

Table D-38. Performance of neural networks of ‘multistart’  

Model nr. Mean absolute percentage error 

1 52.7462749 

2 79.10468938 

3 59.96292058 

4 53.20109772 

5 96.18556908 

6 92.86942347 

7 27.53216057 

8 51.94879465 

9 24.49296377 

10 142.7362528 

11 76.77861914 

12 67.5389498 

13 37.74131488 

14 80.09244664 

15 106.3743214 

16 73.88741515 

17 29.66288738 

18 49.20169994 

19 38.21399939 

20 36.22354276 

21 25.49078788 

22 102.0901055 

23 22.98482827 

24 60.07005323 

25 74.18151233 

26 89.01768891 

27 95.30796837 

28 157.4454966 

29 55.85660251 

30 111.400547 

31 34.20472838 

32 81.8341454 

33 28.06606196 

34 52.42700518 

35 89.18845721 

36 13.64807251 

37 107.2680416 

38 46.84501062 

39 29.56033487 

40 42.20521074 

41 82.46891567 

42 41.82120113 

43 38.77114275 

44 21.46755582 

45 42.7656826 

46 23.34691306 

47 58.461616 

48 79.77529201 

49 25.90044004 
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Model nr. Mean absolute percentage error 

50 115.096704 

51 83.81848271 

52 30.97732489 

53 67.91739119 

54 43.06860621 

55 86.87614675 

56 82.34114273 

57 95.1973282 

58 80.02821517 

59 79.82711992 

60 32.10749783 

61 81.20049019 

62 45.13213193 

63 94.48862895 

64 24.27262438 

65 54.92150316 

66 78.38710582 

67 43.81154352 

68 35.4603349 

69 39.56977774 

70 97.75732149 

71 59.84128692 

72 59.11561302 

73 38.74918668 

74 104.7778755 

75 60.11330598 

76 60.56390918 

77 53.30747646 

78 59.36396556 

79 70.00244925 

80 49.79608155 

81 107.1632282 

82 70.6693832 

83 37.51948871 

84 18.57977544 

85 36.47277337 

86 36.88870184 

87 48.62294861 

88 31.65860803 

89 50.88117885 

90 140.2928271 

91 38.5077569 

92 93.58833989 

93 153.5507925 

94 30.828782 

95 35.70483823 

96 28.8169582 

97 27.57291089 

98 34.33203804 

99 79.87698141 

100 53.37755008 

Mean 61,73% 

Standard deviation 31,27% 
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