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ABSTRACT
The increasing importance of social networks opens up in-
teresting discussions concerning the networks. This mat-
ter is extremely interesting in the marketing area, which
influencer should companies approach for launching a new
product, especially when there is limited budget? This
poses several questions, which person in a social network
should be chosen for initial injection of memes or a new
product? To what extent are the node features crucial in
predicting the most influential node? Can we, based on the
results of the predicted node with the maximum influence,
machine-learn a model to predict the most influential node
in the future? Data sets for the influence and values for
node centralities are calculated using the independent cas-
cade model and the networkx library respectively. Both
linear and non-linear regressors are trained and tested us-
ing the data sets, resulting in R2 scores that define the
accuracy of the regressor. Knowing which features maxi-
mize the R2 scores is useful for accurately predicting the
influence in the future using the machine-learned model.
Current Flow Closeness is the dominant feature for max-
imizing the accuracy as a single feature and in combina-
tions of multiple features. Degree and Closeness give the
worst accuracy.

Keywords
social networks, independent cascade model, machine learn-
ing, influence maximization

1. INTRODUCTION
The increasing popularity of online social media such as
YouTube and Facebook provides interesting new market-
ing strategies such as viral marketing [5] or word-of-mouth
[8]. Businesses tend to minimize expenses at all cost, also
in terms of marketing. Either an effectively small group of
people is chosen for the initial injection of a new product
or a larger substantial amount. The latter involves higher
costs and therefore a smaller group of people is preferred.

Social networks are graphs of individuals including their
relationships. Individuals are generally, explicitly or im-
plicitly, influenced by their social contacts when deciding
on embracing new trends, ideas, news or information in
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general. To effectively determine which individuals con-
tribute remarkably to the adoption of new trends, such
that influencing them will lead to a large cascade, we need
to be able to characterize which types of individuals in
social networks are the ”trendsetters”. In a more formal
way, influence maximization problem is described as fol-
lows. Given a probabilistic model of a social network,
determine the set V of n individuals that turns out to
provide the largest expected cascade.

In this paper, we will not try to find the set of nodes that
maximize the influence in a social network. However, we
will machine-learn a model, using node centralities as fea-
tures, that is able to accurately predict what the influence
is in the network. Or in other words, given a social net-
work, which node should be chosen for initial insertion
of information to maximize influence in the network? To
what extent are node centralities predictive of the final in-
fluence in a social network? And can we machine-learn a
model that is able to predict the most influential node in
a social network using these node features?

To answer these questions, we generate all connected graphs
of size 5, 6, 7 and 1000 graphs for each graph of size 10, 20
and 30 (this choice will be substantiated in section 4.3).
From these graphs we will generate data sets for both node
centrality values and the influence by the networkx li-
brary and the independent cascade model respectively, the
amount of records for a node centrality or the influence is
shown in table 1. Using part of the data sets for training
and the rest for testing, we will machine-learn a regres-
sion model which results in R2 scores. Maximizing the
R2 scores results in the most accurate model and which
features contributed to this accuracy.

Using a single feature, the Current Flow Closeness central-
ity is dominant when it comes to the accuracy of predicting
the influence using the model. Eigenvector, PageRank and
Katz centrality are second-best and Closeness and Degree
are the worst. Using multiple features, combinations of
good features maximize the accuracy, any combination of
Current Flow Closeness and the second-best centralities
result in nearly perfect predictions with 99% being the
highest accuracy for the data sets.

2. RESEARCH QUESTIONS
• Given a social network which node should be cho-

sen for initial insertion of information to maximize
influence in the network?

• To what extent are node centralities predictive of the
final influence in a social network?

• Can we machine-learn a model that is able to predict
the most influential node in a social network by using
node features?
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3. RELATED WORK
In this section, the important existing methods and results
will be underlined and the added value of this paper on
the research project will be substantiated.

Pal et al. [10] proposed two centrality measures, Diffusion
Degree and Maximum Influence Degree, to determine a
set of top-k influential nodes in a given social network.
Pal et al. have conducted extensive experiments using
five large scale real life directed social networks. Using
the Diffusion Degree Heuristic and Maximum Influence
Degree Heuristic for finding the top-k nodes resulted in
superior influence compared to top-k nodes obtained by
high degree heuristics and other variants of set covering
greedy algorithms.

Narayanam et al. [7] describes two problems. First, they
intend to find the top-k nodes that maximizes the num-
ber of nodes being influenced in a social network. Second,
they try to find the minimal size of a set of key nodes in
a network such that λ, which denotes the percentage of
influenced nodes, of the network is influenced. Using the
ShaPley value-based Influential Nodes (SPINs) algorithms
on four synthetically generated random graphs and six real
life data sets to solve the above described problems, this
resulted in a more powerful and computationally efficient
approach compared to the well known algorithms in liter-
ature.

Kempe et al. [3] tackled the problem of influence maxi-
mization by conducting a research on node centrality mea-
sures as distance centrality and high-degree. The research
was not only applied to the linear threshold model, but
also to weighted cascade model and independent cascade
model. These results were significantly worse compared to
the greedy hill-climbing strategy [9]. Reasons for the re-
sults were high degree often implies a cluster, targeting all
nodes in a cluster is unnecessary and also the both metrics
do not take into account any network effects.

Acemoglu et al. [1] focused on applying the linear thresh-
old model on deterministic topologies and heterogeneous
threshold values. This resulted in a completely character-
ized set of final adopters. Following this, the relationship
between the metrics and clustering of the network was
explored. This resulted in highly clustered networks not
necessarily being more advantageous over less clustered
networks. This is due to clusters being hard to penetrate
when they are not targeted.

Kundu et al. [4] investigated a new centrality measure
which is based on both degree centrality and diffusion
probability. The experiment used Monte-Carlo simula-
tions of the independent cascade model for sufficient amount
of times to accurately approximate the final influence of
spread. The results of the experiment had a significant
improvement over other existing centrality based heuris-
tics.

There are several aspects with which this research differ-
entiates itself from the others. The primary aspect is the
machine-learned model, all of before-mentioned researches
use an algorithm to calculate the final influence in a net-
work. In this research, we machine-learn a model that
is able to predict the influence for us, based on the values
for the node centralities. Additionally, we have applied the
following features to machine learning; Degree, PageRank,
Current Flow Closeness, Katz, Closeness, Eigenvector, Be-
tweenness and Current Flow Betweenness, where previous
papers have only looked into the Degree or their own cen-
trality.

4. METHOD
A social network is a graph G = (V,E) where a ver-
tex v ∈ V is a person and an edge (v, u) is an undi-
rected relationship, i.e., v is a friend of person u and the
other way around. Each node in the graph has proper-
ties called node centralities. Each node centrality has a
value k ∈ {0.0 . . . 1.0} for a vertex v ∈ V . In this research
the following node centralities have been chosen for eval-
uation: Degree, Eigenvector, PageRank, Closeness, Flow-
Closeness and Katz.

4.1 Prerequisites
We first obtain all prerequisites to start researching. This
consists of gathering packages that are suitable and re-
quired for collecting data, analyzing data and making a
predictive model using machine learning.

Networkx is the main library used for accessing graphs
and provides functions to calculate each of the aforemen-
tioned node centralities. Also, Networkx provides func-
tions for reading and writing graphs

The independent cascade model [6] is used as a tool to
represent the way influence is spread in social networks.
The code for the independent cascade algorithm is shown
below and is deduced from the paper of Li et al. G is
the graph in which we will spread new information from
the seed node seed, and probability is the probability with
which the remaining nodes will adopt new information.

Algorithm 1 The Independent Cascade Model

1: procedure Independent Cascade(G, seed, p)
2: active← ∅
3: target← empty list
4: append seed to target
5: while length of target > 0 do
6: node← last element of target
7: for each neighbor n of node do
8: randnum← randomly generated number
9: if n not in active then

10: if randnum ≤ p then
11: append n to target

12: return length of active

scikit − learn provides us with all the machine learning
models of which some will be used later on. For displaying
the results that come from machine learning, both seaborn
and pyplot from matplotlib are used. seaborn is based on
matplotlib and creates heatmaps of the acquired results,
pyplot further handles the displaying of the heatmaps.

Finally, the Python library statistics has been used to
provide values for both the mean and standard deviation
which will be used in calculating the influence within a
graph.

4.2 Data acquisition
The first step to data analysis is acquiring the actual data,
i.e., graphs, node centrality values etc. This is done in two
steps.

Firstly, we have to generate the graphs which we will use
later on for the second part of data acquisition and ma-
chine learning. To have a generalized view on how in-
fluence is spread in smaller graphs, all distinct connected
graphs of size 5, 6 and 7 have been collected using the
nauty−geng library, which generates all graphs of a spec-
ified class. Using smaller graphs has a big advantage. We
can evaluate all graphs of smaller sizes, i.e., if we take all
connected graphs of size 9 we have 261.080 graphs, this
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results in files with 2.349.720 records whereas there are
11.117 graphs of size 8 which results in 88.936 records.
The amount of graphs increases by a lot when we go from
size 8 to 9 and results in lots of records. A big amount of
records in machine learning is computationally intensive,
i.e., evaluating all graphs of size 20 is impossible on normal
computers. To see how the effects would change whenever
larger graph sizes are chosen, of each of the graph sizes ten,
twenty and thirty, a thousand graphs have been generated
according to the Barabasi-Albert preferential attachment
model [2] (Functions for this are provided in the Networkx
library). This model generates graphs by preferential at-
tachment, i.e., the more connected a node is, the more
likely it is to receive a link. If a new node enters a so-
cial network, it is more likely to be acquainted with more
visible people rather than relatively unknown. The specif-
ically chosen amount of graphs for each of the larger sizes
will be elaborated upon in the next section.

Secondly, Networkx has been used for gathering the val-
ues for each of the evaluated node centralities. Addition-
ally, we want to determine an accurate influence of each
of the graph sizes with respect to the real world. To ac-
quire this, we apply fixed probabilities to the independent
cascade model. As fixed probabilities we have taken p =
0.01, p = 0.08 and p = 0.15. Smaller probabilities are cho-
sen intentionally since higher probabilities may cause for
a cascade in the network, meaning all nodes get activated
and from that, you can not make meaningful conclusions.

To calculate the influence within a graph G, we go through
each of the probabilities p ∈ {0.01, 0.08, 0.15} and through
each of the nodes N ∈ G and calculate the influence in the
graph using the independent cascade model. Calculating
this influence is based on probabilities, therefore running
the algorithm for the independent cascade model once does
not give sufficient data. For this we have chosen to calcu-
late the mean of 100 iterations using the statistics library.
Not only the statistical mean is used in determining these
values, also the standard deviation is used in determining
relevant data. Given a confidence-interval of 90%, any val-
ues outside (based on the formula for confidence intervals
X±Z s√

n
, where X is the mean, Z is 1, 645 for a confidence

interval of 90%, s is the standard deviation and n is the
number of observations) of this interval are neglected to
increase accuracy. Determining whether a score is outside
of the confidence interval we use the formula for confi-
dence intervals where the value must be in the boundaries
of X ± Z s√

n
, where X is the mean, Z is 1, 645 for a con-

fidence interval of 90%, s is the standard deviation and n
is the number of observations.

Similar to saving the values for node centralities, values
for influence are saved as i.e. influence 6 015 where 6
denotes the graph size and 015 denotes the probability of
15%

4.3 Machine Learning
Now that all data is acquired, we can start training/testing
a machine learning model. Generally, machine learning re-
quires a training set for training the model, and a testing
set to provide an unbiased evaluation of a final model fit
on the training set. There are several types of machine
learning (classification, regression etc.), we want to apply
different features on machine learning to see how predic-
tive this is for the data, the suitable type of machine learn-
ing for this is regression. There are two types of regression
(linear and non-linear), both have been used in research
and will be explained further on. Regression makes use of
the coefficient of determination (explained in section 4.4)

Graph size Amount of records
5 105
6 672
7 5971
10 10000
20 20000
30 30000

Table 1. Amount of records in the data set

and this is the value that we ought to maximize based on
our features.

As mentioned, regression takes features to train and eval-
uate a machine learning model. We want to see how well
both a single feature and multiple features are at predict-
ing the influence.

For the before-mentioned number of graphs generated for
larger sizes, we have decided to take 1000 graphs of each of
the sizes. This number has been achieved by experiment-
ing with the amount of graphs. Firstly, we had taken 10
graphs of each size and used those graphs to generate the
plots for R2 scores. This resulted in a plot where across
the x-axis for the corresponding graph size, there was little
to no correlation in the R2 scores, i.e., for graph size 20
and p = 0.01, p = 0.08 and p = 0.15 the R2 scores were
0.84, 0.65 and 0.89 respectively, where some correlation is
expected. Secondly, we had taken 100 graphs which had
similar results as 10 graphs, no correlation. Taking 1000
graphs resulted in the plots shown in the figures. To ver-
ify that these results were accurate, we had also taken 900
graphs which resulted in a 0.01 for some of the cells which
is negligible. Adding more graphs than a 1000 would give
similar results but with a slight increase of accuracy. This
slight increase of accuracy is not worth the additional com-
putational power

Besides the amount of graphs used for machine learning,
there is also the parameter of how much of the data is used
for training and how much is used for testing. We want
to provide an adequate amount for training so the model
is able to predict the influence in the future on additional
data, yet also leave part of the data to test how accurate
the model is. Table 1 shows the total amount of records
for each of the graph sizes. Graphs of size 5 have the
smallest amounts of records, therefore we want to use a
lot of this data for the actual training and less for testing.
For the other graphs we did the same, the more data we
use for training, the more accurate it is in predicting new
data. This also has its downside since it will take longer
to actually train the data. Therefore to have a generalized
separation of training and testing data, 75% of the data
is used for training the model and the remaining 25% is
used for testing.

4.3.1 Linear Regression
scikit − learn offers a variety of linear regression mod-
els which is a perfect way to start machine learning. In
essence, linear regression looks for linear relationships be-
tween dependent and independent variables.

LinearRegression is one of the simplest models that fits
a linear model with coefficients w such that the sum of
squares between targets in the data sets, and the targets
predicted by linear approximation is minimized.

We used this to see if the target value is expected to be a
linear combination of the features.

4.3.2 Nonlinear regression
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For nonlinear regression there is also a variety of models
in scikit− learn, several of these have been evaluated and
one is chosen as final model for the results. The two main
models used are Gaussian Process Regression model and
Random Forests model. Both models have their advan-
tages and disadvantages.

GaussianProcessRegressor (GPR) implements Gaussian
processes for regression purposes. The main advantage of
GPR is that the prediction interpolates the observations
however a big disadvantage of GPR is that it is not sparse,
i.e., the whole samples/features information is used to per-
form the prediction. On smaller datasets this is not as big
of a problem, but when datasets tend to become bigger,
the efficiency is decreasing extremely and takes too long
for GPR to be worth it. Though the results are accurate,
other models are more advantageous. As an alternative,
RandomForestsTree has been chosen. Especially in this
research where data is fairly large and efficiency is a must,
RandomForestTree definitely beats GPR.

As opposed to linear regression and as the word would
assume, nonlinear regression looks for nonlinear combina-
tions of the model parameters and depends on one or more
independent variables.

4.4 Evaluation
From previous steps, we have yet obtained a series of num-
bers as data called coefficients of determination for each
probability and each graph size. Representing and under-
standing the results is the next step to drawing a conclu-
sion. The numbers imply nothing until it has been given
a meaning. In short, the coefficient of determination, de-
noted R2, is described as the proportion of the variance
in the dependent variable that is predictable from the in-
dependent variable(s). Values normally range from 0 to 1
with 1 being the best possible score. Of course there are
exceptions to the rule in which the R2 score could be neg-
ative because the model can be arbitrarily worse, also it
can get a score of 0.0 if a constant model always predicts
the expected value of y, disregarding the input features. A
more formal definition of the R2 score is described below.

We have n values in our data set marked y1 . . . yn asso-
ciated with a predicted value f1 . . . fn. The mean of the
observed data is y = 1

n

∑n
i=1 yi. From this mean we can

calculate the sum of residuals (SSres) and the total sum
of squares (SStot) as follows:

SSres =
∑

i (fi − y)2

SStot =
∑

i (yi − y)2

Then the general formula for the coefficient of determina-
tion is the following

R2 ≡ 1− SSres
SStot

5. RESULTS
Above-mentioned method provided us with the results of
our research. To determine how well features are at pre-
dicting the influence, the R2 is evaluated and displayed in
heatmaps. To be able to fully answer the research ques-
tions we have used combinations of 3 features on the ma-
chine learning. With these results we should be able to
answer which node should be chosen for initial insertion,
to what extent are node features predictive of the final in-
fluence and can we machine-learn a model to predict the
most influential nodes in a social network.

Ideally, nodes that have the highest values for node cen-
tralities that maximize the R2 score are preferred to be

Figure 1. Closeness centrality

chosen for initial injection of information. Which features
maximize this R2 score are elaborated upon in the follow-
ing sections.

Trivially, we predict that the higher the probability, the
higher the R2 score. This can be explained by the total
influence in graphs. Using the independent cascade model,
the higher the probability, the more likely a node adopts
new information from another node. The higher the R2

scores, the higher the predictive power of the model, the
easier it is to predict which node has the highest influence.

Following features are correlated and displayed in sets:
{Eigenvector, PageRank,Katz}, {Degree, Closeness}

5.1 Single node centrality
A single node centrality applied to machine learning tends
to show more diverging results, contrary to multiple node
centralities. Some of the researched centralities are inter-
correlated, i.e., closeness and degree, for this reason, only
distinct plots will be shown to avoid redundancy.

Figures 1, 2 and 3 display the R2 score of Closeness, Eigen-
vector and Current Flow Closeness respectively. From the
figures we can conclude several things.

The closeness tends to predict the influence the worst,
comparing the closeness with current flow closeness we see
that none of the values for closeness reach higher than
that of current flow closeness. Based on this observation,
closeness is redundant as a single feature.

Contrarily, comparing Current Flow Closeness with Eigen-
vector show interesting results. At first sight we could im-
mediately conclude that Current Flow Closeness is best fit
at predicting the influence for a single feature. However,
looking deeper into both graphs we see that indeed most
values of Current Flow Closeness exceed that of Eigenvec-
tor, but interestingly enough, at a smaller probability for
graphs of smaller sizes, we see that Eigenvector dominates
both graphs of size 6 and 7 and equalizes for size 10, 20 and
30. Therefore in smaller networks in which the probability
of someone adopting information is lower, the Eigenvector
centrality might be preferred, however, generally Current
Flow Closeness is preferred.

5.2 Dual node centralities
Similar to the single node features, plots of combinations of
correlated features, i.e., Eigenvector and Katz vs PageR-
ank and Eigenvector since Katz and PageRank are cor-
related. To avoid redundancy yet again, only interesting
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Figure 2. Current Flow Closeness centrality

Figure 3. Eigenvector centrality

Figure 4. Current Flow Closeness and Katz cen-
trality

Figure 5. Degree and Closeness centrality

distinct plots will be shown.

From these plots we can actually make some interesting
conclusions. As shown, we have combined multiple fea-
tures. These plots consists of the following combinations:
a good feature with a good feature (figure 4), a good fea-
ture with a bad feature (figure 6) and a bad feature with
a bad feature (figure 5).

From this we can conclude that combinations of good fea-
tures imply higher R2 score, the worse the combination,
the lower the R2 scores. Generalizing this for triple node
centralities, we assume that the combination of three good
features maximizes the R2 score and is best for maximiz-
ing the influence in a social network.

5.3 Triple node centralities
An example of three good features is displayed in figure
7, note that in this plot the minimum value for the graph
has been increased to properly display the difference in R2

scores amongst the plot. In previous amount of features
this was no issue, but due to any combination of three
features containing at least one good feature, the minimum
R2 scores are higher.

5.4 Discussion
As mentioned before, influence maximization in social net-
works is of high importance in many practical applications.
Identifying which features contribute most to the influ-
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Figure 6. PageRank and Degree centrality

Figure 7. PageRank, Flow Closeness and Katz cen-
trality

encing of other nodes is key to finding the most influen-
tial nodes. As we have seen in previous sections, Current
Flow-Closeness is generally the best node centrality when
it comes to predicting the influence, combining this cen-
trality with either of the following centralities in the set
{PageRank,Eigenvector,Katz} results in almost perfect
scores for a probabilty of 15%. With this information, we
are able to accurately predict the influence based on

Due to the use of Machine Learning and the extensive data
set used for both training and testing, we can generalize
this for both smaller and bigger graphs, since the trained
model is able to predict future data points with high ac-
curacy given the selected features.

6. CONCLUSIONS
At first, 8 node centralities had been chosen for this re-
search, those are before-mentioned including Betweenness
and Flow Betweenness. The Betweenness and Flow Be-
tweenness have been neglected due to their bad perfor-
mance on R2 scores. Current Flow Closeness showed great
accuracy in predicting the influence in social networks,
when combined with other good node centralities as PageR-
ank, Katz and Eigenvector, it nearly maximizes the R2

score.

An improvement to this research could be the extension
of having additional node centralities, as there are many
node centralities yet to analyze. Furthermore it could be
interesting to see what the results would be for all graphs
of size 8, 9 and 10 however this might also be a waste
of resources seeing as there is a relationship between the
sizes of graphs. Additionally, real life social networks can
be used as data to see how the research questions apply
to those networks.
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