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ABSTRACT

Nowadays, lots of information is shared on the Internet,
including opinions. In order to deal with these opinions,
computers perform sentiment analysis, which provides in-
sight into the sentiment of a piece of text. Currently, not a
lot of research is done for Dutch sentiment analysis. Pre-
liminary experiments found that a larger lexicon enhances
sentiment analysis, but this increase was too small com-
pared to previous literature. A possible cause for this is the
large amount of neutral words the larger lexicon contained
after extension. This paper will investigate the influence
of neutral word removal on the performance of sentiment
analysis. Two experiments were conducted, one on an un-
balanced dataset and one on a balanced dataset. Neutral
words were gradually removed from the extended lexicon
and the performance was measured. The two experiments
both show that neutral word removal enhances sentiment
analysis, but the differences are small. Furthermore, the
experiment on the balanced dataset shows that a larger
lexicon does not enhance sentiment analysis. Due to small
enhancements and the opposite results compared to liter-
ature, no conclusion is drawn.
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1. INTRODUCTION

Over the last decade the World Wide Web has grown enor-
mously. Lots of information is shared among humans on
the Internet. This also includes opinions: subjective ex-
pressions which contain sentiment, appraisals or feelings
toward entities, events and their properties [11]. These
opinions are used in the decision-making process of a per-
son [18]. Before the rise of the World Wide Web, opin-
ions were acquired by asking relatives and friends. For ex-
ample, when buying a freezer, relatives and friends were
asked for their advice. Based on this advice and ones
knowledge about freezers a decision was made. Nowadays,
these opinions (advice) can be found on the Internet in the
form of reviews. Since these digital opinions (reviews) are
so important in the decision-making process, they are a
valuable source for companies to gain understanding of
the decision-making process of their potential customers.
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Reading and evaluating these opinions by hand is time
consuming, so computers can be of use. “Sentiment anal-
ysis deals with the computational treatment of opinion,
sentiment, and subjectivity in text” [19]. In other words,
computers are able to, to a certain extent, extract people’s
opinions, sentiments and emotions from text. Currently,
there are two main approaches in sentiment analysis. The
first approach is based on lexicons, dictionaries of words
annotated with a positive or negative sentiment score (po-
larity) [21]. This lexicon is used to assess sentiment of a
phrase or paragraphs by combining the polarities of the in-
dividual words in a text to one final sentiment score for the
whole phrase or paragraph. In the second approach senti-
ment of a text is gathered with the use of Machine Learn-
ing methods. Examples of such methods are Naive Bayes,
Support Vector Machines, Random Forest and Neural Net-
works [16, 12, 7]. This paper focuses on the first approach.

Most research on this approach is aimed at constructing
sentiment analysis tools and lexicons. This often includes
comparison with existing sentiment analysis tools or lex-
icons. A particularly large part of research is focused on
the English and Arabic language [4, 21]. Sentiment anal-
ysis in other languages is growing, including Romanian,
Chinese, German, Spanish and Japanese [17]. However,
sentiment analysis for the Dutch language is not well de-
veloped yet. Research on lexicons for the Dutch language
is mainly focused on the semantic of words instead of the
sentiment of words [22, 8]. This means that there are
not many reliable Dutch lexicons for sentiment analysis.
Therefore an upcoming trend is the creation of a multi-
lingual lexicon, which can be used for multiple languages
at the same time [2], for example, a lexicon that can be
used both for the English and the Dutch language. The
creation of a multilingual lexicons is promising, but still
lots of research needs to be done on developing these mul-
tilingual sentiment analysis tools and lexicons [9, 14]

Due to the underdeveloped sentiment analysis for Dutch,
the Human Media Interaction (HMI) department of the
University of Twente started a project to ameliorate sen-
timent analysis for the Dutch language. They make use of
the only Dutch lexicon-based sentiment analysis tool that
can be freely used and is readily available, called Pattern
[20]. The lexicon of Pattern consists of roughly 4000 words
and is based on research done on adjectives by Smedt
and Daelemans [3]. The 4000 words of Pattern’s lexicon
are quite limited. Research done by Gatti, Guerini and
Turchi [5] observed that the size of the lexicon positively
influences the performance of sentiment analysis. More
evidence for this hypothesis was gathered by research on
Arabic sentiment analysis [1]. Since larger lexicons seem
to enhance the performance of sentiment analysis, Pat-



tern’s lexicon was extended in a preliminary experiment
by adding a lexicon from Moors et al. (Moors’ lexicon)
[13]. This led to an extended lexicon (the Extended lexi-
con) of approximately 8200 words. The Extended lexicon
was tested and showed indeed a slight increased perfor-
mance. However, this was not in line with the expected
increase.

1.1 Aim of research

A possible explanation for the small increase may have
something to do with the goal of Moors’ lexicon. The
main aim of this lexicon was to form a “sample” of the
Dutch language. When sampling a language, the aim is to
find a set of words that represents a language. This means
that Moors et al. were interested in words with all kinds
of polarities, including neutral words. By adding Moors’
lexicon to Pattern’s lexicon, the Extended lexicon contains
relatively more neutral words compared to Pattern’s lex-
icon. However, neutral words are not as important for
sentiment analysis as emotion words, words which indi-
cate an emotion (strong polarity). Similarly, stop words
(such as: a, the, and) are not as important as words which
give meaning to a sentence for natural language process-
ing. Stop word removal before processing even enhances
the performance of natural language processing [5]. This
might also be the case with the neutral words in sentiment
analysis.

To our knowledge, no research is available which exam-
ines the influence of neutral words in sentiment analysis.
However, the human brain processes emotion words (pos-
itive/negative) faster than neutral words [10], and while
not directly related to sentiment analysis, it could be a
sign of the higher importance of strongly emotional words.
This paper examines the influence of neutral word removal
on the performance of lexicon-based analysis. Since there
is no research related to neutral words and sentiment anal-
ysis, it is not clear what can be considered as a neutral
word. For now, the informal definition of neutral words is
as follows: words that have not a strong emotion associ-
ated with it.

The research discussed in this paper is structured as fol-
lows: information on the different lexicons is available in
section 2. The methodology of the research can be found
in section 3. Section 4 contains a description of the results.
The conclusions and future work are described in section
5.

2. LEXICONS

The words in an affective lexicon contain a sentiment score
(polarity). For Pattern this polarity consists of a number
between -1 and +1, rounded to one decimal, and it de-
scribes the positive or negative sentiment of a word. An
example would be the Dutch word ’oncomfortabel’ (mean-
ing: 'uncomfortable’), which has a strong negative senti-
ment associated with it, which translates to a polarity of
-0.8. For this research two lexicons were used: Pattern’s
lexicon and Moors’ lexicon. Together they form the Ex-
tended lexicon. These lexicons are described below.

2.1 Pattern’s lexicon

Pattern’s lexicon is the lexicon that is used for the sen-
timent analysis tool called Pattern. The lexicon consists
of 3918 words. The mean of this lexicon is -0.021. The
mean is thus close to the polarity of 0.0. The standard
deviation is 0.425. This means that most data points are

located in the central part of the range (around polarity
of 0.0). The frequency histogram, figure 1, shows that the
lexicon is fairly symmetrical. These statistics give an in-
dication that the data in the lexicon is close to a normal
distribution.

Frequency polarity in lexicon
Polarity Pattern’s lexicon Moors’ lexicon
-1.0 to -0.7 220 (5.6%) 152 (2.7%)
-0.6 to -0.4 828 (21.1%) 768 (17.9%)
-0.3 to -0.1 657 (16.8%) 835 (19.4%)
0.0 659 (16.8%) 589 (13.7%)
+0.1 to +0.3 678 (17.3%) 1320 (30.7%)
+0.4 to +0.6 632 (16.1%) 594 (13.8%)
+0.7 to +1.0 244 (6.2%) 93 (2.1%)

Table 1. Frequency polarity in lexicon

Some words (461 words) occur multiple times in Pattern’s
lexicon, due to the different senses of a word. These words
are called polysemic words. The different senses of a pol-
ysemic word each have a polarity associated with it. This
polarity can be different among the senses. For example,
the word ‘bitter’. This word has at least three different
meanings: 1) the taste of bitter 2) unpleasant situation
and 3) someone who is embittered. These different mean-
ings all have a different polarity associated with them: 1)
-0.1 2) -0.6 and 3) -0.8. Currently, Pattern does not make
use of the context and is therefore not able to decide which
sense of a polysemic word needs to be used. In order to
deal with the multiple senses of a word, Pattern simply
takes the average of the polarities as the polarity for pre-
dicting the sentiment of a text. For example, the Dutch
word ‘goedkoop’ (meaning: ‘cheap’) is a polysemic word
and the two senses both have the polarity of -0.6. What
Pattern does is (-0.6 + -0.6)/2 = -0.6. Another example
is the word ‘angstig’ (meaning: ‘anxious’). This word is
also a polysemic word, but the senses have in this case a
different polarity: -0.2 and 0.0. In all cases, regardless of
the polarities and context, Pattern computes the average,
so (-0.2 + 0.0)/2 = -0.1. This final polarity is the polarity
for that particular word. The polarities of all the words in
a text together will result in the final sentiment score of a
text.
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Figure 1. Pattern’s lexicon polarity frequency

2.2 Moors’ lexicon



Moors’ lexicon is constituted to be a sample of the Dutch
language. This lexicon consists of 4299 words. In this
lexicon the polarity is expressed in a 7-point Likert scale,
a value of 7 indicates a strong positive sentiment and 1
a strong negative sentiment. In order for Pattern to deal
with this polarity it needs to be rescaled into a range of -1
to +1. This is done using the following formula:

P=(n—4)/3 (1)

The P is the polarity, number between -1 and +1. The n
is the sentiment score expressed in Moors’ lexicon, which
is a number between 1 and 7.

After the polarity is rescaled, some statistics are drawn
from this lexicon. The mean of this lexicon is -0.021 and
the standard deviation is 0.353. This means that on aver-
age the polarity of the words are 0.353 points away from
the mean. The frequency histogram, figure 2, shows that
the lexicon is fairly symmetrical. These statistics indicate
that the data in the lexicon is close to a normal distribu-
tion. Lastly, Moors’ lexicon is not sense-disambiguated.
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Figure 2. Moors’ lexicon polarity frequency

2.3 Pattern’s vs. Moors’ lexicon

Moors’ lexicon is slightly larger than Pattern’s lexicon.
Pattern’s lexicon consists of 3,304 unique words and Moors’
lexicon of 4,299 unique words. The mean values of the lex-
icons are both -0.021, but the standard deviation of Moors’
lexicon (0,353) is smaller than the standard deviation of
Pattern’s lexicon (0.425). This shows that the polarities
of Moors’ lexicon are located closer to the mean compared
to Pattern’s lexicon, which indicates that Moors’ lexicon
contains more words that are around the polarity of 0.0
(neutral words). Another statistic that shows this is the
frequency table (table 1). Pattern’s lexicon contains 1,994
words (50.9%) which have a polarity between -0.3 to +0.3
and Moors’ lexicon contains relatively more words in this
range, namely 2,744 words (63.8%) . This shows Moors’
lexicon contains relatively more neutral words compared
to Pattern’s lexicon.

2.4 Extended lexicon

The Extended lexicon is the combination of Pattern’s lex-
icon and Moors’ lexicon. This Extended lexicon has in
total 8,217 words. However, the polysemic words from

Pattern’s lexicon need to be subtracted from this and that
results into an Extended Lexicon of 7,603 words. More-
over, there is a word overlap between Pattern’s lexicon and
Moors’ lexicon, which can be found in table 2. The over-
lap between those lexicons consists of 726 words, hence
the Extended lexicon finally consists of 7,603-726 = 6,877
unique words. In the overlap between the two lexicons
(726 words), some words have the same polarity in both
lexicons (121 words) and some words have a different po-
larity in the two lexicons (605 words). Here again, when
a word occurs multiple times, Pattern just simply takes
the average of all polarities as the final polarity for that
particular word.

Overlap Pattern’s lexicon and Moors’ lexicon

Words total overlap 726
Words overlap: same 121
polarity
Words overlap: different 605
polarity

Table 2. Overlap Pattern’s lexicon and Moors’ lex-
icon

3. METHODOLOGY

In order to examine the influence of neutral word removal
on the performance of sentiment analysis, neutral words
were gradually removed and the performance of these lex-
icons were tested on 70,000 Dutch book reviews. As noted
before, it is not clear from the literature what can be
considered as a neutral word. Therefore, neutral words
were removed using multiple thresholds. The following
thresholds were tested: 0.05, 0.15, 0.25, 0.35, 0.45, 0.55,
0.65, 0.75, 0.85 and 0.95. For example in the case of
0.15 threshold, all the words with a polarity between -0.15
and 0.15 were filtered from Moors’ lexicon. After filtering
Moors’ lexicon, the two lexicons were put together and
they formed a Threshold lexicon with a threshold of 0.15.
As the example shows in this study we have chosen to only
filter words from Moors’ lexicon. We could also have cho-
sen to filter from both lexicons, but then we would need
more conditions in order to control for the interaction ef-
fect.

The Threshold lexicons were tested on 70,000 Dutch book
reviews. In order to keep the circumstances equal among
measurements, all Threshold lexicons were tested on the
same reviews. Dutch book reviews are chosen in this study
because of the reported 82% accuracy Pattern has on book
reviews [6]. After performing sentiment analysis on these
reviews with the use of Pattern, each review was given a
sentiment score (polarity). In order to determine the per-
formance of sentiment analysis, the mean absolute error
(MAE) was computed. This error shows the average dif-
ference between the predicted sentiment scores from Pat-
tern and the actual sentiment score which come with the
Dutch book reviews. The lower the difference between the
predicted and the actual value, the higher the performance
of sentiment analysis. In this study, the measure MAE is
chosen instead of accuracy, because the MAE also takes
into account how far the predicted value lies from the ac-
tual value. As an example, let’s assume that the actual
sentiment score of a review is 0.8 and the predicted value
is 0.4 and we have another tool who predicts the review
with a score of 0.6. When the accuracy measure is used, it
would only state that these predictions are wrong and thus
does not include the fact that the prediction of 0.4 lies fur-



ther away from the actual value (0.8) than the prediction
of 0.6. In this case, the tools will have the same accuracy
score (performance), but actually the tool which predicted
0.6 performed better than the tool which predicted 0.4. By
using the MAE, this difference in performance is included
in the measure.

3.1 Dutch Book Reviews

The Dutch Book Reviews were taken from bol.com. These
reviews consists of a title, body (text) and a star rating of
1-5. For this research solely the text is used in the predic-
tion of Pattern. The star ratings are taken as the actual
sentiment value of the text. A star rating of 5 indicates
that this review has a strong positive attitude towards a
book and a star rating of 1 a strong negative attitude to-
wards a book. To enable comparison with the predicted
polarity, the star rating were transformed to the scale of
-1 and +1. Equation 2 was used for this transformation.

P=(s—-1)/2-1 (2)
The parameters of the equation are as follows: P is the
polarity, a number between -1 and +1 and s is the star
rating, a number between 1 and 5. For example, a book
review with a star rating of 5 will give a polarity of +1
and a star rating of 3 will give a polarity of 0.

4. RESULTS

The results show that when Moors’ lexicon is added to Pat-
tern’s lexicon, the performance of the Extended lexicon
without neutral word removal (Threshold lexicon 0.0) is
lower than the performance of Pattern’s lexicon as shown
in table 3. The MAE for the Extended lexicon (Thresh-
old lexicon 0.0) is 0.537 and the MAE of Pattern’s lexicon
0.510, see table 3. This may seem counter intuitive, be-
cause a larger lexicon will give a higher performance ac-
cording to previous findings in the literature [1, 5]. How-
ever, as discussed before, a possible cause of this lower
performance is the high percentage of neutral words in
this Threshold lexicon. Therefore it is in accordance with
the expectations.

Performance sentiment analysis per lexicon

Lexicon Performance SA (MAE)
Pattern’s lexicon 0.501
Moors’ lexicon 0.534
Extended lexicon (no 0.537
threshold)

Table 3. Performance sentiment analysis of the

basic lexicons

When neutral words are filtered, the MAE decreases. This
means that the predicted values come closer to the ac-
tual values and indicate a higher performance when more
neutral words are filtered. This trend is in line with the
expectation, that neutral word removal will enhance the
performance of sentiment analysis.

The red line in figure 3 visualizes the performance (MAE)
of Pattern’s lexicon. All the MAE scores of Threshold lex-
icons below the red line have a higher performance than
Pattern’s lexicon and all the Threshold lexicons above this
line have a lower performance compared to Pattern’s lexi-
con. This shows that Threshold lexicons with a threshold
lower than 0.35 have a lower performance than Pattern’s
lexicon and Threshold lexicons with a threshold of 0.35 or
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Figure 3. Influence of neutral word removal on the
performance of sentiment analysis

higher have a higher performance and indicates thus an
improved lexicon compared to Pattern’s lexicon.

The lowest MAE (highest performance) is achieved with
the 0.45 Threshold lexicon. The difference between this
lexicon and Pattern’s lexicon is an error of 0.510 - 0.485 =
0.025. This improvement is small, but significant (p<0.001)
which was tested with the Wilcoxon Signed Rank Test. If
words are filtered with a threshold higher than 0.45, the
MAE increases again, which indicates a lower performance
of sentiment analysis compared to the 0.45 Threshold lex-
icon. The possible cause of this increase is that too many
crucial words, words which are needed to accurately de-
termine the sentiment of a text are filtered. As shown in
table 4, when going from the Threshold lexicon with 0.45
to Threshold lexicon 0.55, 205 positive and 237 negative
words with a polarity between 0.4 and 0.6 and -0.4 and
-0.6 are removed.
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Figure 4. Frequency of stars in reviews
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Number of words in each lexicon

Polarity Threshold lexicons Pattern’s

0.00 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 lexicon
-1.0 to -0.7 414 414 414 414 414 414 414 414 287 248 223 220
-0.6 to -0.4 1500 1500 1500 1500 1500 1256 1019 828 828 828 828 828
-0.3 to -0.1 1411 1411 1142 913 657 657 657 657 657 657 657 657
0.0 1051 659 659 659 659 659 659 659 659 659 659 659
+0.1 to +0.3 | 2146 2146 1491 1010 678 678 678 678 678 678 678 678
+0.4 to +0.6 | 1231 1231 1231 1231 1231 1003 798 632 632 632 632 632
+0.7 to +1.0 464 464 464 464 464 464 464 464 344 277 247 244
Total words 8217 7825 6901 6191 5603 5131 4689 4332 4085 3979 3924 3918

Table 4. Frequency polarity in Threshold lexicons

In this research the lexicons are tested on 70 thousand
Dutch book reviews. As shown in figure 4 the amount of
book reviews are not equally distributed among the stars,
which results in an unbalanced set of data. There are way
more book reviews which have 4 or 5 stars (polarity 0.5
or 1.0) than 1 or 2 stars (polarity -1.0 or -0.5). This un-
balanced set gives a distorted view on the performance of
each lexicon. For example, if a lexicon contains more posi-
tive words the performance of that lexicon will get a higher
performance than a lexicon which contains more negative
words, even though the same threshold of neutral words
are filtered. To control for this variable, the Dutch book
reviews were randomly sub-sampled to obtain a balanced
dataset. The sub-sample consists of 11,180 reviews, with
each star category containing 2,236 reviews. The Thresh-
old lexicons were tested on the sub-sample and the results
of this experiment can be found in figure 5.

When the unbalanced dataset is tested, the Threshold lex-
icon 0.0 (Extended lexicon without neutral word removal)
has a lower performance (MAE of 0.565), compared to the
performance of Pattern’s lexicon (MAE of 0.524). The
overall trend in this graph, see figure 4, is that neutral
word removal will enhance sentiment analysis (SA) perfor-
mance. All the improvements of the lexicons, as shown in
figure 4, are significant (p<0.001), except for the Thresh-
old of 0.95. This all seems to be in accordance with the
previous results.

However, there are four main differences. The first one is
that the overall performance of all lexicons is lower on the
11,180 book reviews compared to the 70 thousand book
reviews, average MAE of 0.543 against an average MAE
of 0.508.

Furthermore, all Threshold lexicons are above the red line.
This means that all Threshold lexicons have a lower perfor-
mance than Pattern’s lexicon. This result is not in agree-
ment with previous research that larger lexicons enhance
the SA performance [1]. Moreover, this result also contra-
dicts the previous results when testing on the unbalanced
dataset. A possible explanation for this difference is not
found.

The third main difference is that when the threshold lexi-
cons are tested on the unbalanced dataset the performance
decreases when the threshold is higher than 0.45, and this
decrease cannot be found in the experiment done on the
balanced dataset. There is not yet a possible cause we can
devote to this phenomena.

The last main difference in results, is the outlier of Thresh-
old lexicon 0.35. The trend seen in this graph that is that
the MAE will go down, when more words are filtered from

the lexicon. However, this not the case when going from
Threshold lexicon 0.25 to Threshold lexicon 0.35, as fig-
ure 5, the MAE increases. A possible cause of this is that
many words are filtered that are crucial for accurately pre-
dicting the sentiment scores.
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Figure 5. Influence of neutral word removal on the
performance of sentiment analysis

5. CONCLUSION

In this research we looked at the influence of neutral word
removal on sentiment analysis. Two similar experiments
were performed, one on an unbalanced dataset and the
other on a balanced sub-sample of the unbalanced dataset.
From the results we cannot conclude that neutral word
removal enhances the overall performance of sentiment
analysis, due to the small enhancements in performance
and the inexplicable differences between the results of the
two experiments. The inexplicable differences referred to
are the differences in trend with a threshold higher than
0.45 and the difference in improvement with a larger or a
smaller lexicon. What we can conclude here is that Moors
lexicon is not suited to perform sentiment analysis. The
experiment on the balanced dataset showed that extend-
ing Pattern’s lexicon with Moors’ lexicon does not improve
the performance of sentiment analysis.

This research has some limitations. One of the limitations



concerns the Dutch book review dataset. As explained
earlier the star ratings are considered to be the indicator
for the sentiment associated with the reviews. However,
this does not necessarily have to be the case. This as-
sumption was made in order to be able to conduct this
research, because no other Dutch dataset was available.
In order to provide more accurate research a new dataset
needs to be created. A possible way to construct this is
based on the concept of crowdsourcing. An audience is
asked to rate text by assigning a sentiment score to it. If
a few hundred pieces of texts are rated by a few hundred
of people, the pieces of text together can then be used as
a sentiment dataset. A quick way to gather all these rat-
ings is by using the platform Amazon Mechanical Turk,
similarly to what was done for the creation of a sentiment
analysis dataset with Twitter data [15].

Another limitation is the sentiment analysis tool used.
Pattern does not take of the context in which the words
are used into account and therefore has difficulty to de-
termine which instance of a word (including polarity) to
choose from the lexicon. Hence, Pattern takes the aver-
age of all the instances, which may cause a large error in
the predictions. Another point to make here is that the
neutral word removal is performed on Moors’ lexicon, thus
Pattern’s lexicon still contains neutral words. The words
are not filtered from both Moors’ lexicon and Pattern’s lex-
icon in order to control for the interaction effect. Future
research may filter Pattern’s lexicon as well, but keeping
in mind to evaluate the interaction effect of filtering both
lexicons.

Other future work concerns the inexplicable differences in
results between the unbalanced dataset and the balanced
dataset. Onme of those differences is the difference in SA
performance with a Threshold higher than 0.45. In the
unbalanced dataset the SA performance, drop, whereas
in the results of the balanced dataset the SA performance
rises. The possible cause for this difference is not available.
Another point of further work concerns the inexplicable
difference on the overall SA performance for Threshold
lexicons compared to Pattern’s lexicon. The unbalanced
dataset shows multiple Threshold lexicons which have a
significant higher SA performance than Pattern’s lexicon,
while the balanced dataset results show that all Threshold
lexicons have a lower SA performance. Possibly, more in-
sight into the sentiment analysis process can help to iden-
tify possible causes for these phenomena. Such insight
could be obtained by measuring the amount of words rec-
ognized by the Threshold lexicons (coverage).
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