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ABSTRACT
Distributed Denial of Service (DDoS) attacks are a big
problem in the current digital landscape. Many research is
conducted on various sub parts of DDoS. However, little is
known about the infrastructure behind the attacks. It can
be of interest to know how attacker choose their infrastruc-
ture. It is possible that they choose their attacking nodes
very specific based on some characteristics. This paper
aims to characterize the infrastructure of a DDoS attack to
gain more insights in the infrastructures and how attack-
ers choose their attacking nodes. The paper will focus on
seven different attack types and will analyze their infras-
tructure. We will show that DNS recursion is still enabled
on a lot of DNS resolvers, that the non-RFC-compliant
implementation of Chargen in Windows is widely misused
and that small ISPs are the most common in DDoS attacks
attacking nodes.

Keywords
DDoS, Infrastructure, Shodan

1. INTRODUCTION
Distributed Denial of Service (DDoS) attacks are a big
problem in the current digital landscape. Sending multi-
ple packets of data to a server from different devices can
cause this server to be unreachable for legitimate visitors
or users. This can cause a lot of impact, and potentially
have economical consequences. Since a few years Booters
[20] are introduced which makes it even easier for attackers
without technical knowledge to attack a target. A Booter
is a website on which an attacker can simply buy an attack
on a target and have no need for technical background or
a infrastructure to use for the DDoS attack. This made
the world of DDoS so easy that even schools got attacked
by their own students [20].

Attacks often make use of hosts which are not belonging
to them. This makes them less traceable and can also in-
crease the bandwidth of the attack, with up to 1.3 TB/s in
the biggest attack seen at the moment [10]. How attackers
choose this infrastructure is very interesting since this can
help in understanding their behaviour and also expecting
which devices are potential attacking nodes.
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The goal of the research is to gain insights in the infras-
tructures of DDoS attacks. To reach this goal the following
main research question is defined; What are the main
characteristics of the infrastructure of a DDoS at-
tack? This general approach will be researched in differ-
ent steps using the following sub research questions:

1. What kind of attack nodes exists?

2. What kind of data is available in the data sources?

3. What are the characteristics of attacking nodes for
a specific attack type?

4. Are nodes used in attacks of multiple types? If yes,
what are their characteristics?

This paper is organized as followed. In section 2 the
needed background knowledge is explained, in section 3
the used data will be discussed. In section 4 the used
methodology will be introduced, in section 5 the results
will be shown, finally in 6 and 7 the discussion and conclu-
sions which can be drawn from the results will be showed.

2. BACKGROUND
This section will provide background on the topic. The
research questions 1 and 2 will be answered by a literature
study. First the literature is studied on the existing node
types, in the second part the available datasources will be
analyzed.

2.1 Related work
Most research in the field of DDoS focuses on the miti-
gation of the problem [7, 13, 4]. However, not much is
known about the choose of infrastructure by the attack-
ers. The new world of Booters is researched in paper [20],
this already gives a insight in the infrastructure of Boot-
ers. A theoretical and mathematical approach to find the
attack source is researched by [5]. The identification of
the originating attacker for amplification attacks by using
honeypots is researched in [12]. The monitoring of ampli-
fication attacks is studied by AmpPot [11]. Mirkovic gave
a general overview of the DDoS field and did a comparison
between different defence systems in [14].

This paper distinguish itself from the other research by
investigating the middle layer, the reflectors and botnets.
The mitigation research mainly focus on the last layer, the
target. The papers [5] and [12] mainly focus on attributing
the original attacker, the first layer. However little/none
research is done on the middle layer. This paper will focus
on that part of the DDoS infrastructure and how specific
characteristics are (mis)used.
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2.2 Existing attacking nodes
In order to specify the characteristics of the infrastruc-
ture it is useful to state the possible attacking types and
their used nodes. In general all DDoS attacks can be cat-
egorized by two features. The first feature is semantic
(vulnerability) vs brute-force (flooding) attacks [14]. The
semantic attack misuses a feature or implementation bug
in a specific protocol or application on the target host.
In the brute-force a high amount of traffic that is almost
the same as legitimate traffic is used. This way the vic-
tims network gets overloaded and the service is not longer
reachable by legitimate traffic. The second feature is re-
flected vs direct attacks. In a reflection attack a system
is used to hide the identity of the attacker and in most
cases also amplify the attack. With a direct attack a large
number of systems owned by the attacker (e.g. botnet)
will send request direct to the target, sometimes combined
with spoofed IP addresses to hide the identity.

Almost all reflection attacks are brute-force attacks, since
they do not misuse a protocol on the target node but on
the reflection nodes. The attacker will use two techniques
to launch the attack [11]. First some kind of UDP proto-
col which runs on an open node is abused. An example is
a DNS resolver to which they send a query. They will try
to send a query which results in a much larger response,
which is the amplification part of the attack. The second
technique is IP address spoofing, they will identify them-
selves as the victim. This will result in the abused node
to respond to the victim instead of the attacker. There is
a RFC which will disallow this behaviour [6], however in
order to completely block spoofing all AS need to imple-
ment this. According to CAIDA currently around 60% is
blocking IP spoofing 1, which means that still around 40%
of the internet allows spoofing.

2.3 Available data
Two data sources will be used to gain insights in the infras-
tructure. The first data source is DDoSDB2. DDoSDB is a
project to make real DDoS attack data available to every-
one. It can be used for improving mitigation and detection
mechanisms, but also for comparison of attacks or even le-
gal actions. It contains around 850 different fingerprints
of DDoS attacks. Those fingerprints contains anonymous
data of attacks, IP addresses, ports, protocol and date.
For this paper mainly the IP addresses are relevant.

Only those IPs do not tell much about the characteris-
tics of the infrastructure, so we need to enrich this data,
This data will be retrieved from Shodan3. This is a web
scanning platform which constantly scans the internet.
By querying Shodan you can retrieve different (histori-
cal) metrics about the source. This data includes open
ports, running software, geographical location and vulner-
abilities. This data from Shodan will be used to create a
characterization of the attacking nodes. The main reason
to use Shodan is that is the common tool to use in most
research (for example [3, 15, 21]).

3. DATA SET
We need to define which data of DDoSDB we will research,
since not all the data can be researched. It is limited to
the top 4 reflected (DNS, NTP, Chargen, SSDP) and top
2 directed (TCP, UDP) attacks of DDoSDB. This top is
based on the amount of occurrences in the database, not

1https://spoofer.caida.org/summary.php
2https://ddosdb.org
3https://Shodan.io

their size. Since the TCP and UDP attacks contains too
many IPs this is limited to the last 20 performed attacks.
ICMP is a side effect of other types of attacks, so this type
is left out.

In table 1 all those different attack types are listed, com-
bined with their properties researched in ’Existing Nodes’.

Name Semantic
vs
Flood-
ing

Reflected
vs direct

Used
node
types

% of
DDoSDB

DNS [1,
19],

flooding reflected DNS
servers

8.7%

NTP [1,
19]

flooding reflected NTP
servers
with
monlist
com-
mand
acti-
vated

3.3%

Chargen
[1, 19]

flooding reflected All kind
of de-
vices,
with
chargen
(port
19)
enabled

2.8%

SSDP
[1, 19]

flooding reflected UPnP
devices
(Print-
ers, ip-
cameras)

1.7%

TCP [2] semantic direct Systems
owned
by at-
tacker
(e.g.
botnet)

31.5%

UDP [8] flooding direct Systems
owned
by at-
tacker
(e.g.
botnet)

18.3%

Table 1: Different attack types and their used nodes

4. METHODOLOGY
The used methodology can be split up into four separate
steps. Retrieve data from DDoSDB, Retrieve data from
Shodan.io, Select correct data, Characterize. The follow-
ing paragraphs will explain the different steps. This ap-
proach is visualized in figure 1.

In the first step we retrieve all the fingerprints from DDoSDB,
those will be stored into a MongoDB so that we can easily
query them for the following steps. The second step takes
a fingerprint (or multiple) and retrieve the historical data
from Shodan.io through their API. This data is also stored
into the MongoDB.

When this data is retrieved we need to select the correct
IP and Shodan data. This is different for RQ 3 and RQ
4. For RQ 3 we select all the IP addresses from a spe-
cific type of attack (DNS, Chargen, TCP). For RQ 4 we
select IP addresses that are used in multiple attack types.
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Shodan contains a lot of so called ’services’ data. This is
information about the running services. All the historical
data of Shodan is scraped. However, we want to have the
data closest to the attack date. For this reason all ser-
vices from 1 year before till 1 year after the attack will be
queried. Of those services the closest entry will be used
for the analysis.

The last step to do is to find characterizations. The first
that is done here is checking the distributions of specific
attributes on the running services. For example the open
port, the running software or the vulnerabilities that are
found. We also used the ’Autonomous System Taxonomy
Repository’ from CAIDA4. This repository contains data
with classifications of Autonomous Systems. By using this
we can identify which kind of Autonomous Systems where
used. The labels of the categories in the graphs could be
interpreted as followed, t1 is a large ISP, t2 is a small
ISP, edu is a University, ix is an Internet Exchange, nic
for Network Information Centers, comp for customers and
unknown for no prediction or no data.

DDosDB Data Add Shodan data Select IP’s Shodan Services 1

Shodan Services n

Characterization

Characterization

Figure 1: Methodology overview

5. RESULTS
In this part the results for the used methodology are ex-
plained. First the research into the characterization for
specific attack types is performed and explained. In the
second subsection the nodes that are used in multiple at-
tack types are researched.

5.1 Specific attack types
In this subsection we will focus on the characterization
of a specific attack type. For this the data is split into
6 groups, based on their used protocol. This part will
answer research question 3: What are the characteristics
of attacking nodes for a specific attack type?

5.1.1 DNS
We have analyzed 79 DNS DDoS attacks from DDoSDB.
Those attacks contained in total 140664 distinct IP Ad-
dresses, of which 68% was available on Shodan. In total
11371 distinct IP have use-able services data (8% of all fin-
gerprint IPs), all percentages are relative to this amount.

The first observation is that 83% of the nodes have port
53 accessible (Figure 2a), this is expected since we would
expect to see DNS servers. This is also confirmed by the
fact that the most used running services are the DNS-
UDP and DNS-TCP (Figure 2c). However, 17% do not
have port 53 accessible, which are 1927 nodes, of all those
nodes 668 do have a DNS service on Shodan but no within
the one year offset. Of 807 of those nodes the first time
that it was added was after the attack (but before the
one year offset), this could mean that the DNS server was
already enabled during the attack. The other 452 nodes
are unclear, they are on Shodan but they never have a
DNS service enabled. So in general this fact is probably
due to missing/wrong data on Shodan.

The port that is open on 55% of all the nodes is port 80
and also the http service is running on those nodes. This
means that those nodes do not only run a DNS server but
also a HTTP server.
4https://www.caida.org/data/as-taxonomy/

When analyzing the ’data’ field in each service item we
found that 79% of the nodes have a ’Recursion: enabled’
message. This means that most nodes have the DNS re-
cursion setting turned on. When this behaviour is turned
on and a DNS server does not have the answer to a spe-
cific query in its cache it will query it for the requester at
another DNS resolver. When this is turned off the DNS
server replies with a message telling the requester that it
does not know and that it should ask it at another resolver.
When this is turned off and the specific query is not in the
cache of the server the amplification effect is lost. This is
the reason that attacks could like DNS servers with the re-
cursion enabled. This behaviour is already researched and
discouraged by ICANN [9]. In their report is stated that
around 75% of all DNS servers have recursion enabled,
which is very close to our outcome.

After applying the CAIDA AS classification to the DNS
dataset it appeared that 44% of the attack nodes are lo-
cated in a AS belonging to a small ISP (Figure 2b). How-
ever, in the dataset of CAIDA only 29% of the ISPs is a
small ISP. This difference means that small ISPs are at-
tractive for attacks or that vulnerable systems are mostly
are placed within small ISPs.

5.1.2 NTP
We have analyzed 30 NTP DDoS attacks from DDoSDB.
Those attacks contained in total 3739 distinct IP Addresses,
of which 74% was available on Shodan. In total 1429 dis-
tinct IP have use-able services data (38% of all fingerprint
IPs), all percentages are relative to this amount.

The expected port for NTP, port 123, is open on most
nodes (Figure 3a). On 50% of the nodes port 80 is open,
which means that also a HTTP server is running.

The distribution of used transport layers is different that
with the other attack types. A relative high amount of
UDP services is running (Figure 7). This could be ex-
pected since NTP is a UDP based protocol.

After applying the CAIDA AS classification to the NTP
dataset it appeared that 54% of the attack nodes are lo-
cated in a AS belonging to a small ISP (Figure 3c). Also
16% is located in a Large ISP, but in the dataset only
a few AS are marked as large ISP. This difference means
that small and large ISPs are attractive for attacks or that
vulnerable systems are mostly are placed within small and
large ISPs.

5.1.3 Chargen
We have analyzed 25 Chargen DDoS attacks from DDoSDB.
Those attacks contained in total 4487 distinct IP Addresses,
of which 73% was available on Shodan. In total 312 dis-
tinct IP have use-able services data (7% of all fingerprint
IPs), all percentages are relative to this amount.

Port 19 is expected to be open, since this port is needed
for this attack (Figure 4a). However, most nodes also have
port 17 (Quote of the Day Protocol [18]), 7 (Echo Proto-
col [17]) and 13 (Daytime Protocol [16]) available. All
those protocols are part of the Windows Simple TCP/IP
services, which would mean that most of the nodes are
Windows machines. As shown by [20] Windows has a
non-RFC-compliant implementation of Chargen. It sends
a random size of 0-6956 bytes of data, and by the RFC
it should only send at most 512 bytes. This means that
the amplification factor of the Windows chargen imple-
mentations is 10 times bigger that a RFC-compliant im-
plementation. This makes using Windows machines more
powerful for Chargen attacks.
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Figure 2: DNS attack results
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Figure 3: NTP attack results
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Figure 4: Chargen attack results
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Figure 5: SSDP attack results
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Figure 6: TCP attack results
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Figure 7: Transport between different attack types

After applying the CAIDA AS classification to the Char-
gen dataset it appeared that 53% of the attack nodes are
located in a AS belonging to a small ISP (Figure 4b). As
seen before this is a lot higher than the amount of AS
classified as small ISP.

Most of the Chargen attacks appeared to be originated
from China, 58% of all the requests are originated from
nodes located there (Figure 4c). There is no clear reason
for this, however there is a specific Windows version made
for China. It could be the case that this is compromised or
vulnerable. However, we did not prove that in this paper.

5.1.4 SSDP
We have analyzed 14 SSDP DDoS attacks from DDoSDB.
Those attacks contained in total 151847 distinct IP Ad-
dresses, of which 68% was available on Shodan. In total
9063 distinct IP have use-able services data (6% of all fin-
gerprint IPs), all percentages are relative to this amount.

The expected port for NTP, port 1900, is open on most
nodes (Figure 5a). On 50% of the nodes port 80 is open,
which means that also a HTTP server is running.

The distribution of used transport layers is different than
with the other attack types. A relative low amount of TCP
services is running (Figure 7). This could be the caused
by the fact that SSDP is a UDP only protocol.

After analyzing the ’data’ field in the Shodan data we
found that 45% was running the IGD protocol or the Mini-
UPnP project (which is a implementation of IGD). This
protocol is used to manage port forwarding on a router.
However, this should only be exposed to the internal net-
work, since there is no reason to manage this from an
external network (at least not for the average user). That
45% of all attack nodes have this enabled and reachable
from the external network could indicate that consumer
routers have wrong default settings.

After applying the CAIDA AS classification to the SSDP
dataset it appeared that 61% of the attack nodes are lo-
cated in a AS belonging to a small ISP (Figure 5b). Also
19% belongs to a AS of a large ISP. As seen before this is
a lot higher than the amount of AS classified as small and
large ISPs.

5.1.5 TCP
We have analyzed 20 TCP DDoS attacks from DDoSDB.
Those attacks contained in total 500108 distinct IP Ad-
dresses, of which 28% was available on Shodan. In to-
tal 128791 distinct IP have use-able services data (26%
of all fingerprint IPs), all percentages are relative to this
amount.

Since this is a directed attack there is not an expected
port. There is not a common port that is open on almost
every node, the port that is open the most often is port
500 and 80 but this is only 28% and 26% (Figure 6a).

The AS classification matches the previous outcomes. The
small ISPs are over represented by 56% of all attacks using
a small ISP (Figure 6b).

5.1.6 UDP
We have analyzed 20 TCP DDoS attacks from DDoSDB.
Those attacks contained in total 242132 distinct IP Ad-
dresses, of which 19% was available on Shodan. In to-
tal 37281 distinct IP have use-able services data (15%
of all fingerprint IPs), all percentages are relative to this
amount.

Since this is a directed attack there is not an expected
port. The same behaviour as with TCP is seen, the ports
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DNS Chargen SSDP NTP TCP UDP
DNS 26 25 12 10 40
Chargen 0 0 72 968
SSDP 0 14 7
NTP 0 0
TCP 43
UDP

Table 2: Amount of nodes used in two different attack
types

that are open the most are 80 and 500 (27% each). The
same counts for the AS classification, small ISPs are the
largest (51%).

5.2 Multiple type nodes
We did an analysis on the nodes that are used in multiple
attack types. In table 2 the amount of IPs used in both
attack types are listed. Those are used to answer research
question 4: Are nodes used in attacks of multiple types? If
yes, what are their characteristics?

5.2.1 UDP/TCP combinations
The TCP and UDP attacks should be directed attacks.
Which would mean that those machines should be com-
promised. The protocol which has the biggest intersection
with TCP/UDP is Chargen. This could explain why the
Chargen attacks have the simple TCP/IP services enabled
(which are disabled by default). The machine was com-
promised first, the services turned on and then used for
Chargen and UDP attacks.

5.2.2 DNS combinations
The combinations with DNS could indicate to home routers.
Many consumer home routers do have a build in DNS
server. Some of the IPs which are in both DNS and SSDP
have a IGD (Internet Gateway Device) UPnP service run-
ning, which indicates to a home router. This was also a
finding in the SSDP part, so this would support this idea.
However, the groups are too small to create a general char-
acterization.

6. DISCUSSION
During the analysis we found out that on most of the
attack types only around 10% of data was available on
Shodan. This was partly due to the fact that we used
an offset of one year around the attack and partly because
Shodan did not have data at all. This made the researched
groups smaller, but still big enough to do research on. In
future research the availability could be extended by using
Censys.io as a second data source.

We used the CAIDA data to classify the used Autonomous
Systems. We compared the relative amount of used AS in
a specific group against the relative amount of AS in the
classifier in that group. In this comparison we did not
correct for the group size (for example there could be a lot
of really small AS in specific group and only a few really
big in the other). Information about actual usage within
an AS is hard to find, however there is information about
the amount of available IPs within an AS, for example at
ipinfo.io. Within the limited time of this research there
was no time to add this to the project but this could be
done in further research.

In the last research question we investigated IP addresses
that are used for multiple attack types. We found some
interesting hypothesis there. However, those groups are

quite small so we do not have enough confidence to make
hard conclusion in that subpart.

7. CONCLUSION
In this paper we have shown that it is possible to find
characteristics of a DDoS attack. By combining the data
of Shodan and DDoSDB it is possible to identify the com-
mon characteristics of a specific protocol attack. Our main
research question was What are the main character-
istics of the infrastructure of a DDoS attack?. In
all attacks we have seen that the small ISPs are over rep-
resented, which means that most hosts are located in such
networks. Furthermore we have seen that misconfigura-
tion or -implementation of protocols and devices have a
big impact on the choose of attack hosts.
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