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ABSTRACT
Autism Spectrum Disorder is a common disorder for which
no remedies have been found. In recent decades, social
robots have been increasingly used in behavioural therapy
for autistic children as they have positive effects on these
children. Social robots can have different forms of auton-
omy. Therapists prefer semi-autonomous robots controlled
by a visible Wizard of Oz (WoZ). The purpose of this re-
search was to examine the effects of a visible WoZ on the
anthropomorphic inferences of children on social robots.
In a qualitative experiment, two independent variables
were evaluated: the visibility of the WoZ (visible versus
traditional) and, in addition, the level of robot-initiated
interaction with the supervisor. In total, 12 children aged
6 to 9 participated in which only one child was diagnosed
with ASD. The children took part in a semi-structured in-
terview after listening to several stories told by a humanoid
robot. The interviews were analyzed for anthropomorphic
inferences. The results showed no effects of a visible WoZ
on the anthropomorphic inferences of a child on a social
robot. Children did not attribute more anthropomorphic
characteristics to a robot when it was controlled by a tra-
ditional WoZ. Also, the additional robot-initiated interac-
tion did not increase the anthropomorphic perception of a
social robot. The research rather identified trends towards
anthropomorphic inferences on social robots.

Keywords
Autism Spectrum Disorder - Therapy and education ob-
jectives - Children - Social robots - Robokind Zeno R25 -
Wizard of Oz

1. INTRODUCTION
It is estimated that 1 in 59 children in the United States
suffers from some form of Autism Spectrum Disorder (ASD)
[12]. This is an increase in prevalence from 2016 to 2018
by 15 percent. Autism is a widespread developmental and
neurological disorder in society. The core symptoms are
deficits in communication and social interactions as well
as restricted, repetitive patterns of behaviour [8]. Autism
is a lifelong disorder for which no remedies have been
found. Some people with ASD need high-level support
throughout their entire lives. However, early educational
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and behavioural interventions and therapies can improve
the quality of life of autistic people.

Over the past two decades, interactive technologies, and in
particular social robots, have been used to treat autistic
children [8]. Social robots are used in therapy to teach
social and communicative behaviour. Autistic children
show a strong interest in robots because they are perceived
as predictable and non-threatening. Studies have shown
that children are more communicative, show more initia-
tive and learn faster while interacting with social robots
within therapy [4, 8, 10].

The DE-ENIGMA project, coordinated by the University
of Twente, is working on a humanoid robot (Robokind
Zeno R25) that can be used for an emotion-recognition
and emotion-expression teaching program for school-aged
autistic children [6]. The robot is semi-autonomous, which
means that it follows a defined setting but the therapist
has control over the robot and can intervene during a ses-
sion.

There are various forms of autonomy of social robots used
in Robot-Assisted Therapy (RAT). Warren et al. are work-
ing on a closed-loop adaptive robot system that can in-
teract with a child based on its real-time response [17].
Senft et al. suggest an autonomous action selection mech-
anism that allows the robot to interrupt an interaction as
needed and return control to the therapist [11]. A semi-
autonomous social robot follows a predefined script but is
also partially controlled by the therapist using the Wizard
of Oz (WoZ) framework. In a traditional WoZ framework,
a subject interacts with a system that the subject believes
works autonomously but is actually controlled by a per-
son from behind the scenes [9] (hereinafter referred to as
”traditional WoZ”). In RAT, the therapist gives the pa-
tient the illusion of interacting with an autonomous robot,
while secretly controlling it, which makes the therapist the
WoZ. As a result, the therapist can obtain the desired be-
haviours of the robot and adapt to unforeseen events [11].
This setting differs from the traditional WoZ framework
because the therapist does not act from behind the scene
but is visible to the child (hereinafter referred to as ”visible
WoZ”). A semi-autonomous approach is desired by ASD
professionals because they want to have some control over
the social robot as they believe that it does not have the
ability to recognize the emotions, comfort or stress of a
patient [8].

In a semi-autonomous approach, however, there is a greater
risk that the autistic child will recognize the correlation
between the robot and the therapist. This effect could
negatively affect RAT efficiency as the child no longer
sees the robot as a separate, social entity. In general,
children are aware of the differences between human and
robots [7]. Nevertheless, children attribute characteristics
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to robots which are connected to living systems [2, 1].
It is referred to as anthropomorphic inferences when hu-
man characteristics are attributed to non-human beings,
which can already be observed in children as young as
3 years old. Factors that influence anthropomorphic in-
ferences vary and are not limited to physical appearance.
Researchers suggest factors such as verbal and non-verbal
communication, the perceived ”emotions”of a robot, its in-
telligence or predictability [18]. An experiment by Beran
et al. showed that a significant proportion of children, in
particular, ascribe affective characteristics to robots [2].
For example, 64 percent of children said that the robot
liked them. Anthropomorphic inference to a social robot
motivates children to emotionally open up to it.

In addition to the difficulty of maintaining the illusion of
an autonomous robot, the therapist must also focus on
the functionality of the robot and the behaviour of the
child during therapy, which can be very challenging. As
part of the DE-ENIGMA project, researchers are working
on improving a user interface that allows the therapist to
easily control the robot. In the early stages of the research,
a user interface was hidden under the table, accessible to
the therapist. This approach was rather unwieldy for the
therapist. It is desirable to have a user interface that the
therapist can use on a tablet that does not remain hidden
from the patient. Thus, to use an approach in which the
WoZ (therapist) is fully visible to the child.

The aim of this research is to identify the effects of this
approach on the anthropomorphic inferences of a child on
a social robot. On the one hand, the effects of a traditional
versus visible WoZ are examined. On the other hand, it
is investigated whether a robot-initiated interaction with
the therapist in combination with a traditional or visible
WoZ causes anthropomorphic inferences of a child on a so-
cial robot. Research has shown that children are likely to
attribute human characteristics to robots. The manipula-
tion of the social behaviour of the robot could, therefore,
make its role as a social actor more credible. This research
is a pilot study and provides a basis for future research. It
is therefore mainly conducted with non-autistic children
who are a less vulnerable target group than autistic chil-
dren. The research question is defined as follows:

RQ 1: What effects does a visible WoZ have on the an-
thropomorphic inferences of a child on a social robot?

The resulting hypotheses are:

H 1: Children have more anthropomorphic inferences on
a social robot when it is controlled by a traditional WoZ.

H 2: The additional robot-initiated interaction increases
the anthropomorphic perception of a social robot when it
is controlled by a traditional WoZ.

2. METHOD
2.1 Research Design
The research was carried out in the form of a qualitative
experiment based on a between-subjects design with two
independent variables. Each variable had two values. The
first independent variable was the visibility of the WoZ
with the values 1) open versus 2) traditional WoZ. The
second independent variable was the level of interaction
initiated by the robot with the interviewer. In one sce-
nario, the robot initiated a dialogue with the interviewer,
in the other it did not. The overview of the group divi-
sion is given in table 1. Each group consisted of 3 children
randomly assigned.

Table 1. Group division overview

2.2 Participants
In total, 12 children (5 female, and 7 male) between the
ages 6 and 9 (M = 7.42, SD = 1.08) participated in the
experiment. They were children from a daycare centre
at the University of Twente. One of the 12 participants
was diagnosed with a form of autism. This child was ac-
companied by an educator during the experiment. The
experiment was conducted on two days in spring 2019. At
the beginning of the academic year 2018/2019, the par-
ents of the participants signed a general informed consent
for experiments carried out by the University of Twente.
This study was approved by the Ethics Committee EWI
of the University of Twente as a study that falls under the
general consent (RP 2019-46). It was therefore not nec-
essary to obtain consent for this particular experiment.
Some children participated in former experiments by the
University of Twente involving social robots. None of the
children was familiar with the Robokind Zeno R25.

2.3 Robot
The Robokind Zeno R25 used for the experiment was con-
trolled via an interface on a laptop (see 2.4 Interface &
Audio). A router served as the connection between the
robot and the laptop. Each button on the interface trig-
gered a defined sequence of movements and audios. In
combination with audio, the robot performed mostly fa-
cial expressions and, in some cases, other body movements
during the experiment, such as movements of the arms or
hips.

2.4 Interface & Audio
The interface used to control the robot was limited to the
features required for the experiment. The interface was
divided into four sections (see figure 1). The head con-
tained buttons needed to connect to the robot through
the router. The storytelling buttons contained all story-
telling sequences. Generic buttons were integrated for un-
expected events during the experiment. For example, if
a child asks the robot an unexpected question, the robot
refers to the interviewer when triggering the ”Let’s ask
interviewer” button. Stimuli buttons were used for the
robot-initiated interaction with the interviewer (indepen-
dent variable 2).

The voice of the robot was synchronized by a Dutch-speaking,
female colleague. The audio, facial expressions and body
movements of the robot were coordinated.

2.5 Procedure
The experiment followed a defined script (see appendix A.
Experiment Script). The robot was placed standing on a
table. The robot’s eyes were open and it had a neutral
facial expression. The interviewer sat to the left of the
table. The child was placed on a chair in front of the table,
facing the front of the robot (see figure 2). The second
experimenter, who interacted as a traditional WoZ, sat in
the back of the room. When the child sat in front of the
table, it was unable to see the second experimenter. The
experiment was conducted in Dutch since the children’s
native language was Dutch. During the experiments with
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Figure 1. Interface for controlling the robot

the visible WoZ, the interviewer placed his laptop on the
table in front of him. The child saw only the back of the
laptop but not the screen. During the experiment with the
traditional WoZ, the laptop of the interviewer was closed
until he started the interview. The second experimenter
controlled the robot from a second laptop hidden to the
child.

At the beginning of each experiment session, the inter-
viewer introduced himself, the second experimenter and
gave a brief introduction to what to expect during the ex-
periment. In addition, the child was asked about its age,
and whether it was familiar with the Robokind Zeno R25
and/or robots in general. The child was also asked to give
the robot a name (first interview question).

Figure 2. Child listening to the robot’s stories

The interviewer used the chosen name later in the session
when talking or referring to the robot. After the intro-
duction part by the interviewer, the robot introduced it-
self and started to tell the child short stories. In total,
the robot told four short stories with an average of 23 sec-
onds per story. The content of the stories built on each
other and appealed to a certain emotion. The four emo-
tions were anger, happiness, sadness, and fear. The stories
were from a research study by Wallbaum et al. [16]. Af-
ter telling a story, the robot asked the child how it (the
robot) felt within the story. Upon receiving the child’s
answer, the robot confirmed or corrected the child. The
interviewer interacted as a moderator during the narrative
part. For example, he would ask the robot to continue with
the next story. Research has shown that children sustain
a social relationship with the robot if it tells familiar so-
cial references [10]. Therefore, the stories contained only
social references to which the child could relate. In one of
the stories, the robot received hazelnuts, which it was very
pleased about. In those experiments in which the robot
initiated an interaction with the interviewer, it turned to
the interviewer and asked him if he also loved hazelnuts.
The interviewer would answer that he is allergic and the
robot would pity him for that. After that, the robot told
the next story. The storytelling part ended with the robot
thanking the child for listening and pretending to take a
nap. The robot would close its eyes and stop moving. The
interviewer then started the interview with the child. Af-
ter performing all the experiments, the participants were
informed about the actual purpose of the experiment and
how the robot worked.

2.6 Measures
Semi-structured interviews were conducted to identify dif-
ferences in the children’s anthropomorphic inferences on
the robot. Each interview response was analyzed for attri-
butions of anthropomorphic or machine/non-human char-
acteristics and categorized accordingly. Responses were
identified as anthropomorphic inferences when a child as-
cribed to the social robot 1) visual, 2) verbal, 3) phys-
ical or 4) cognitive human characteristics (like human-
intelligence), or 5) emotions. Sometimes it was not clear
whether a response had anthropomorphic characteristics,
for example, if a child did not know why it confirmed
a question. In this case, the response was assigned to
the machine-category. The reason for this is that chil-
dren tend to say ”yes” regardless of the question or what
they think about it [3]. Only one category (anthropomor-
phism/machine) was awarded for each interview question.
Then the frequency and the sum of the answers assigned to
the two categories were measured. This was done for the
individual child, for the four groups, and then for socio-
demographic criteria such as age and sex.

The semi-structured interview contained nine questions
and lasted 5 to 10 minutes. The questions were partly
based on a study by Beran et al., which focused on per-
ceived animism in the interaction between children and
robots [2], and partly self-defined. The interview was the-
matically divided into two sections. The first section con-
tained three questions about the general description of the
robot. The second section contained six questions on the
robot’s characteristics, including two cognitive, three af-
fective and one behavioural question. Cognitive questions
focused on knowledge and memory, affective questions on
emotions, and the behaviour question on physical abilities
and actions [2]. If a child answered ”Yes” or ”No” to a
question, the child was asked why or why not it thought
so.
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3. RESULTS
3.1 Evaluation of Hypotheses
The research question in this paper asked for the effects of
a visible WoZ on the anthropomorphic inferences of a child
on a social robot. Hypothesis 1 predicted that children
would draw more anthropomorphic inferences to a social
robot when controlled by a traditional WoZ. Hypothesis
1, therefore, predicted that Group 1 and Group 3 would
have higher anthropomorphic inferences than Group 2 and
Group 4. Hypothesis 2 predicted that additional robot-
initiated interaction increases the anthropomorphic per-
ception of a social robot when it is controlled by a tra-
ditional WoZ. Based on this hypothesis, Group 3 was ex-
pected to exhibit the most anthropomorphic inferences.

Figure 3 shows a comparison of the groups with respect
to the anthropomorphic inferences made. Each point on
the x-axis represents a child in a particular group. The
y-axis shows the total of questions (per child) which in-
cluded anthropomorphic inferences. The mean indicates
the average sum of anthropomorphic-classified questions
within a group.

Figure 3. Number of anthropomorphic attribu-
tions identified in the interviews per group

Group 2 and 4 have the highest mean of 6.33. Group 1
has a mean of 5.67, and Group 3 has a mean of 4, the low-
est average of anthropomorphic-classified questions of all
groups. According to Hypothesis 1, Group 1 and Group
3 should have a higher mean than Group 2 and Group 4.
The results show that the opposite is the case. Group 1
and Group 3 have a lower mean than Group 2 and Group
4. Therefore, Hypothesis 1 cannot be confirmed. There
is no evidence that children perceive a social robot differ-
ently in a visible WoZ approach than in a traditional WoZ
approach. Children seem to draw a similar amount of an-
thropomorphic inferences regardless of how the robot is
controlled. Similar results were identified in the informa-
tion session after performing all experiments. The children
were asked who they thought was controlling the robot.
The majority of the children who were willing to answer
the question were either not sure or believed that the in-
terviewer was controlling the robot. This was also the
case with children who participated in a traditional WoZ
experiment. Also, the majority of children did not see a
correlation between the use of the laptop by the visible
WoZ and the robot. Children who said that the robot had

been controlled by the interviewer thought that the robot
reacted on speech recognition. It should be noted, that
the results of the feedback session only give an indication.
They were not included in the research measure.

According to Hypothesis 2, Group 3 should have the high-
est mean of all groups. Again, the opposite result was
identified. Therefore, Hypothesis 2 cannot be confirmed
either. There is no evidence that robot-initiated inter-
action increases anthropomorphic perception. Since Hy-
pothesis 1 and Hypothesis 2 are not proven, no generalized
conclusions can be drawn from this study.

3.2 Evaluation of Group Characteristics
There is no evidence for the correlation between the inde-
pendent variables in the experiment and the group results.
Therefore, the group characteristics are evaluated to find
indications as to why Group 3 has a comparable lower
mean and standard deviation (SD = 1) than the other
groups (Standard Deviation between 1.53 and 2.08). All
members of Group 3 said they were familiar with robots,
either because of previous experiments or because of tele-
vision. In comparison, Group 1 had two, and Group 2
and Group 4 only one participant who was familiar with
social robots. On average, participants who professed to
be familiar with robots drew fever anthropomorphic infer-
ences (M = 4.86) than children without experience (M =
6.6). When comparing the sexes, the average sum of an-
thropomorphic classified questions of female participants
is slightly higher (M = 6.4) than that of male partici-
pants (M = 5). The two participants with a maximum
of 8 anthropomorphic inferences in a total of 9 questions
in Group 2 and Group 4 are female. In comparison, the
child with a minimum of 3 is male. Only one in five chil-
dren with a score between 3 and 4 is female. The average
age of the children per group varied. It is unrecognizable
that the children’s age had an effect on anthropomorphic
inferences.

3.3 Evaluation of Participants
On average, anthropomorphic inferences were found in
5.58 out of 9 questions. This means that a child attributed
anthropomorphic characteristics to the social robot on av-
erage in more than half of the questions. In the follow-
ing, children are discussed who showed striking findings
regarding the attribution of machine-like characteristics
to the robot.

As mentioned earlier, only one girl had a lower score than
5, and therefore, drew anthropomorphic inferences in less
than half of the questions. This particular girl was the
(only) child that had some form of ASD. The autistic girl
was 8 years old, unfamiliar with the Robokind Zeno R25
but participated in earlier experiments with social robots.
Compared with the average mean of female participants
(M = 6.4), the autistic girl had a relatively low mean
(M = 4). Anthropomorphic inferences were identified in
questions 1, 6, 8 and 9, which were three affective and one
descriptive question. The girl gave the robot the human
name ”Lucas” because she knew someone with that name.
She believed that the robot liked her because ”he was nice
to her”. She also thought the robot would not feel left
out when playing with another friend because ”he” was a
good friend of hers and knew that ”he” did not have to
be jealous. In addition, the autistic girl argued that the
robot was the friend of the interviewer because ”they are
here together.” In contrast, she was critical of the age of
the robot, because that would depend on when the robot
was built. She was also unsure of the robot’s intelligence
because it ”only” told stories but did not have educational
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skills (like knowledge in math). In addition, she ques-
tioned the robot’s ability to be a good playmate because
he lacked sand resistance. The trend that children an-
swered the interview questions with ”yes” was evaluated.
6 out of 9 interview questions were closed questions. On
average, 4 out of 6 questions were answered with ”yes”.
In contrast, the autistic girl answered only two questions
with ”yes”. This is the lowest score of all participants. The
autistic girl said twice ”not sure” and ”yes” and once ”no”
and ”maybe”.

As mentioned above, if children could not elaborate on
their Yes/No answer, the response was assigned to the
machine-category. A 6-year-old boy from Group 2 had a
comparatively low score of 4 because in 5 out of 9 questions
he was not able to say why he answered a question accord-
ingly. He had particular problems explaining his reasoning
in affective and descriptive questions. Overall, it can be
seen that children had the most problems to explain, 1)
why the robot liked them, and 2) why the robot was the
friend of the interviewer (both affective questions).

Another child who showed striking results in terms of as-
signing machine-attributions to the robot was a 6-year-old
boy with the lowest score of 3. The boy said he knew
robots from television and called the robot ”Robot that
can do everything”. He answered several questions by re-
ferring to the robot’s ability to do ”everything”. For ex-
ample, when he was asked for his impression of the robot,
the boy said he liked the robot because he could do every-
thing, and in terms of the robot’s memory, he said robots
would never forget anything. In contrast, he was not sure
how to explain the two affective questions about the robot
liking him and the robot being the interviewer’s friend.

3.4 Evaluation of Interview Questions
Rather than finding differences in the perception of the
robot per experimental group, the research results show a
general trend towards a high use of anthropomorphic infer-
ences by children (see table 2). It also shows that children
tend to draw more anthropomorphic inferences on affective
and cognitive questions. On average, most anthropomor-
phic inferences were found in affective questions, followed
by cognitive and descriptive questions. Anthropomorphic

Table 2. Comparison of interview questions re-
garding anthropomorphic inferences

inferences are relatively limited in the behavioural ques-

tion. A comprehensive tabular overview of the evaluation
of each interview question is given in Appendix B. In the
following, questions with the most anthropomorphic infer-
ences are discussed.

The highest number of anthropomorphic inferences were
found in Question 8 (see table 3). They were identified in
11 out of 12 responses. These answers are marked with an
asterisk in the table. The majority of children reported
that the robot would feel left out if the child played with
another friend. Children explained that the robot would
feel lonely, left out (e.g. ”Because I am not playing with
him anymore”), or jealous. One child also mentioned in
this context that the robot, however, would not mind if
the boy was playing with a ”cute girl” instead. Only two
children assumed that the robot would not feel left out.
One child argued that the robot was not yet her friend.
The other one said that the robot ”is a good friend and
does not need to be jealous”. Children mainly referred to
emotions and personal experiences to explain their reason-
ing.

Table 3. Participant responses to Question 8

Another affective question that scored high on anthropo-
morphic inferences was Question 6 (see table 4). The chil-
dren were asked if the robot liked them. The majority of
children agreed. The children reported human character-
istics, e.g. that the robot was ”friendly” and ”spoke nicely”
to them. Others referred to the nice stories it told. One
child said the robot was quite positive towards her, but
”he” needed to get to know her better in order to really
like her. Children mainly referred to the robot’s behaviour
and emotion to explain themselves.

In terms of the cognitive questions, the majority of chil-
dren considered the robot intelligent and to have a human-
like memory. For example, children thought the robot
was intelligent because it could tell stories or because of
what the robot did in the stories. Similarly, most chil-
dren thought that the robot would remember them or not
for the same reasons as humans. For example, the robot
would remember the children because it ”saw” and recog-
nized the children, or it might forget them after a long
period of time because ”that is what people do”. In sum-
mary, it can be stated that children attributed to the so-
cial robot mainly cognitive human-like characteristic (e.g.
human-intelligence and memory). It is also recognizable
that children who were familiar with robots assigned less
anthropomorphic characteristics in cognitive questions.
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Table 4. Participant responses to Question 6

While children made many anthropomorphic inferences on
affective and cognitive questions, children were more criti-
cal of the robot’s ability to be a good playmate. Only 4 out
of 12 children assigned anthropomorphic characteristics.
For example, by playing different games with the robot
such as Nintendo, trains and blocks or with a spaceship
(story-related content). Several children did not consider
the robot a good playmate because of its fragile construc-
tion and physical limitations. Again, children with robot
experience assigned fewer anthropomorphic characteristics
to the behavioural question.

Descriptive questions showed high and low scores on an-
thropomorphic inferences. The majority of children gave
the robot a name, considered it male and thought it was
between 6 and 8 years old. Children referred to the visual
appearance of the robot as a reason for their statement
(e.g. ”looks like it”, ”looks young”). An interesting re-
sult is that children also referred to the story the robot
had told. For example, they said the robot was young
because ”he wants a spaceship” and ”he went alone for a
walk”. Similar results were obtained in other questions.
For example, children said that the robot was not intel-
ligent because he went alone into a forest. When asking
about the child’s impression of the robot, the majority of
children gave positive feedback. However, only one child
drew anthropomorphic inferences in this context.

The experience of the WoZ during the experiment is not a
measure for answering the defined research question. Nev-
ertheless, it is mentioned to identify the differences in the
visible versus traditional WoZ approach. Performing ex-
periments with a traditional WoZ was more difficult than
conducting experiments with a visible WoZ. Some unfore-
seen situations required minor changes in the experiment
script. In this situation, it was easier for the interviewer
to control the robot himself.

4. DISCUSSION
This research examined the effects of a visible WoZ on the
anthropomorphic inferences of children on social robots.
The comparison of the robot being controlled by a visi-
ble versus a traditional WoZ showed no great difference in
the attribution of anthropomorphic characteristics to the
humanoid robot Zeno. Children did not seem to identify
the correlation between the WoZ and the robot. Children
mainly thought the robot reacted to speech and did not re-
alize in the case of the visible WoZ that he used his laptop
to control the robot. While it was predicted that the tradi-
tional WoZ would cause more anthropomorphic inferences,

the opposite was the case. Children in an experiment ses-
sion with a visible WoZ drew more anthropomorphic infer-
ences. Moreover, the intentional interaction of the robot
with the interviewer did not increase the anthropomorphic
perception of a social robot. Children did not mention the
robot-intended interaction in the interviews and there was
no evidence that the independent variable had any kind
of effects on the children. Both research hypotheses could
not be confirmed, so that no generalized conclusions on
the research question can be drawn from these results.

Several trends were identified that could have affected
the number of anthropomorphic characteristics per exper-
imental group. Girls on average gave the social robot more
anthropomorphic qualities than boys did. Participants
with the highest number of anthropomorphic inferences
in their answers were girls. This result is similar to the
outcome of a study by Tung [13]. According to Tung,
girls are more social and physical attracted to human-like
robots than boys. It is possible that girls assigned more an-
thropomorphic characteristics to the Robokind Zeno R25
because they built a stronger social and emotional rela-
tionship with the robot. Tung also concluded that there
is no significant age-related factor in the perception of so-
cial robots. Similar results were obtained from this study.
There was no difference in the perception of the robot
by children of different ages. In addition, children who
were familiar with robots assigned fewer anthropomorphic
characteristics to the robot than unfamiliar children. It is
likely, that experienced children have a more realistic view
of robots and their functionality. It is noticeable, however,
that these children on average still drew anthropomorphic
inferences from 4.86 out of 9 questions.

In particular, two children showed striking findings in re-
gard to the attribution of machine-like characteristics to
the robot. The boy with the lowest score in anthropomor-
phic inferences said he knew robots from television and
called the robot ”Robot that can do everything”. He an-
swered several questions by referring to the robot’s ability
to do ”everything”. Instead of projecting human charac-
teristics onto the Robokind Zeno R25, it seems that the
child projected the characteristics of fictional robots that
it knew from television. In his view, robots have greater
abilities than humans. The other participant who distin-
guished herself from the group was the autistic child. The
girl answered with more thoughts compared to the other
children. She had the lowest score in answering ques-
tions with ”yes”. She also had a comparably low level
of anthropomorphic inferences. The girl seemed to have a
more realistic understanding of the social robot. However,
she drew anthropomorphic conclusions from three affective
questions (e.g. stating that the robot was a ”good friend”).
This finding may indicate that children with autism have
a different perception of robots than non-autistic children.
They might have a more rational and less anthropomor-
phic view of robots. Yet, like non-autistic children, they
seem to attribute affective attributes like emotions to the
robot.

On average, children assigned anthropomorphic charac-
teristics to the robot in more than half of the questions.
There was a trend for children to attribute anthropomor-
phic characteristics to affective questions in particular. In
their study of how children perceive robots, Beran et al.
had similar findings to this research. Children assigned
many anthropomorphic abilities to the robot but ascribed
more affective than cognitive or behavioural characteris-
tics [2]. Almost every participant of this research thought
that it was liked by the robot and that the robot would
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feel left out when the child would play with another friend.
The children tended to use their personal experiences to
explain themselves. For example, one child stated that she
does not want the robot to feel left out because no one likes
to be alone. According to the psychologist Sherry Turkle,
children project their own understanding and experience
of the world already after minimal interaction onto robots
[2, 15]. It is possible that the children projected their un-
derstanding on the Robokind Zeno R25 rather than trying
to understand the technical behaviour of the robot. The
results also indicate that children think robots can expe-
rience emotions like grief and kindness. An interesting
finding in this context is that four children referred to the
stories the robot told in describing the robot’s characteris-
tics (e.g. the child would play together with the robot with
a space shuttle). It indicates that children perceive the
robot as an individual that experiences and feels things.

In terms of the robot’s cognitive abilities, the majority
of children considered the robot intelligent. Some chil-
dren referred to the robot’s ability to tell stories or the
look of the robot. However, other children stated that the
robot was not smarter than themselves. This finding sug-
gests that children attribute a human-like intelligence to
the robot, but are aware that the robot does not have as
much knowledge as humans. Half of the children stated
that the robot would remember them. Some children said
the robot ”saw her” and ”knows the child now”. This indi-
cates that the children believe the robot uses its eyes and
memory to recognize them. It could also be an indication
that the physical appearance of Zeno might increase an-
thropomorphic inferences. These findings are in line with
Tung’s research, which suggests that using human features
in the appearance of a robot can make the robot more
socially acceptable and visual [14]. The majority of chil-
dren that did not think the robot would remember them
argued that after a long duration the robot would most
likely forget them. Again, they based their argument on
their personal experience of forgetting people.

In addition to affective and cognitive, the behavioural char-
acteristics of the social robot were evaluated. The children
were asked if the robot was a good playmate. Half of the
children agreed. This result is lower compared to the study
by Beran et al, where most of the children thought the
robot was capable of playing various games [2]. The chil-
dren, who disagreed that the robot was a good playmate,
mainly referred to the fragile construction and physical
limitations of the robot. The children, who saw a good
playmate in the robot, mentioned a variety of games, in-
cluding football and Nintendo. It seems that these chil-
dren have projected their personal interest onto the robot,
which may indicate that they are open to including the
robot in their world [2].

One of the description questions asked for the robot’s
name. Five children gave the robot a human name and
four children were not sure about a name but would have
given a male one. In total, 10 out of 12 children thought
the robot was male. This outcome is consistent with the
study by Cameron et al. who discovered that the Robokind
Zeno R25 was perceived as being a mix of person and ma-
chine, but also strongly as a male figure [5]. Children seem
to have an ambivalent perception of the robot. Children
can distinguish the robot from humans. For example, they
seemed to be aware of the physical limitations of the robot.
Nevertheless, most children attribute affective character-
istics such as emotions to the robot.

Finally, the experiment has given indications at the ap-
plicability of a semi-autonomous robot controlled by a

traditional WoZ. During the sessions, unforeseen events
occurred that were more difficult for the interviewer to
handle when the robot was controlled by the traditional
WoZ. It is likely that the therapist will experience similar
events in a real therapeutic setting. The use of a tradi-
tional WoZ requires more physical space, extra prepara-
tion and, according to this investigation, was detrimental
during the session. It is therefore recommended to use a
semi-autonomous approach with a visible WoZ.

To conclude, the experiment results did not confirm 1)
that children have more anthropomorphic inferences on
a social robot when it is controlled by a traditional WoZ,
and 2) that additional robot-initiated interaction increases
the anthropomorphic perception of a social robot when it
is controlled by a traditional WoZ. Therefore, no gener-
alized conclusions regarding the research question could
be drawn from these research results. The results, how-
ever, indicated differences in the perception of a social
robot based on the gender and the child’s familiarity with
a robot. In addition, it has been shown that children gen-
erally use anthropomorphic inferences to a high degree.
This is especially true for affective questions. The general
high use of anthropomorphic inferences may explain why
there was not much difference between the experimental
groups.

4.1 Limitations
There are some limitations that may have distorted the
results of the experiment. The children who participated
in the experiment were children of a daycare centre at
the University of Twente. Some of these children already
participated in previous experiments with social robots.
They knew more about robots than other unfamiliar chil-
dren. In addition, many children at the daycare centre
have parents with academic backgrounds. This may in-
dicate that children have better technical knowledge than
others. It is therefore recommended to use children who
have not participated in previous experiments and to select
children from parents with a different socio-demographic
background.

The group of participants did not consist of a uniform
number of boys and girls. They were therefore not evenly
distributed among the groups. Studies have shown that
girls and boys perceive social robots differently. Therefore,
it seems appropriate to have the same number of boys and
girls in each experimental group in future studies.

There might also be limitations due to the formulation of
interview questions. The interview contained six closed
questions. Children tend to respond to close questions
with ”yes”. Therefore, the question may need to be worded
differently in the future to avoid this trend. The questions
also included expressions like ”feel”and ”like”. It is possible
that children were affected by the wording of the questions,
and accordingly associated anthropomorphic characteris-
tics.

4.2 Future Work
The aim of this research was to identify the effects of a visi-
ble WoZ on the anthropomorphic characteristics of a social
robot. The conducted experiment showed trends in how
children perceive social robots. On average, more than
half of children’s interview answers found anthropomor-
phic inferences. An important question that arises from
this finding is why so few children considered the technical
aspect of a social robot. In the information session after
the interviews, no children seemed to really understand
how a social robot works. However, the information ses-
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sion was not a part of the research measure. It is therefore
recommended to actively ask children about the function-
ality of the robot, in order to gain a better understanding
of their actual knowledge and their anthropomorphic view.

In addition, the participants in this study were mainly
non-autistic children. Because autistic children seem to
have a different perception of social robots, future re-
search suggests focusing mainly on autistic children. This
study also recommends focusing in the future on a semi-
autonomous approach with a visible WoZ only.

The robot-initiated interaction showed no differences in
the perception of the social robot. It is possible that other
variables, such as reaction time, influence the perception
of social robots. Currently, the robot reacts directly to
the therapist’s interface command. This makes it easier
for the child to understand the relationship between the
therapist and the robot. If the execution of a command
were time-delayed, the correlation could be less obvious.
An experiment with several independent variables, which
are investigated with regard to the perception of a semi-
autonomous robot, would be conceivable.

This study leads to another important question. If autis-
tic children would be informed about the functionality of
a social robot in RAT, would they perceive the robot dif-
ferently with that knowledge? Is a WoZ and thus the
deception of children required for effective RAT? In this
study, we considered that children in a visible WoZ ap-
proach would more quickly recognize the correlation be-
tween the interviewer and the robot. However, most of
the children did not seem to notice the existence of the
visible WoZ during the experiment. It is strongly recom-
mended to study the effects of educating autistic children
on the functionality of social robots. Avoiding the decep-
tion of autistic children would simplify the use of social
robots in RAT and would also have a high ethical value.
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B. EVALUATION OF INTERVIEW QUESTIONS
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